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Abstract: The rising interest in Artificial Intelligence and the increasing time invested in functional
verification processes are driving the demand for AI solutions in this field. Functional verification is
the process of verifying that the Register Transfer Layer (RTL) implementation behaves according to
the specifications provided. This is performed using a hardware verification language (HVL) such as
SystemVerilog combined with the Universal Verification Methodology (UVM). Reading, identifying
the key elements from multiple documentations, creating the verification plan, building the verifi-
cation environment, implementing the tests defined, and achieving 100% coverage are usually the
steps performed in order to complete the verification process. The verification process is considered
finalized when functional coverage is at 100%. There are multiple ideas on how the process can be
aided by AI, such as underlining the essential information from documentation, which would help in
understanding faster how the Register Transfer Layer implementation works, thus vastly reducing
time. In this paper, to greatly reduce the time spent on functional verification, two Convolutional
Neural Network (CNN) architectures are implemented to properly classify the information across
different documents; both approaches have significant and promising results. The database used for
this classification task was created by the researchers using different documentations available.

Keywords: artificial intelligence; functional verification; UVM

1. Introduction

As Integrated Circuit development progresses in complexity and scalability, it becomes
essential for them to work as expected, being reliable and robust, especially in critical files
such as medical, aviation, and automotive files.

In the broad process of developing a System-on-Chip (SoC), several steps are required.
These procedures include the definition and architecting of the system’s specification and
requirements, implementing it using a Hardware Description Language (HDL) such as
Verilog IEEE standard 1800-2023 or VHDL, and conducting physical design and various
other laborious processes presented in Figure 1.

As design advances in development, it must be integrated into the verification envi-
ronment for bug testing and feature verification. Verification activities continue even after
tape out in silicon in most cases. Multiple stages are defined when verifying an SoC, such
as the following:

• Unit-level verification or block-level verification. In this step, each block of the SoC is
verified separately by an engineer or a team of engineers, depending on its complexity.
For this block alone, a verification environment is either implemented from scratch
or imported from the previous project iterations; new tests are defined, implemented,
and debugged. Regressions are run and the coverage percentage is considered when
closing the verification of the block. This means coverage must be at 100% for the
block to be considered finalized and verified. The verification environment and tests
are written in SystemVerilog alongside UVM.
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• Cluster-level verification, where a larger unit is verified alongside DPI-C. In a similar
manner, there is a verification environment, tests, and coverage. Usually, in this
strategy, the CPU is commonly not used.

• System-level verification, where a part of a system is verified, usually including the
CPU, DMA, SPI, Debugger, etc. Usually, new tests are implemented in C, assembly, or
SystemVerilog, depending on what the testbench supports. Verification is considered
done when all the defined tests are passing and where it is critical that some coverage
is implemented and is at 100%.

• SoC-level verification, where the engineer can use any block from the entire chip,
whether it is analog or digital. Here also, verification is complete when all the tests
are passed. This is one of the most time-expensive strategies since simulations usually
take hours instead of minutes, as in the previous strategies.
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For an SoC, all the stages presented above must be given thorough attention. For a
better understanding, usually the verification environment commonly used is sketched in
Figure 1 [1].

The presented method in Figure 1 is of high complexity and is time-consuming. One
of the key aspects of this approach involves executing, debugging, and rectifying tests as
well as achieving a high coverage percentage. Coverage is a measure for ensuring that
the defined scenarios and configurations of the design have been thoroughly verified in
the environment. The design and the verification environment itself are simulated using
software simulators such as Cadence INCISIV, Mentor QuestaSim, and Synopsys VCS
simulation modules from Verilog IEEE standard 1800-2023. Regardless of the advances
of the aforementioned simulators, such as increased, optimized simulation speed and
advanced debugging features, they still fall short of accelerating the verification process.
Here, Artificial Intelligence might be able to play a crucial role in decreasing the time spent
on the verification process.

Figure 2 presents how much time is spent on the verification process and on designing
RTL. It can be clearly seen that over the years, through the addition of more complex
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designs, the verification process has been swiftly becoming the activity on which most of
the time is spent.
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Figure 2. Verification process steps [1].

A verification engineer’s time is usually spent between test planning, testbench de-
velopment, implementing, and debugging the tests defined. The largest amount of time,
which is 47%, is spent on test planning, which would mean rigorously understanding
the module documentation and the protocols used by the module or the system. It is a
highly time-consuming task, as more clarifications are usually needed. Verification plan
reviews in which multiple designers or verification engineers take part to see if the main
scenarios for the respective module are defined and clearly explained for each step. Figure 3
illustrates in detail where the verification engineer’s time is focused, which is mostly on test
planning (47%) and debugging (21%). Test planning takes a lot of time for the verification
engineer as the engineer must thoroughly understand the specifications, protocols, and
various other information needed for the test scenarios to be defined. More clarifications are
usually needed, the documents are updated with improved features, or sometimes they are
reworked from scratch. Regarding debugging time, usually after writing the test in either
Assembly, C, or System Verilog, the verification engineer uses a simulator (either Cadence
INCISIV, Mentor QuestaSim, or Synopsys VCS) to run the test alongside the environment
and Register Transfer Layer (RTL). In most cases, the test fails due to various reasons, either
bugs in the testbench, test, or RTL. Depending on the complexity of each test case, some
may take a couple of minutes, but some may even take days to complete. The engineer will
have to take on a separate task in debugging; thus, the time spent increases yet again.
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By using Artificial Intelligence, the verification process can be faster and completed
in less time. For instance, Artificial Intelligence can be used on input stimulus, which is
sent to the RTL from the testbench side with the goal to increase the coverage, on test
regression results where on each failure reason the test is assigned into a cluster and on
documentation classification. Regarding documentation classification, AI can be used to
identify and classify important, complex, and relevant features of the design mentioned
in the documentations. Features that were removed in the respective chip iteration and
deprecated and irrelevant data would be disregarded.

2. Related Work

There are a multitude of areas where Artificial Intelligence can aid the verification process.
The tests are grouped according to the failure reasons. As stated in [3], some machine

learning algorithms can effectively classify the failing tests in a regression according to
their failure reasons. Although, according to [4], the outcome is not as expected.

Stimulus and test generation is conducted by using supervised and reinforcement
ML algorithms [5] to hit the planned coverage for the Device under Test (DUT) [6]. In the
verification process of a cache controller, a supervised Deep Neural Network (DNN) [7]
was used alongside the Q learning algorithm. The DNN is trained to create sequences for
four First-in-First-Out (FIFO)s. This method has led to an increase of approximately 55%
percent in triggering cache victims as opposed to the random–constrained generated stimuli
approach. In [8], features of the “e” HVL are in line with verification methodology [9]
to improve a DNN model to learn from the coverage results of a processor. Coverage is
read dynamically through the Specman API, and the environment can stop at any time
due to the phase approach of the UVM. This has shown a 33% reduction in time spent on
simulation. In [10], a supervised ANN is used to generate the stimulus and open source
Cocotb as a platform for the testbench, thus improving the number of iterations required
to achieve the coverage desired. A limitation of this is that it only works for linear Device
Under Test (DUT), not for highly complex modules. The study is very important to show
how the solution might be able to scale further.

Documentation classification, for the verification engineer to use, focuses on the
relevant parts of the design. In the industry, there are vastly complicated standards such
as RDMA, USB, etc., which require an intrinsic understanding of the protocol itself and
the module. As in a complex design, there are multiple specifications, and the engineer
is required to read and understand every one of them. Such a task is time-consuming
as some of the features presented in the specifications sometimes do not apply to the
design due to other constraints. This approach might significantly impact the time spent
on verification with a focus on the test planning on scenarios. Time spent would be vastly
diminished as the engineer would be able to read and make use of the documentations
in the most efficient way. There is some work related to text classification, which follows
two steps: extracting some feature from the text and then feeding them into a classifier.
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Some popular feature representations are Bag of Words (Bag of Words), Term Frequency-
Inverse Document Frequency (TF-IDF), etc., and the most used classifiers are Naïve Bayes,
k-Nearest Neighbors (kNN), Support Vector Machine (SVM), etc. Deep learning models
have also been used to improve language modeling to handle better contextual information,
such as in [11–13]. There are various network architectures used, such as Hybrid Deep
Learning Network, which constitutes a combination of the Convolutional Neural Network,
Long Short-Term Memory (LSTM), and fully connected layer [14]. In text mining and NLP
domains, the CNN has demonstrated its capability to solve the issue of text or natural
language data. When compared to the Recurrent Neural Network (RNN) side by side to
classify medical documents, the CNN can outdo the LSTM. In some studies, the CNN
is also combined with the RNN, LSTM, or BiLSTM [15–17]. In [18], a review of different
paraphrase identification methods has been conducted; their strengths and disadvantages
are discussed. CNNs are a widely popular choice when it comes to paraphrasing tasks
because of their ability to record local information and carry out parallelism. Although
CNNs may need other sets of modules to deal with remote dependencies in sentences [18].
Approaches such as [19,20] make use of the Time Delay Neural Networks (TDNN) to solve
this issue. Feature interaction layers can boost overall CNN performance [21,22]. Regarding
RNNs, which are used in paraphrasing because of their ability to handle variable length
sentences [18], they are sometimes used with Gated Recurrent Units (GRU) to improve
performance, while BiLSTM has the ability to capture word level and contextual information
of sentences [18,23–25]. CNNs have also been used for classification or regression tasks in
the industry of Electrical equipment by diagnosing faults collected by experimental data
and the CRWU-bearing dataset [26,27], health monitoring on NASA milling dataset [28]
and fault prediction in machine tools equipped with different sensors in a typical machining
workshop in Wuxi, China [29].

At this moment, these are the main ideas by which Artificial Intelligence can vastly im-
prove the verification process. Each of them promises major advantages when implemented
in the environments, thus diminishing time and increasing productivity.

3. Methodologies, Study Materials, and Databases

In functional verification, rigorously analyzing and understanding the protocols,
IPs, and various rules are essential to correctly implement the verification environment
alongside the test scenarios. In an SoC, there are a vast number of documentations used.
Thus, test development becomes a laborious task that consumes a large amount of time. By
aiming to reduce time spent on documentation reading and understanding, the verification
time can be tremendously lessened. Most commonly, specifications contain text written in
natural English and waveform snippets, which usually refer to the explanations next to
them. Figure 4 is a good example.

In Figure 4, waveforms, alongside the signal descriptions, are also presented to thor-
oughly understand the APB protocol. The driver class of the verification environment must
adhere to these rules to correctly send or receive data from the DUT.

In this paper, the researchers implemented the dataset alongside the model. The
dataset consists of important or critical information from documentation and non-crucial
information. Different specifications and documentations were analyzed and combined to
create the dataset. Such documentations include, for instance, ARM’s Advanced Microcon-
troller Bus Architecture APB and AXI. The specifications have been thoroughly analyzed
by the engineer and the foremost information and irrelevant data were categorized into
relevant and irrelevant information. The structure consists of two folders containing .txt
files, which contain a random number of sentences. The classification of critical and non-
critical information was performed using the engineer’s experience in the field and the
general implementations of various projects. Commonly, information such as in Figure 5 is
considered relevant in understanding how the protocol functions. In Figure 5, the protocol
signals are described succinctly.
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Figure 6 is an example of other relevant data that must be considered by the engineer.
It contains a description of the PSLVERR, PREADY, and PENABLE signals. These are
signals usually used in an APB transfer. The signal behavior will be implemented in
the driver class using the Universal Verification Methodology (UVM). It is mandatory to
understand and correctly implement the behavior of these signals to correctly drive data
into the DUT. If it is not implemented correctly, more debug time will be added.
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Figure 6. APB signal short description.

These are some examples of relevant data in the created database. As for irrelevant
data, these can contain parts such as copyright rules that, to the engineer, are not applicable
when implementing the verification environment, and the test scenarios and parts may
not be implemented in the RTL design. Due to various reasons, some parts of different
modules, protocols, etc., may not be implemented in the design. The causes can vary from
reduced time for the project, instances when the final client does not need that feature, or
instances when they are not pertinent to the SoC application and, thus, need to be discarded.
Figures 7–9 illustrate an example of irrelevant information mentioned above.
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Figure 9. AMBA AXI signal conventions.

Considering the means above, a database was constructed from scratch using the
verification engineer’s expertise and experience in the field. For this dataset, information
was carefully extracted from the Advanced Microcontroller Bus Architecture Advanced
Peripheral Bus (AMBA APB) and from the Advanced Microcontroller Bus Architecture
Extensible Interface (AMBA AXI). After splitting the dataset into relevant and irrelevant
information and double-checking for any missed or misused data, a starting dataset was
constituted. This dataset will be used to train the model presented in this paper. For this
implementation, a deep learning model was used: the Convolutional Neural Network
(CNN). A Convolution Neural Network is a category of Artificial Neural Networks that has
attracted a very large amount of interest from different researchers from various domains.
CNNs are widely used for image recognition, text classification, etc. They can automatically
learn a hierarchy of features that can be used for classification. To reach this objective,
a hierarchy of feature maps is constructed through successive convolutions of the input
with the learned filters [31]. Typically, a CNN has several layers: an input layer, several
convolutional layers depending on the application, hidden layers, and an output layer
(Figure 10).
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4. Results

In this presented application, data preprocessing was performed before feeding it into
the model. Data were initially presented in natural English in .txt files; the application
parsed the folders and files and added labels on which was considered important or not.
Data were augmented using special libraries to enhance the database rapidly. For this,
the nlpaug library was used together with a synonym method, which was applied to the
dataset. The labels were encoded using LabelEncoder, and data were then Tokenized. Test
and training data were split into 80% training and 20% tests.

Two CNN sequential model implementations were tested.
The architecture of the first CNN model used is described in Figure 11. The sequential

model is a deep learning model that is made from linear stack layers. Layers are added to
the model in sequential order, and the output of each layer is the input of the next layer. The
first proposed model consists of an Embedding Layer, a convolution layer, an activation
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layer, another convolution layer, an activation layer, a MaxPooling layer, a Flatten layer,
and one dense layer. For the activation layer, the Rectified Linear Unit (ReLU) activation
function was used.
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This first proposed model ran 20 epochs, having at the end a test accuracy of 98.333340883255%
and a loss of 10.25% with data augmentation applied one time and concatenated with the
created dataset. This first CNN model is a tryout to see what needs to be done next to
improve the accuracy and loss. There are a couple of options, such as augmenting the data
even more, adding more layers, or hyper parametrizing the model. Figure 12 describes the
training and validation accuracy graph as well as the training and validation loss graph.
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The precision, recall, and F1-score are presented in Table 1.

Table 1. First CNN model results.

Precision Recall F1-Score Support

0 0.97 1.00 0.98 32
1 1 0.96 0.98 28

Macro avg 0.98 0.98 0.98 60
Weighted avg 0.98 0.98 0.98 60

Table 1 presents the general parameters used after running the first CNN model with
two Conv1D layers. The precision parameter measures the accuracy of positive predictions,
meaning the model’s ability to detect positive samples. The formula used is presented
in (1).

Precision =
(True Positive)

True Positives + False Positives
(1)

The recall parameter or sensitivity means the ratio of correctly predicted positive
observations to all observations in the actual class, meaning it measures the ability of
the model to find the relevant cases. F1 is largely used in LLMs evaluation and binary
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classification. A high F1-score means that the model can identify positive and negative
cases. The formula used is shown in (2).

Recall =
True Positives

True Positive + False Negatives
(2)

The F1-score is the mean between the precision and recall. It integrates the precision
recall into one metric. The F1-score is computed as (2) presents.

F1 − score =
2 × precision × Recall

Precision + Recall
(3)

As presented in Table 1, the model presents high percentages of precision—97%,
recall—100%, F1-score—98% for 0, and for 1, precision—100%, recall—96%, F1-score—98%.
These results make the model reliable for both cases, with high precision, recall, and
F1-score, performing very well in identifying relevant instances and making accurate
predictions, with a good balance between precision and recall (achieving high precision
and high recall at the same time). Thus, these parameters indicate the model is sturdy and
dependable for the task given.

Another sequential model was developed to try and achieve better results. An archi-
tecture was defined using three convolutional layers, three activation layers, an embed-
ded layer, one MaxPooling layer, one Flatten layer, and one dense layer, as presented in
Figure 13.
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After applying data augmentation, we split the dataset into 80% training and 20%
validation and trained the model with an accuracy of 96.66666984558105% and a validation
loss of 5%. Further results, such as the precision, recall, and F1-score, are available in Table 2
and in Figure 14.

Table 2. Second CNN model results.

Precision Recall F1-Score Support

0 1.00 0.94 0.97 32
1 0.93 1.00 0.97 28

Macro avg 0.97 0.97 0.97 60
Weighted avg 0.97 0.97 0.97 60

This model architecture uses three convolutional layers, has very high precision scores
for both 1 and 0 (100% and 93%), has a high recall percentage (94% and 100%), and has a
good F1-score (97%). The performance of the second architectured model, which has three
convolutional layers, is favorable and resilient. The results show that the model is robust
and provides positive results in terms of accuracy, precision, recall, and F1-score, making it
a viable and adequate model.
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In this paper [32], a multitude of models were used to classify the binary data for
two datasets: DATASET-1 (similar to the Stanford Sentiment Treebank with only negative
and positive reviews) and DATASET-2 (Amazon review of Sentiment Analysis Dataset).
The best models applied on those datasets, TextConvoNet_4 (four convolutional layers) and
TextConvoNet_6 (six convolutional layers), achieved accuracies of 82.2% and 81.9%, respec-
tively, on DATASET-1. For DATASET-2, TextConvoNet_4 has an accuracy of 90.4%, while
TextConvoNet_6 has an accuracy of 87.2%. If these results are taken into account, the pro-
posed two CNN architectures would outperform the TextConvoNet_4 and TextConvoNet_6
models. The accuracy that the Bidirectional Encoder Representations from Transformers
(BERT), Hierarchical Attention Networks (HAN), and BerConvoNet models have achieved
are 77.6%, 80.2%, and 83.1% on DATASET-1. For DATASET-2, the same models have
reached 77.2% (Bidirectional Encoder Representations from Transformers-BERT), 86.3%
(HAN), and 88.3% (BerConvoNet). Therefore, the models presented in this paper are
performing better than the ones used in [32].

In [33], they used different learners on a cost estimation domain; by using different
specific traits of different projects, they asked their learners to estimate the project devel-
opment time [34]. As learners, they decided to use a Neural Network (NN) algorithm, a
Genetic Program (GP) algorithm, and a Linear Standard Regression (LSR) algorithm. The
accuracies provided by each approach are the following: 55.6% (NN), 55.6% (LSR), and GP
(23.6%) [34]. Thus, the model presented in this paper outperforms these ones.

In the paper [35], several Neural Networks have been used both for binary classi-
fication and multiclass classification. For binary classification, the researchers used the
IMDB database, including 25,000 movie reviews and other unlabeled data. The researchers
changed the last fully connected layer to have, in one approach, a sigmoid function and,
in the other approach, to make use of the softmax function [35]. The Neural Network
architectures that used the sigmoid function reached 78.6% (Separable Convolutional Neu-
ral Networks—SCNN), 76.40% (Fully Connected Networks—FCN), RNN (68.35%), GRU
(67.88%), and LSTM (68.89%), while the Neural Networks that used the softmax activation
function have achieved 79.40% (SCNN), 76.95% (FCN), 78.25% (RNN), 79.25% (GRU) and
77.75% (LSTM) [35]. Taking the above results into consideration, the CNN implementations
presented in this paper surpassed previous architectures presented on a newly created
database, as the accuracies of both solutions in this research are 98.333340883255% for the
first CNN implementation and 96.66666984558105% for the second CNN architecture.

5. Conclusions

In this paper, two AI implementations were used in order to aid the verification process
in finishing in less time. The two approaches consisted of using two Convolutional Neural
Network architectures, one with two convolutional layers and one with three convolutional
layers. In both cases, data augmentation was performed. This means that, on the original
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dataset, a method was applied to substitute some words with their respective English
synonyms to enhance the dataset further without adding any entries. The dataset was
created, developed, and analyzed by the researchers, using their experience in the functional
verification field. Both Convolutional Neural Network models were developed using
Python 3.12.3 and ran using an Apple M1 hardware on a dedicated 10-core GPU with an
Anaconda environment.

For the first Convolutional Neural Network, a sequential model was defined, and
layers were added to it. The sequential model is a deep learning model which consists
of linear stack layers. The layers are added to the model in order, as the output from the
previous layer is the input to the next layer. The layers added are an Embedding Layer, a
convolutional layer, an activation layer, a convolutional layer, a MaxPooling layer, a Flatten
layer, and one dense layer. In regards to the activation layer, the Rectified Linear Unit
(ReLU) function was used. This model implementation generated fine results, high test
accuracy (0.98333340883255%), high recall, precision and F1-score, and low validation loss
(10.25%), making it a reliable, robust, and well-adjusted model. As the dataset continues to
evolve, the model will be further adjusted and hyper parametrized to maintain its overall
reliability and good performance.

The second Convolution Neural Network architecture is similar to the first architecture
present, but an extra layer of Convolution was added to further enhance the results.
The sequential model was used, and the embedded layer, the three convolution layers,
three activation layers, one MaxPooling Layer, one Flatten layer, and one dense layer
were added. As in the previous implementation, data were augmented and fed into the
model. As before, the model generated dependable results with a validation accuracy of
96.66666984558105%, favorable precision, recall, and F1-score, and low validation loss −5%.
These results make the model performant and sturdy on the existing data.

Regarding the problem of the increasing time spent in functional verification when de-
signing and implementing an SoC, several solutions are considered. Artificial Intelligence
can solve these issues by enhancing the verification process through different techniques.
Three of them are generally taken into account when thinking about how Artificial Intelli-
gence can improve the time spent on functional verification: grouping tests according to
their failure reasons in order to ease the debug process of the verification engineer, tests
generation in order to regenerate the stimuli to have a higher coverage percentage and
document classification in order to determine the important features, implementations,
and details in order to extract relevant data for the SoC in development. In this paper, the
researchers have proposed two Convolutional Neural Network architectures, one with
two convolutional layers and one with three convolutional layers. The dataset was created
by the researchers based on their experience in the field and augmented using specific
methods. The first architecture generated high accuracy 98.333340883255%, low validation
10.25%, and a good overall score for precision, recall, and F1-score. These results make the
model well-built and dependable.

The second architecture generated high accuracy at 96.66666984558105% and low
validation at 5%. The scores for precision, recall, and F1-score are also good overall, making
the model trustworthy and solid.

Taking into consideration the other Neural Networks used for classification, such as
Bidirectional Encoder Representations from Transformers (BERT), LSTM, and TextConvot-
Net, the CNN architectures presented in this paper outperform those respective architec-
tures by a considerable amount. Thus, the results in this paper would be used as a starting
point in the semiconductor industry. As more and more System-On-Chips are getting more
intricate and sophisticated, the time spent on verification has greatly increased. With the
rising complexity of System-on-Chips, different protocol specifications and documentations
have become more and more difficult and arduous. Therefore, in this paper, the researchers
created a dataset consisting of different text documentations and labeled it as important,
crucial to the chip, or more redundant. Using these Convolutional Neural Network Archi-
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tectures present in this paper might be a promising solution in order to aid the verification
process by emphasizing the information needed from documentations.

Further improvements will be made as the database will be improved and expanded,
and more augmentation will be added to it to enhance it. As the database grows, the two
architectures will be more hyper parametrized and improved to continuously generate
good overall results.
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