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Abstract

:

Neural network architecture search (NAS) technology is pivotal for designing lightweight convolutional neural networks (CNNs), facilitating the automatic search for network structures without requiring extensive prior knowledge. However, NAS is resource-intensive, consuming significant computational power and time due to the evaluation of numerous candidate architectures. To address the issues of high memory usage and slow search speed in traditional NAS algorithms, we propose the Low-Memory, Densely Connected, Differentiable Architecture Search (LMD-DARTS) algorithm. To expedite the updating speed of the optional operation weights during the search process, LMD-DARTS introduces a continuous strategy based on weight redistribution. Furthermore, to mitigate the influence of low-weight operations on classification results and reduce the number of searches, LMD-DARTS employs a dynamic sampler to prune underperforming operations during the search process, thereby lowering memory consumption and simplifying the complexity of individual searches. Additionally, to sparsify the dense connection matrix and mitigate redundant connections while maintaining optimal network performance, we introduce an adaptive downsampling search algorithm. Our experimental results show that the proposed LMD-DARTS achieves a remarkable 20% reduction in search time, along with a significant decrease in memory utilization within NAS process. Notably, the lightweight CNNs derived through this algorithm exhibit commendable classification accuracy, underscoring their effectiveness and efficiency for practical applications.
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1. Introduction


In recent years, the realm of artificial intelligence has witnessed a flurry of groundbreaking theoretical advancements and methodological innovations, propelling the convolutional neural network (CNN) into widespread adoption across diverse domains such as computer vision, natural language processing, and speech recognition. This integration has fostered a profound fusion between artificial intelligence and various facets of society. However, with the deepening of research, the relentless pursuit of heightened network accuracy has necessitated the continuous escalation of CNN model complexity, posing a formidable challenge to the deployment of these networks on resource-constrained devices. Therefore, lightweight convolutional neural networks become the key technical means to solve the above problems.



Lightweight convolutional neural networks can be deployed on resource-constrained computing platforms, expanding the possibilities for their popularization and application. At present, lightweight CNNs have two directions [1]. The first direction involves building network structures with fewer parameters and lower computational requirements while ensuring network accuracy, including both artificial design technology and neural architecture search (NAS) technology. The other direction involves starting from network optimization, conducting lightweight processing on the existing model, and reducing as many redundant parameters as possible under the premise of ensuring that the accuracy is unchanged, such as via parameter pruning, knowledge distillation, and low-rank decomposition.



With the deepening of network layers and the proposal of various convolutional methods, more and more factors need to be considered when designing CNNs manually. Designers of CNNs need to constantly adjust the network structure according to their design experience and the performance of the models. Simultaneously, large datasets such as ImageNet and COCO increase the trial and error cost of designing CNNs. Therefore, NAS comes into being, aiming to automatically search for better network structures with less prior knowledge [2].



To optimize the weight of candidate operations in the continuous process of discrete space searching for micro-neural architecture, we propose LMD-DARTS, a low-memory neural architecture search algorithm. This algorithm leverages a densely connected, lightweight search space with DAS-Block adaptive subsampling. Firstly, to mitigate the influence of poor candidate operations on classification results and realize weight redistribution, a continuous strategy of weight redistribution, we introduce WRD-softmax, a continuous weight redistribution strategy. This strategy aims to reduce the number of iterations required for network convergence and accelerate the search process. Secondly, to reduce the cache consumption and search time of a single search while further improving the search efficiency without affecting the search results, a dynamic sampler is proposed. This dynamic sampler prunes candidate operations and dynamically eliminates poorly performing ones during the search process. The improvements of this algorithm are as follows:




	
A continuous strategy redistributes weights to accelerate updates for optional operations during the search, minimizing the impact of low-weight operations on classification results and reducing search iterations.



	
A dynamic sampler prunes underperforming operations in real time, cutting memory usage and simplifying individual search processes.



	
An adaptive downsampling search algorithm is proposed that sparsifies the dense connection matrix to reduce redundant connections while ensuring the performance of the network.









2. Related Work


NAS evaluates a large number of search results, which can be extremely time-consuming when using traditional deep learning evaluation methods. For example, for the CIFAR10 dataset, it takes three days to search the network architecture using the part search space [3]. Zoph et al. [4] evaluated 12,800 neural network architectures, taking 24,000 GPU days, a metric that reflects the computational complexity of the NAS algorithm by measuring the number of days required when running on a single GPU. Real et al. [5] searched for 3150 GPU days. In order to improve the evaluation efficiency and reduce the search time, designing an efficient and reasonable performance evaluation strategy is the key to the further popularization and application of NAS.



Baker et al. [6] and Zhong et al. [7] used reinforcement learning as the search strategy for NAS, and they proposed the MetaQNN method and the BlockQNN method, respectively. The former employs a greedy search strategy and a Q-learning method with experience replay to search for network architectures. The latter represents layers in the network using network structure code on a block-based search space. Zoph et al. [4] used the recurrent neural network (RNN) as the controller, combined with reinforcement learning to optimize the parameters of RNN, and they described the CNN architectures as variable-length coding and limited the maximum number of layers to reduce the search space. They utilized the strategy gradient method to optimize the performance of CNNs and achieved 96.35% accuracy with the CIFAR-10 dataset, surpassing most manually designed networks of the time. Under the block-based search space, Zhop et al. [8] and Cai et al. [9] defined recursive network controllers and controllers with different candidate operation spaces, respectively. The former used near-end strategy optimization to accelerate the search and improve its efficiency.



NasNet [10] uses the evolutionary algorithm as the search strategy for NAS. During the search process, it systematically eliminates poorly performing architectures, selecting the well-behaved architectures as the parents. In the replication and mutation stages, the evolutionary process retains the structures and weights of the parent networks, and it adds the offspring to the population after obtaining them. MnasNet [11] introduces the recombination operations during the generation of progeny, retrains and evaluates the obtained progeny, eliminates individuals whose accuracy was lower than the threshold, and reduces the number of progeny generated in the next round of evaluation so as to speed up the search process. Xie et al. [12] used a fixed-length, binary-coded genotype to represent the network architecture and evolve basic operations such as convolution and pooling, and the search results showed good migration performance. Suganuma et al. [13] proposed an optimizer based on evolutionary strategy [14], which uses genotypes encoded by triples to represent network architecture. These genotypes are divided into active and inactive parts, of which the inactive part is involved in mutation but does not affect the phenotype, reducing the training cost of evaluating different architectures. Liu et al. [15] used a stratified search space to select the layer structure of mutation in the case of individual mutation and delete the link of individual selection. So et al. [16] introduced a human-designed transformer framework into the initial population based on a natural language processing task. Real et al. [5] avoided the repeated selection of well-performing network structures through constraints and ensured the diversity of the population. AmoebaNet-B and AmoebaNet-C exceed the performance of manually designed networks and demonstrate that the evolutionary algorithm is superior to reinforcement learning in speed. However, the search process of this method still takes 131 GPU days.



Liu et al. [17] proposed DARTS, a search algorithm for differentiable neural architecture based on gradient optimization. Eight candidate operations were set in the search space. The whole search process only takes 1 GPU day with the CIFAR dataset, though this method requires a large amount of memory. To solve the problem of the excessive memory occupation of DARTS, Cai et al. [18] proposed ProxylessNAS, which uses a probabilistic sampling operation to replace the original mixed operation. When the candidate operand is N, memory consumption is reduced to   1 N   of the original, allowing for direct network architecture with the ImageNet dataset. Xiong et al. [19] reduced redundant parameters in the network and accelerated the search process by sampling part of the feature graph channels. Chen et al. [20] proposed PC-DARTS to reduce memory consumption via an approximate search space, optimizing the problem of DARTS showing different search preferences at different depths during the search and verification phases. Zheng et al. [21] modeled the polynomial distribution of DARTS candidate operations and optimized the hyperparameters of the candidate operations. The proposed MDENAS converges after 4 GPU hours on ImageNet. Hundt et al. [22] used the MaxW regularization method to correct the performance evaluation bias of DARTS, and they proposed sharpDARTS. Wang et al. [23] proposed MetaNTK-NAS, applying NAS to meta-learning optimization and verifying it with small sample datasets, obtaining a network structure superior to traditional meta-learning. Xue et al. [24] proposed ADARTS, applying an attention mechanism to DARTS and reducing weight-free operations in DARTS. Huang et al. [25] applied DARTS to single-image super-resolution (SISR) tasks, obtaining a more lightweight and accurate SR structure. Luo et al. [26] proposed a hardware-aware, differentiable NAS framework called SurgeNAS, which can perform more accurate gradient estimation, effectively alleviate the memory bottleneck, and ensure the fairness of a search. Li et al. [27] used a polarization regularizer to relieve performance collapse and search more directly for a better model by weighting the architectural parameters.



In recent years, neural architecture search (NAS) has demonstrated significant promise across various computer vision tasks, including image classification, recognition, restoration, enhancement, and retrieval. Numerous studies have applied NAS to these areas, enhancing performance and efficiency. For example, Ghiasi et al. [28] proposed the Neural Architecture Search Feature Pyramid Network (NAS-FPN), which employs reinforcement learning to sample and evaluate different feature pyramid architectures for detection tasks while minimizing the computational cost. Zhang et al. [29] proposed a memory-efficient hierarchical NAS (HiNAS) to address image denoising and image super-resolution. Priyadarshi et al. [30] presented DONNAv2, a computationally efficient neural architecture distillation method showcasing NAS applications in various vision tasks. Liu et al. [31] introduced Auto-DeepLab, expanding the application field of the neural architecture search to semantic segmentation tasks. Additionally, Mandal et al. [32] and Liu et al. [33] proposed methods for haze removal and nighttime image enhancement, setting benchmarks in image restoration and enhancement. Our proposed LMD-DARTS algorithm further optimizes NAS by incorporating a dynamic sampler and adaptive downsampling, which enhances image clarity and reduces artifacts. These improvements significantly boost the performance of models in tasks such as image classification, recognition, and retrieval.




3. LMD-DARTS: Low-Memory, Densely Connected, Differentiable Architecture Search


3.1. Search Space


To enhance the efficiency and adaptability of the search process, we use a cell-based search space. The architecture comprises eight sequentially connected cells, including six normal cells and two reduction cells. There are seven ordered nodes in a single cell. Cell i-1 and Cell i-2 are the output feature maps of the previous cell and its previous cell, respectively. All nodes are connected to the preceding node. The network architecture, denoted as  α , is consistent within each cell, thereby simplifying the search for the entire network to the search for two types of cells that share the same search space. The normal cell is responsible for extracting features and maintaining the same size for both the input and output feature maps. Conversely, the reduction cell reduces the size of the feature map while extracting features, halving the height and width of the output feature map compared to the input feature map. During the search process, normal cells and reduction cells are stacked in a preset mode to form the network structure to be evaluated. Figure 1 shows the stacking settings of the two types of cells.



Figure 2 illustrates the search space integrated with DAS-Blocks. Average pooling and maximum pooling are employed to downsample the feature map, while a connectionless operation sparsifies the connections between nodes. The residual connection is used to achieve feature reuse. Depthwise separable convolution and DAS-Block can reduce the number of parameters and computational complexity. Additionally, dilated convolution is used to maintain the receptive field of the convolution kernel.



The DAS-block consists of trunk branches and residuals. Initially, the channel dimension of the input feature map is reduced using a   1 × 1   convolution. Channels are then exchanged, deleted, and duplicated based on the index layer. After the feature map passes through the BN layer and ReLU activation function,   3 × 3   group convolution is used to extract features, in which the number of groups, g, is the hyperparameter. The ratio of the number of channels in the output feature graph to the number of channels in the input feature graph is called the bottleneck factor, b. During feature extraction, the information between channels is learned via the Squeeze-and-Excitation module. The compression multiple of the number of channels in the feature map in the extrusion stage is called the extrusion parameter, R. After passing through a BN layer and ReLU activation function, the dimension of the feature map is improved via the second learned convolution. The output of the trunk branch is obtained after passing through the BN layer and ReLU activation function. Finally, the input feature map of the trunk branch is directly concatenated with the output feature map of the trunk branch through the residual connection to obtain the final output of the DAS-Block.




3.2. Weight Redistribution Softmax


In the process of searching, not only the network weight, w, but also the network architecture,  α , is updated in the BP process. The updating speed is determined according to not only the training loss but also the learning rate at the current stage. Adjusting the learning rate to speed up the search process can easily cause network shock. Therefore, a reasonable search acceleration strategy is essential for the differentiable architecture search algorithm.


  S o f t m a x  x i  =   e x p   X i      ∑  j = 1  n  e x p   X j     ,  



(1)







In the random relaxation strategy of DARTS, the process of a continuous, discrete search space is shown in Equation (1). To ensure that the weight of the most important operation among the candidate operations approaches 1 while the weights of other operations approach 0, and to achieve weight redistribution, the random relaxation strategy needs to be further modified. Based on this, this paper proposes a random relaxation strategy, WRD-softmax (weight-redistribution softmax), and the weights learned via WRD-softmax are used as the basis for dynamic sampling. The expression is shown in Equation (2):


  W R D - S o f t m a x  x i  =   e x p    l o g   X i    t      ∑  j = 1  n  e x p    l o g   X j    t     ,  



(2)







Here, t refers to the reduction coefficient and is set to a minimum value, while X represents the weight of the candidate action. WRD-softmax uses a logarithmic function to magnify the largest value in X and reduce the remaining values, ensuring that the weighted sum remains 1.



The weights of candidate operations for differentiable neural architecture searches are not all positive. With the training, the weight of the convolutional neural network gradually shifts from a uniform distribution to a normal distribution centered around 0 [26]. The optimized WRD-softmax formula, combined with the weight distribution characteristics of the convolutional neural network, is shown in Equation (3):


  W R D - S o f t m a x  X i  =   e x p    l o g  R e L U   X i   + d   t      ∑  j = 1  n  e x p    l o g  R e L U   X j   + d   t     ,  



(3)







Here, d is defined as a small hyperparameter with a negligible impact on the model. Its significance lies in the combination of the   R e L U   function to make the weight matrix meet the definition domain of the logarithmic function. Additionally, the ReLU function can be used to modify the value of the candidate operation whose weight is less than 0 to 0. When t is the minimum value, the influence of the candidate operation on the output feature graph is also reduced, promoting sparsity and decreasing parameter interdependence.



In the process of network training, the distribution of network weight is uncertain, so the hyperparameter t should be adjusted according to the actual effect when using WRD-softmax. Combined with WRD-softmax and a partial channel connection strategy, during the feature graph calculation of the micro-neural architecture search algorithm, the output feature map of the preceding node, i, to node j is shown in Equation (4):


   X  i , j     X i  ,  S  i , j    =  ∑  o ∈ O     e x p    l o g  R e L U   α  i , j  o   + d   t      ∑   o ′  ∈ O   e x p    l o g  R e L U   α  i , j   o ′    + d   t     · o   S  i , j   *  X i   +   S −   i , j   *  X i  ,  



(4)







Here,   X  i , j    represents the calculation function of the output feature map from node i to node j, where o represents a candidate operation from the search space, O, and   α  i , j   o ′    represents the weight corresponding to a candidate operation, o, from node i to node j. The downsampling mask   S  i , j    is a one-dimensional random vector composed of 0 and 1, with a length equal to the depth of the input feature map   x i   of node i.



During the NAS process, WRD-softmax amplifies the maximum weight value in the weight matrix of candidate operations, which is equivalent to increasing the learning rate. However, this amplification is not indiscriminate; it specifically enhances the learning rate of the optimal structure based on the existing search results. These structures with amplified weights are very likely to be the final search results. In the early stage of network training, to expedite the discovery of the global optimal solution, the weight matrix undergoes extensive oscillation, and the highest weight will fall on the operation without parameters or the operation with a poor effect, that is, the wrong structure. WRD-softmax magnifies the weights of these erroneous operations, leading to greater losses allocated during gradient backpropagation. This mechanism helps the NAS algorithm quickly jump out of the local optimal and save search time. Additionally, WRD-softmax is suitable for edge regularization processes. The feature diagram calculation method that integrates partial channel connection and WRD-softmax acceleration is shown in Equation (5):


   X j  =  ∑  i < j     e x p    l o g  R e L U   β  i , j    + d   t      ∑   i ′  < j   e x p    l o g  R e L U   β   i ′  , j    + d   t     ·  f  i , j     X i  ,  S  i , j    ,  



(5)








3.3. Dynamic Sampling


In the early stages of a DARTS search, the weights of different candidate operations are not reliable indicators of the final search results due to network turbulence and inadequate training. However, the existing experimental results show [27] that, if a candidate operation performs poorly at the beginning of training, its likelihood of being sampled as a final search result is low. Based on this theoretical foundation, we propose a simple and effective dynamic sampler for accelerating the neural architecture search. During the training period, the dynamic sampler progressively prunes the worst-performing candidate operations as the number of iterations, t, increases.



Candidate operations of each edge are updated in the same epoch. After several times of training, the dynamic sampler prunes the candidate operations with the lowest probability, using a mask, M. To ensure the stability of the pruning operation, uniform sampling is employed to generate a hypernetwork structure in the early stage of training, during which M is screened, and no pruning occurs for candidate operations. At this time, mask M is activated. In an epoch, the weight and architecture of the network are trained and evaluated. WRD-softmax, a random relaxation strategy applied to the network architecture after weight redistribution, is continuously updated based on the loss from the validation set. After repeating the above operations for T times, the candidate operations were pruned using Equation (6).


   α i  =  α i  *  M i  ,   M k  = 0 ,  



(6)







Here, k is the subscript corresponding to the operation with the lowest weight among the candidate operations. A similar progressive pruning method is used in the optimization method of P-DARTS, except that P-DARTS does not incorporate the downsampling process. In P-DARTS, the gradient optimization-based method is also used to jointly optimize the network architecture and weight. Additionally, the same edge-sampling strategy as DARTS limits the effectiveness of P-DARTS to a large extent. In contrast, this paper prunes the worst-performing operation after several iterations while retaining more effective predecessor nodes, making the search process more efficient.




3.4. Adaptively Downsampling


During the sampling of node j in the downsampling policy of DARTS,   α  i , j   b e s t    represents the largest of the optional operation weights for edge   ( i , j )  . After the search, the connection weights between nodes tend to converge, and DARTS retains the two preceding nodes with the largest weight value during down-sampling, assuming that node   j − 3   and node   j − 2   are retained, that is,   m i n   α  j − 3 , j   b e s t    ,  α  j − 2 , j   b e s t    >  α  j − 1 , j   b e s t    . Then, the mixed operation of edges   ( j − 3 , j )   and   ( j − 2 , j )   is, respectively, replaced with the   α  j − 3 , j   b e s t    and   α  j − 2 , j   b e s t    corresponding operation, which is used to make the architecture discrete. However, this approach lacks flexibility and control. In a mixed operation on a given edge, a higher weight for one optional operation compared to others simply indicates that this operation is the most effective for the current edge. It does not necessarily mean that its performance is better than that of other operations with lower weights on different edges. Such a sampling method may lead to a loss in the overall performance of the network.



This section further optimizes the downsampling method and proposes an adaptive downsampling strategy suitable for dense connections. In order to better compare the importance of mixing operations on different edges, edge regularization is introduced, and the weight of edge   ( i , j )   of mixing operation   α  i , j    is regularized to   θ  i , j   , which is used to evaluate the importance of alternative operations. Algorithm 1 shows the adaptive downsampling strategy.



Where   γ  γ ∈  0 , 1     is a hyperparameter used to control the degree of sampling of connections between nodes,    θ  i , j    [ k ]    represents the   K t h   largest weight in the sorted, mixed operation weight.



For the first three nodes in the cell, their number of previous nodes must be less than or equal to 2. Therefore, in adaptively downsampling, the downsampling mode of these nodes is the same as that of DARTS, that is, candidate operations corresponding to    θ  i , j    [ 0 ]    and    θ  i , j    [ 1 ]    are retained. For the   4 t h   to   6 t h   nodes in the cell, if the ratio between the weight of the unsampled predecessor node and the minimum weight of the sampled predecessor node is greater than  γ , it indicates that the importance of the unsampled node is comparable to that of the sampled node. In such cases, the unsampled node with the highest weight will be selected until this condition is no longer met.






	Algorithm 1 Adaptive downsampling strategy



	
	Input:   

	
Mixed operation weights  α 




	1:

	
if End of search then




	2:

	
   Regularize the optimal weights   α  i , j  best   in the mixed operation of all edges   ( i , j )   as   θ  i , j   




	3:

	
   Traverse node j :




	4:

	
   if Number of previous nodes > 2 then




	5:

	
     Sort   θ  i , j    and then iterate through it:




	6:

	
     if    θ  i , j    [ k ]  /  θ  i , j    [ 2 ]  > γ   then




	7:

	
        Preserve the operations corresponding to    θ  i , j    [ k ]   




	8:

	
     end if




	9:

	
   end if




	10:

	
end if




	Output:  

	
Search results  θ 














Based on the proposed Dass-Block- α , adaptively downsampling strategy, continuous strategy of weight redistribution, and dynamic sampler, this paper proposes a low memory-consuming architecture search algorithm (Algorithm 2) for a densely connected network.






	Algorithm 2 LMD-DARTS



	
	Input:  

	
Image classification dataset, lightweight search space based on DAS-Block- α 




	1:

	
Assign edge weights   β  ( i , j )    and candidate operation weights   α  ( i , j )    for edge   ( i , j )   and its mixed operations    f  i , j    ·    separately




	2:

	
Continuate the search space according to Equation (3)




	3:

	
Form supernet by stacking normal cells and reduction cells




	4:

	
while Uncompleted search do




	5:

	
   Subsample feature maps according to Equation (4)




	6:

	
   Update the network architecture  α  and  β  with approximate gradients and finite difference




	7:

	
   Use the gradient descent    ∇ ω   L train   ( ω , α )    to update the network’s weights  ω 




	8:

	
   Pruning with dynamic sampler according to Equation (6)




	9:

	
end while




	10:

	
Use Adaptive Downsampling Strategy for supernet sampling




	Output:  

	
Network architecture  α 
















4. Experiment


4.1. Evaluation Criteria


In order to comprehensively evaluate a model, multiple evaluation indexes based on a confusion matrix are used in the image classification task.



	(1)

	
Parameters serve as an indicator to measure the storage space consumed via a convolutional neural network. Fewer parameters mean less memory usage, allowing for larger batch sizes during training and, thus, reducing the training time. The parameters are mainly derived from the convolution layer, the fully connected layer, the fully connected layer in the extrusion excitation module, and the index layer of the learning group convolution, with the convolution layer contributing the most. The units M and G of the number of parameters indicate that the number of parameters is one million and one billion, respectively.




	(2)

	
GPU days are used to measure the complexity of the neural architecture search algorithm, indicating the number of days required for the algorithm to complete its search on a single GPU. For example, if an algorithm searches for three days on four GPUs, it is represented as 12 GPU days. For faster searches, GPU time metrics can be utilized.







Additionally, top-one accuracy, top-five accuracy, and floating-point operations (FLOPs) are also used to evaluate the performance of the model.




4.2. Compared Methods


In this section, we compare our LMD-DARTS method with various NAS technologies, highlighting the advantages of our approach in terms of search speed and overall performance. These methods include reinforcement learning-based (RL) search methods, evolutionary algorithm-based (EA) search methods, and gradient-based search strategies. Each has been applied to neural architecture search tasks with outstanding results, providing efficient and scalable solutions for various applications, such as image classification, object detection, and other computer vision tasks.



Reinforcement learning-based search: This method optimizes neural network parameters by leveraging a search algorithm to discover optimal architectures. Examples of methods in this category include NASNet [10], ENAS [34], Beta-DARTS [35], and Bandit-NAS [36]. These approaches enhance the robustness of the search process.



Evolutionary algorithm-based search: This method utilizes a discrete search space to effectively handle large-scale NAS tasks. AmoebaNet [5] falls into this category, and it performs well in tasks involving discrete search spaces.



Gradient-based search: This method optimizes architecture by iteratively adjusting parameters in the gradient direction derived from the differentiable objective function. CDARTS [37], XNAS [38], DARTS [17], PC-DARTS [19], EPC-DARTS [39], SWD-NAS [40], IS-DARTS [41], VNAS [42], EfficientNet [43], and Shapley-NAS [44] belong to this category. Compared to other methods, gradient-based NAS approaches effectively mitigate performance collapse issues.




4.3. Experimental Setting


During the search phase, Tesla V100 with 32G video memory was used, and a network of eight cells (six normal cells and two reduction cells) was stacked to speed up the search. The learning rate was initialized to 0.1 and automatically corrected using the cosine annealing algorithm. Meanwhile, in order to further improve the stability of training, we initialized the weight of candidate operations to equal values, fixed the architecture parameter  α  in the first 15 epochs, and only trained and updated the network parameter w to improve the stability of the initial search network. During the first 25 epochs, softmax was used to continualize the search space and regularize the edges. In subsequent searches, WRD-softmax was employed for the continualization of the search space and the regularization of the edges, with candidate operations being pruned every five epochs. In the adaptive downsampling strategy, the over-parameter  γ  was set to 0.8, the channel downsampling ratio K was set to 4, and the over-parameter t in WRD-softmax was set to 0.5.



In the network evaluation phase, a network structure consisting of 20 cells (18 normal cells and 2 reduction cells) was stacked. Six hundred epochs were trained on the CIFAR-10 dataset, and the best result was taken.




4.4. Experimental Result


As the search progressed, the weight of the convolutional neural network was gradually trained from a uniform distribution to a normal distribution with a mean of 0. If the input value was negative, d was set to 0.5. Table 1 shows the weight redistribution effect of WRD-softmax.



The softmax function evenly converts initial values to the corresponding probability. In WRD-softmax, the ReLU activation function is applied to the candidate operation weights, significantly inhibiting non-positive values. As t decreases, the weight redistribution effect of WRD-softmax becomes more pronounced. Compared with softmax, when t is 0.4 or 0.5, WRD-softmax maps the intermediate value   ω 2   to a similar value, appropriately reducing the mapping of a non-positive input. Moreover, the weight of WRD-softmax is reassigned to   ω 0   and   ω 1  , which have larger initial values, and the effect of weight redistribution is more ideal.



The search results of LMD-DARTS with the CIFAR-10 dataset are shown in Figure 3, where (a) represents a normal block, and (b) represents a reduction block. In a normal block, the candidate operation between node 0 and node 1 is finally determined as DAS-Block, demonstrating that the performance of DAS-Block in this structure is superior to that of other candidate structures. However, in both the normal cell and the reduction cell, no node has more than two predecessor nodes. This indicates that the weight of unsampled candidate operations is low enough to be negligible in the final decision of the whole network.



The search results of LMD-DARTS with the CIFAR-10 dataset were compared with other models, as shown in Table 2.



The classification accuracy of LMD-DARTS was higher than that of manually designed CNNs, with the number of parameters being 4.23 times that of DenseNet and approximately   1 3   that of SE-Net. Among neural architecture search models based on gradient optimization, LMD-DARTS had the fastest search speed. Compared with DARTS, the accuracy of LMD-DARTS was increased by 0.23%, and the search speed was increased by 9.1 times. When the accuracy was close to that of PC-DARTS, the search speed was improved by 20%. Although LMD-DARTS showed a 0.89% reduction in accuracy compared to XNAS, which had the highest accuracy, its search speed was 1.73 times faster. Compared with AmoebaNet-B, based on an evolutionary algorithm, the search time of LMD-DARTS was only   1 26250   of AmoebaNet-B with similar accuracy. Simultaneously, it can be seen that, although the adaptive upsampling module was removed, the third candidate operation was not sampled, so the parameter amount and the accuracy of the ablation test were similar to the original. Although the use of DAS-Block caused a certain increase in parameters, it also improved the accuracy of LMD-DARTS to some extent.



Figure 4 shows the search results of LMD-DARTS in the ImageNet dataset, where Figure 4a is a normal cell, and Figure 4b is a reduction cell.



The LMD-DARTS search results with the ImageNet dataset were compared with other models, as shown in Table 3. The classification accuracy of LMD-DARTS was, obviously, higher than that of partially manually designed networks, such as VGG-16 and MobileNet V2; although it had 1.57 times more parameters than MobileNet V2. Compared to ResNet-101, which had the highest accuracy, the top-one classification accuracy of MFD-DARTS was reduced by 4.93%, but the FLOPs were only   1 13   of that of ResNet-101. Among the network models based on a neural architecture search design, the MFD-DARTS classification accuracy decreased by 1.9% compared with the top-one EfficientNet, which had the highest classification accuracy, but the search time was significantly better than the grid search, which had the lowest search efficiency. Among the neural architecture search models based on gradient optimization, LMD-DARTS had the highest accuracy. Compared with DARTS, LMD-DARTS improved the accuracy by 0.9% while increasing the number of parameters by 17% and reducing the search time by 27.5%. Compared to PC-DARTS, LMD-DARTS improved the accuracy by 0.3% with a 3.8% increase in the number of parameters.




4.5. Ablation Experiments


In order to verify the effectiveness and contribution of adaptively upsampling and DAS-Block, we designed ablation experiments by removing the adaptive upsampling module and DAS-Block module separately on the CIFAR-10 dataset. The experimental results are shown in Table 4.





5. Discussion


The adaptive downsampling search algorithm used for LMD-DARTS can effectively reduce redundant connections. However, it may also eliminate useful connections, potentially affecting the performance of the model. While LMD-DARTS achieved an improvement in reducing the search time, its performance improvement may vary, based on the task complexity and dataset size. Therefore, conducting a neural architecture search with large models remains an intriguing challenge for future work. In the future, we will focus on optimizing computational efficiency to make LMD-DARTs applicable to larger models. Additionally, we will consider combining it with other optimization algorithms to expand its application to a broader range of scenarios, such as image enhancement and image restoration.




6. Conclusions


To optimize the search space, search strategy, and performance evaluation strategy of a neural architecture search, we have proposed a low-memory, micro-neural architecture search algorithm based on weight redistribution. For the search space, a neural architecture search space containing the adaptive subsampling of DAS-Block was designed. In terms of search strategy, we first introduced the principles of partial channel connection and edge regularization. Additionally, we proposed a relaxation strategy for weight redistribution, WRD-softmax, to accelerate the convergence rate of candidate operation weights and reduce the search times. Regarding the performance evaluation strategy, a low memory-consuming search algorithm based on a dynamic sampler was proposed. During the search process, the candidate operations with poor performance were continuously pruned to reduce the complexity of a single search. Finally, experiments using the CIFAR-10 and ImageNet datasets verified that the lightweight convolutional neural network performs well.
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Figure 1. Stacking rules of cells. 
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Figure 2. Search space with DAS-Blcok- α . 
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Figure 3. Search result with CIFAR-10. (a) is a normal block, and (b) is a reduced-dimension block. A cell is a directed, acyclic graph consisting of an ordered sequence of N nodes. Each node is a feature map in convolutional networks. 
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Figure 4. Search result with ImageNet. (a) is a normal block, and (b) is a reduced-dimension block. A cell is a directed, acyclic graph consisting of an ordered sequence of N nodes. Each node is a feature map in convolutional networks. 
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Table 1. Comparison of Different Continuation Strategies.
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	    X 0    
	    X 1    
	    X 2    
	    X 3    
	    X 4    
	    X 5    
	    X 6    





	Initial value
	0.15
	0.1
	0.05
	0
	−0.05
	−0.1
	−0.15



	Softmax
	0.165
	0.157
	0.150
	0.142
	0.135
	0.129
	0.122



	WRD-softmax(t = 0.9)
	0.174
	0.160
	0.145
	0.130
	0.130
	0.130
	0.130



	WRD-softmax(t = 0.8)
	0.179
	0.162
	0.145
	0.129
	0.129
	0.129
	0.129



	WRD-softmax(t = 0.7)
	0.184
	0.164
	0.145
	0.127
	0.127
	0.127
	0.127



	WRD-softmax(t = 0.6)
	0.192
	0.168
	0.145
	0.124
	0.124
	0.124
	0.124



	WRD-softmax(t = 0.5)
	0.203
	0.173
	0.145
	0.120
	0.120
	0.120
	0.120



	WRD-softmax(t = 0.4)
	0.220
	0.180
	0.145
	0.114
	0.114
	0.114
	0.114



	WRD-softmax(t = 0.3)
	0.250
	0.191
	0.143
	0.104
	0.104
	0.104
	0.104



	WRD-softmax(t = 0.2)
	0.314
	0.210
	0.136
	0.085
	0.085
	0.085
	0.085



	WRD-softmax(t = 0.1)
	0.519
	0.233
	0.098
	0.038
	0.038
	0.038
	0.038










 





Table 2. Results with the CIFAR-10 dataset.
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	Model
	Paper Results/%
	Our Impl/%
	Parm/M
	Search Time/GPU Days
	Search Strategy





	ResNet-50 [45]
	93.03
	-
	25.56
	-
	Manual



	DenseNet121 [46]
	94.04
	-
	6.96
	-
	Manual



	SENet [47]
	95.23
	-
	11.2
	-
	Manual



	NASNet [8]
	97.35
	97.33
	3.3
	1800 ††
	RL



	ENAS [34]
	97.11
	97.14
	4.6
	0.45
	RL



	Beta-DARTS [35]
	97.49
	-
	3.78
	0.4 #
	RL



	CDARTS [37]
	97.52
	-
	3.98
	0.3 *
	Gradient



	AmoebaNet-B [5]
	97.42
	97.47
	3.2
	3150 ‡‡
	Gradient



	XNAS [38]
	98.2
	97.45
	3.79
	0.3
	Gradient



	DARTS [17]
	97.08
	97.09
	4.38
	1.0
	Gradient



	PC-DARTS [19]
	97.36
	97.18
	3.98
	0.15
	Gradient



	EPC-DARTS [39]
	97.6
	-
	3.2
	0.2 †
	Gradient



	SWD-NAS [40]
	97.49
	-
	3.17
	0.13 ‡
	Gradient



	IS-DARTS [41]
	97.6
	-
	4.47
	0.42 ‡
	Gradient



	Bandit-NAS [36]
	97.06
	-
	3.4
	0.3 #
	RL



	VNAS [42]
	97.69
	-
	3.5
	0.3 *
	Gradient



	LMD-DARTS a
	97.34
	-
	4.25
	0.12
	Gradient



	LMD-DARTS b
	97.2
	-
	4.03
	0.11
	Gradient



	LMD-DARTS
	97.42
	-
	4.23
	0.12
	Gradient







a LMD-DARTS model with adaptive upsampling module removed. b LMD-DARTS model with DAS-Block module removed. # Recorded on GTX 1080Ti GPU. * Recorded on Tesla V100 GPU. † Recorded on RTX 3090Ti GPU. ‡ Recorded on GTX 3090 GPU. †† Results from the original paper using NVIDIA P100 GPU despite replication efforts. ‡‡ Results from the original paper using Tesla K40 GPU despite replication efforts.













 





Table 3. Results with ImageNet dataset.
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	Model
	Top-1 ACC/%
	Top-5 ACC/%
	Parm/M
	FLOPs
	Search Cost/GPU Days
	Search Method





	VGG-16 [48]
	71.93
	90.67
	138.36
	15.48 G
	-
	Manual



	ResNet-101 [22]
	80.13
	95.4
	44.55
	7.83 G
	-
	Manual



	MobileNet V2  [49]
	71.8
	91
	3.5
	0.3 G
	-
	Manual



	EfficientNet [43]
	77.1
	93.3
	5.3
	399 M
	-
	Grid Search



	NASNet [8]
	74
	91.6
	5.3
	564 M
	1800 ††
	RL



	DARTS [17]
	74.3
	91.3
	4.7
	574 M
	4
	Gradient



	PC-DARTS [19]
	74.9
	92.2
	5.3
	586 M
	3.8
	Gradient



	Shapley-NAS [44]
	76.1
	-
	5.4
	582 M
	4.2 #
	Gradient



	VNAS [42]
	76.3
	92.9
	5.4
	599 M
	5 *
	Gradient



	LMD-DARTS
	75.2
	93.2
	5.5
	602 M
	2.9
	Gradient







†† Results from the original paper using NVIDIA P100 GPU despite replication efforts. # Recorded on GTX 1080Ti GPU. * Recorded on Tesla V100 GPU.













 





Table 4. Ablation experiment results with CIFAR-10 dataset.
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	Module
	Results/%
	Parm/M





	Adaptively downsampling
	97.08
	4.38



	DAS-Block
	97.36
	3.98



	LMD-DARTS
	97.42
	4.23
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