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Abstract: With the rapid development of intelligent transportation systems, lane detection and traffic
sign recognition have become critical technologies for achieving full autonomous driving. These
technologies offer crucial real-time insights into road conditions, with their precision and resilience
being paramount to the safety and dependability of autonomous vehicles. This paper introduces
an innovative method for detecting and recognizing multi-lane lines and intersection stop lines
using computer vision technology, which is integrated with traffic signs. In the image preprocessing
phase, the Sobel edge detection algorithm and weighted filtering are employed to eliminate noise
and interference information in the image. For multi-lane lines and intersection stop lines, detection
and recognition are implemented using a multi-directional and unilateral sliding window search, as
well as polynomial fitting methods, from a bird’s-eye view. This approach enables the determination
of both the lateral and longitudinal positioning on the current road, as well as the sequencing of the
lane number for each lane. This paper utilizes convolutional neural networks to recognize multi-lane
traffic signs. The required dataset of multi-lane traffic signs is created following specific experimental
parameters, and the YOLO single-stage target detection algorithm is used for training the weights. In
consideration of the impact of inadequate lighting conditions, the V channel within the HSV color
space is employed to assess the intensity of light, and the SSR algorithm is utilized to process images
that fail to meet the threshold criteria. In the detection and recognition stage, each lane sign on the
traffic signal is identified and then matched with the corresponding lane on the ground. Finally, a
visual module joint experiment is conducted to verify the effectiveness of the algorithm.

Keywords: computer vision; multi-lane recognition; traffic sign detection; matching algorithm

1. Introduction

The rapid development of intelligent transportation systems (ITS) worldwide is paving
the way for the emergence of fully autonomous vehicles. In order to guarantee the secure
and effective operation of fully automated vehicles on the road, it is crucial to implement
precise lane detection and traffic sign recognition technologies, which form part of ad-
vanced driver assistance systems (ADAS) [1–3]. Lane detection and traffic sign recognition
are foundational for vehicles that can perceive their environment. The accuracy and ro-
bustness of these systems directly impact the safety and reliability of autonomous driving
systems. Lane detection technology enables vehicles to maintain their lane positioning,
while adaptive cruise control facilitates interactions with the traffic environment and aids
in navigation. This enhances the safety and convenience of driving.

Among the numerous methods for lane detection, two particularly common techniques
are Hough transform (HT) and bird’s eye view (BEV) polynomial fitting. The HT is a feature
extraction technique that transforms lines in the image space into the parameter space. This
method has demonstrated robustness against noise and broken lines in the image; however,
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it is associated with a high computational complexity. In addition, complex scenes require
parameter adjustments to account for different types of lane lines, and the Hough transform
requires longer processing times for real-time applications [4,5]. BEV polynomial fitting
transforms the road image in front of the vehicle into a BEV, which is a perspective viewed
from above, and then fits a polynomial curve to the lane lines in this view. This method
simplifies the three-dimensional road scene into a two-dimensional plane, reducing the
complexity of the problem. However, it requires accurate camera calibration and image
transformation processing and can be affected by changes in the road environment, such as
unclear or missing road markings [6].

To enhance the accuracy and robustness of lane detection, this paper employs the
sliding window method. The sliding window method involves the movement of a win-
dow within a specific area of the image, typically the lower half, to identify the peaks of
white pixels that determine the position of the lane lines. This method is straightforward
and efficient, and capable of being executed swiftly, making it suitable for real-time lane
detection [7,8]. However, the current lane detection methods were primarily designed for
single-lane detection. In actual vehicle operation, the environment is typically multi-lane,
making multi-lane detection a more practically significant issue. The primary purpose
of lane line detection is to facilitate the measurement of vehicle distance and position,
which is critical for path tracking [9] and advanced driver assistance systems (ADAS).
The implementation of lane line distance measurement and positioning usually involves a
variety of technical methods, including sensor fusion techniques [10], machine learning
methods [11], and stereo vision methods [12,13]. The approach to distance measurement
and positioning proposed in this article employs an innovative “standard line” positioning
strategy. This method utilizes image processing techniques to analyze the detected real
lane lines. Histogram techniques are applied to determine the position of the “standard
line.” Subsequently, the horizontal coordinate position of the “standard line” in the pixel
coordinate system is obtained. This allows the intelligent vehicle to determine its lane.

A further challenge arises in instances where the lane detection is unable to ascer-
tain the occupied lane. Therefore, combining traffic signs with lane line detection is a
more practical approach. The current common methods for traffic sign recognition in-
clude template-matching-based methods, feature-based methods, and deep-learning-based
methods. Template-matching-based methods identify traffic signs by comparing images
with predefined templates. They are simple to implement for recognizing known signs.
However, they are susceptible to occlusions, deformations, or alterations in lighting condi-
tions [14,15]. Feature-based methods extract image features for matching. These methods
offer good robustness to rotation, scaling, and partial occlusion, but they have high com-
putational complexity and are sensitive to noise and changes in lighting conditions [16].
Deep-learning-based methods, such as convolutional neural networks (CNNs), are capa-
ble of learning feature representations from training data. These methods are adept at
handling complex image variations and exhibit strong generalization capabilities [17–20].
This paper employs the YOLO detection algorithm, a method rooted in deep learning
that facilitates real-time image processing and that is perfectly aligned with scenarios
necessitating immediate response times. In consideration of the impact of inadequate
lighting conditions, the application of SSR enhancement is employed with the objective of
enhancing the recognition accuracy in such scenarios, which represents a novel aspect of
this paper.

Traffic signs are detected and then matched with the current lane detection. Unlike
other single-lane studies [21], this paper achieves recognition and matching of multi-lane
lines and traffic signs [22–25], ensuring the accuracy and practicality of the perception of
unmanned driving vehicles. Based on the above discussion, the innovative aspects of this
paper are as follows:



Electronics 2024, 13, 2773 3 of 23

1. The sliding window method is employed to achieve multi-lane detection.
2. A custom dataset is employed to train the traffic sign recognition model, and SSR

enhancement is applied to enhance the recognition accuracy under poor lighting
conditions.

3. The system employs a matching multi-lane configuration, with the integration of
multiple traffic signs.

The organization of the remainder of this article is as follows: Section 2 introduces the
use of computer vision technology to achieve the detection and positioning of lane lines,
as well as the identification and classification of traffic signs through the YOLO model,
together with the matching of these signs with lane lines to provide the road information
required for autonomous vehicles. Section 3 constructs and employs a custom multi-lane
traffic sign dataset to train the YOLO object detection model, and enhances the accuracy
of traffic sign detection under various lighting conditions through image enhancement
techniques and model optimization methods. In Section 4, joint experimental validation
confirms the performance of the algorithm under conditions simulating lane lines and
traffic signs. Finally, Section 5 presents the research conclusions.

2. Multi-Lane Detection and Distance Localization Based on Computer Vision
2.1. Image Preprocessing

Due to the complex and dynamic nature of road environments, each frame of raw
road images often contains a significant amount of irrelevant information and noise [26].
Image preprocessing is a crucial process that involves removing irrelevant details from
images, enhancing image data, and improving lane line features. These steps are essential
for subsequent image processing tasks.

The imaging process of a camera involves transforming a three-dimensional scene
into a two-dimensional color image. Essentially, this process entails a series of coordinate
transformations, wherein the world coordinate system is converted into the pixel coordinate
system, as in Figure 1.
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Figure 1. Coordinate systems and transformations.

The world coordinate system (Ow − XwYwZw) is a three-dimensional Cartesian coor-
dinate system, which is primarily used to define the spatial positions of the camera and
detected objects. The units employed in this system are in meters. The camera coordinate
system (Oc − XcYcZc) is a three-dimensional Cartesian coordinate system, with the camera
optical center as the origin. The optical axis is aligned with the Zc-axis, while the Xc and
Yc-axes are parallel to the two sides of the camera surface. The image coordinate system
(o − xy) and the pixel coordinate system (ouv − uv) are two-dimensional Cartesian coordi-
nate systems. The image coordinate system is defined to lie on the image plane, with the
intersection of the optical axis designated as its origin.

The x and y axes are, respectively, parallel to the Xc and Yc-axes of the camera coor-
dinate system, with units in millimeters. The pixel coordinate system is defined with its
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origin at the top-left corner of the image. In this system, the columns and rows of pixels
respectively represent the horizontal coordinate (u) and vertical coordinate (v) with units
in pixels. Additionally, there is a translation relationship between the horizontal coordinate
(u) and the vertical coordinate (v).

By referencing Figure 1, the world coordinate system can be transformed into the
pixel-coordinate system as follows:

Zc

u
v
1

 =

dx
−1 0 u0

0 dy
−1 v0

0 0 1

 f 0 0 0
0 f 0 0
0 0 1 0

[R t
0 1

]
Xw
Yw
Zw
1

 =

 fx 0 u0 0
0 fy v0 0
0 0 1 0

[R t
0 1

]
Xw
Yw
Zw
1

 (1)

where R and t respectively represent the rotation matrix and translation vector in the extrin-
sic parameter matrix.

[
Xc Yc Zc 1

]T represent the homogeneous coordinates of any

point in the camera coordinate system.
[
Xw Yw Zw 1

]T represent the homogeneous
coordinates of the corresponding point in the world coordinate system. dx and dy represent
the physical dimensions of a single pixel on the x-axis and y-axis of the camera coordinate
system, with units in millimeters. fx = f

dx
and fy = f

dy
are the normalized focal length on

the x-axis and y-axis of the camera, with units in pixels. (u0, v0) represents the point in
the pixel coordinate system corresponding to the origin of the image coordinate system. fx 0 u0 0

0 fy v0 0
0 0 1 0

 represent the camera’s intrinsic parameters, while
[

R t
0 1

]
represent the

camera’s extrinsic parameters.
Assuming the chessboard grid in the world coordinate system lies on a plane, specifi-

cally Zw = 0, combining with (1), it can be deduced that the holography from the plane
where the chessboard is located to the image plane is as follows:

s

u
v
1

 =

 fx 0 u0 0
0 fy v0 0
0 0 1 0

[R t
0 1

]
Xw
Yw
Zw
1

 = K
[
r1 r2 r3 t

]
Xw
Yw
Zw
1

 = K
[
r1 r2 r3

]Xw
Yw
1

, (2)

where K represents the in-camera parameter matrix; s represents the scale factor; and r1, r2,
and r3 are the three components of the rotation matrix R; by denoting the three-dimensional
world coordinates as M = [XwYwZw 1]T and the two-dimensional pixel coordinates as
m =

[
u v 1

]T , the above can be simplified as

sm = K
[
r1 r2 t

]
M, (3)

Assuming H = λK
[
r1 r2 t

]
and that λ remains a constant factor, H is defined as a

homograph matrix. Upon column-wise partitioning of H, the result is

H =
[
h1 h2 h3

]
= λK

[
r1 r2 t

]
, (4)

Combining Equations (3) and (4) yields
λ = s−1

r1 = λ−1K−1h1
r2 = λ−1K−1h2

, (5)



Electronics 2024, 13, 2773 5 of 23

In this context, r1 and r2 denote two components of the rotation matrix R. Conse-
quently, r1 and r2 are orthogonal, with magnitudes |r1 | = |r2 | = 1. According to the
related properties of rotation and orthogonal matrix, the following can be inferred:{

r1
Tr2 = 0

r1
Tr1 = r1

Tr2 = 1
, (6)

Combining Equations (5) and (6) yields{
h1

TK−TK−1h2 = 0
h1

TK−TK−1h1 = h2
TK−TK−1h2

, (7)

Using matrix K as a basis, a symmetric matrix B = K−TK−1 can be constructed:

B =

B11 B12 B13
B12 B22 B23
B13 B23 B33

 =


1

fx
2 − 1

fx
2 fy

v0−u0 fy

fx
2 fy

− 1
fx

2 fy

1
fx

2 fy
2 +

1
fy

2 − v0−u0 fy

fx
2 fy

2 − v0
fy

2

v0−u0 fy

fx
2 fy

− v0−u0 fy

fx
2 fy

2 − v0
fy

2
(v0−u0 fy)

2

fx
2 fy

2 + v0
fy

2 + 1

, (8)

Equation (8) indicates that there are six valid elements in matrix B. Thus, these six ele-
ments are defined as a new six-dimensional vector b =

[
B11 B12 B22 B13 B23 B33

]T .
Additionally, the i-th column vector of the holography matrix H can be represented as
hi =

[
hi1 hi2 hi3

]T . Therefore, it can be concluded as follows:{
hi

TBhj = Vij
Tb

Vij =
[

hi1hj1 hi1hj2 + hi2hj1 hi2hj2 hi3hj1 + hi1hj3 hi3hj2 + hi2hj3 hi3hj3
]T , (9)

Combining with (7) yields [
V12

T(
V11

T − V22
T)]b = 0, (10)

Utilizing the above, capturing three or more images of a chessboard grid facilitates
the calculation of the symmetric matrix B. Subsequently, employing Cholesky decompo-
sition yields the camera’s intrinsic parameter matrix K [27], providing various internal
camera parameters. Incorporating formula (5) and the properties of the rotation matrix
R =

[
r1 r2 r3

]
, the following can be deduced:

λ = s−1 =
(
∥K−1h1∥

)−1
=

(
∥K−1h2∥

)−1

r1 = λ−1K−1h1
r2 = λ−1K−1h2
r3 = r1 × r2
t = λ−1K−1h3

, (11)

Solving (11) results in the camera’s extrinsic parameter matrix
[

R t
0 1

]
. Calibration

of the intrinsic and extrinsic parameters of a monocular camera using the calibration
tool provided by the OpenCV open-source library was implemented based on the Zhang
Zhengyou method. Fifteen images of a chessboard grid taken from different angles were
selected as calibration inputs. The calibration was performed using the calibrate Camera ( )
function provided by the OpenCV open-source library, followed by distortion correction
using the undist ( ) function.
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2.2. Color Space Transformation

In the detection of four-lane roads, it is common to encounter edge detection failures
in lanes that are farther away from the current lane. When performing longitudinal
positioning, it is necessary to detect stop lines in both directions of the four lanes.

To enhances the effectiveness of detecting multiple lane lines and stop lines, a com-
bination of multiple color space transformations coupled with Sobel edge detection is
used [28].

The RGB color space is converted to Lab, HLS, and Luv color spaces, respectively, and
finally combined with edge detection for processing. The Lab color space comprises three
channels: one for luminance and two for color. These channels are designed to optimally
align with the human eye’s recognition and perception of different colors. Specifically, it is
a perceptually uniform and device-independent color space. Each color is characterized
by three parameters: L, a, and b. Here, L represents the lightness of the pixel within the
image, with a range of [0, 100]. The ‘a’ channel represents the color channel from red to
green, with a range of [127, −128], and the ‘b’ channel represents the color channel from
yellow to blue, with a range of [127, −128]. The process involves initially converting the
RGB color space to the XYZ color space. This is followed by a subsequent conversion to the
Lab color space, as illustrated in Equations (12)–(14):X

Y
Z

 =

0.412453 0.357580 0.180423
0.212671 0.715160 0.072169
0.019334 0.119193 0.950227

R
G
B

, (12)


L = 116 f (Y/Yn)− 16
a = 500[ f (X/Xn)− f (Y/Yn)]
b = 200[ f (Y/Yn)− f (Z/Zn)]

, (13)

f (t) =

{
t1/3, i f t >

( 6
29
)3

1
3
( 29

6
)2t + 4

29 , otherwise
, (14)

where Xn, Yn, and Zn are typically assumed to be 95.047, 100.0, and 108.883, respectively.
Figure 2a illustrates the conversion to the Lab color space.
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The HLS color space comprises three components: H (hue), L (lightness), and S
(saturation). The allowable ranges for H, L, and S are typically defined as [0, 179], [0, 255],
and [0, 255], respectively. In the HLS color space, white is solely determined by the
lightness component (L), and most of the lane lines are white, as employing HLS enhances
the accuracy of lane detection. The conversion from RGB to HLS is achieved through the
application of (15). The values of R, G, and B are real values within the range of [0, 1],
max = max{R, G, B}, min = min{R, G, B}, so H ∈ [0, 360], L ∈ [0, 1], S ∈ [0, 1]. The
conversion to the HLS color space is illustrated in Figure 2b.

The Luv color space exhibits visual uniformity, serving as an intermediate space
derived from the RGB color space via the XYZ color space. It comprises three components:
L (lightness), u (a change in chromaticity from green to red), and v (a change in chromaticity
from blue to yellow). L, u, and v fall within the following intervals: the range for L is
[0, 100], while that for u and v is [−100, 100]. In the Luv color space, colors are delineated
into two primary components: luminance and chromaticity.

H =



0◦ if max = min
60◦ × G − B

max − min + 0◦ if max = R and G ≥ B
60◦ × G − B

max − min + 360◦ if max = R and G < B
60◦ × B − R

max − min + 120◦ if max = G
60◦ × R − G

max − min + 240◦ if max = B
L = 1

2 (max + min)

S =


0 if L = 0 or max = min
max − min
max + min = max − min

2L if 0 < L ≤ 1
2

max − min
2−(max + min) −

max − min
2 − 2L if L > 1

2

, (15)

In multi-lane detection, the colors may become blurred due to various factors, in-
cluding distance, deviations in color, and the presence of distant lanes, grayish lanes, or
stop lines (as depicted in Figure 3). White is a color with high brightness, whereas gray
is essentially a less bright variation of white. In terms of chromaticity, white and gray are
similar, but their distinction lies mainly in brightness. Utilizing the Luv color space for
filtering can improve the accuracy of identifying such scenarios.
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Combining formulas (12) and (16) to perform RGB to Luv conversion.
L =

 116
(

Y
Yn

) 1
3 − 16 Y

Yn
>

( 6
29
)3( 29

3
)3 Y

Yn
Y
Yn

≤
( 6

29
)3

u = 13L(u1 − un)
v = 13L(v1 − vn)

, (16)
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where u1 = 4X
X+15Y+3Z and v1 = 9Y

X+15Y+3Z transformed into the Luv color space as depicted
in Figure 2c.

The effect of images processed in the Lab, HLS, and Luv color spaces is combined with
Sobel edge detection, and this combination is applied to the processed grayscale images.
The resultant combined effect is depicted in Figure 2.

2.3. Lane Detection Algorithm Design

The existing algorithms primarily focus on single-lane detection, with relatively fewer
studies on detecting multi-lane lines. However, multi-lane line scenes are more common in
practical traffic scenarios, making research on lane detection in multi-lane scenarios more
practically significant. The experimental setting utilized in this paper featured a laboratory
scene scaled proportionally, as illustrated in Figure 4.
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Figure 4. Isometrically scaled multi-lane line scenario.

The lane line detection method, which is based on polynomial fitting of the bird’s-eye
view [29], preprocesses the image. Subsequently, the road image is projected onto the
bird’s-eye view, which serves to make the lane line information more concise and removes
interference from the surrounding environment [30]. The pixel coordinates of five lane lines
on pre-selected roads were obtained through a multi-directional sliding window based on
the BEV. Prior to detecting lane lines, it was necessary to utilize a histogram to determine
their positions. As illustrated in Figure 5a, with an image resolution of 1280 × 720, the
quantity of white pixels was tallied for each column, resulting in 1280 values. These values
were plotted on a pixel coordinate system, with the horizontal axis ranging from 0 to 1279,
and the number of white pixels in each column representing the vertical axis. The IPM
(inverse perspective mapping)-processed BEV was then combined with the histogram,
which was based on the approximate horizontal coordinate range of each lane line, to
identify the number of columns corresponding to the peak of the maximum number of
white pixel dots. However, within the preselection zone, the detection of stop lines may
cause some deviation in the location of the peak quantity relative to where the lane lines
appear at the bottom of the image. To address this, the IPM without the stop lines was
intercepted for the statistical histograms, as shown in Figure 5b–d.

After determining the starting positions of the lane lines, the image processed by IPM
is searched using the multi-directional sliding window method and a hierarchical overlay
manner. The steps are as follows:

First, a rectangular region termed a sliding window is established at the starting
position of each lane line. The starting points are respectively used as the midpoints of the
lower border of the sliding window, storing all the horizontal coordinates of white pixels
within the square;

Second, the stored horizontal coordinates are then averaged. The column where the
average is located and where the upper edge of the first sliding window is located is used
as the midpoint of the lower edge of the next sliding window to continue the search;

Third, during the search process, if there are no white pixels within the region, the
horizontal position of the next sliding window is not updated.
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Figure 5. The positioning of the lane lines using the histogram. (a) BEV in the pixel coordinate system;
(b) BEV after intercepting the stop line; (c) Positioning of lane line scope map; (d) Histogram of the
number of white pixel points.

This process is repeated iteratively until the upper boundary of the sliding window
reaches the top boundary of the image, at which point the search is terminated. As shown
in Figure 6b, the coordinates of the pixel points of the five lane lines searched by the sliding
window in the figure were recorded and are displayed respectively in red, yellow, green,
blue, and purple.
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2.4. Horizontal Positioning and Markings of Multi-Lane Lines

Once a vehicle has been identified in multiple lanes, it is necessary to localize the
vehicle in order to ensure stable movement in the target lane. Formula (17) illustrates that,
based on the fitting of a first-order curve for each lane line, the lateral coordinate positions
in the pixel coordinate system are determined as line1x, line2x, line3x, line4x, and line5x,
with the units in pixels. 

line1x = a × 719pixel + b
line2x = a × 719pixel + b
line3x = a × 719pixel + b
line4x = a × 719pixel + b
line5x = a × 719pixel + b

, (17)
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It can be observed that the closer a lane line is to the autonomous vehicle, the higher
the precision of recognition. Consequently, a vertical pixel value of 719 pixels was selected,
allowing the determination of the corresponding horizontal pixel values for each lane line.

The method of “standard line” positioning was employed in this paper to determine
the current lane of the autonomous vehicle. First, after image preprocessing (before IPM
processing), in the pixel coordinate system, it is necessary to draw a red line segment three
pixels wide between points P1 = (640, 0) and P2 = (640, 719). The subsequent step is the
implementation of IPM processing. Thereafter, the RGB color space is transformed into
the LAB color space, followed by color threshold filtering to convert it into a binary image
(c). Utilizing histogram techniques, the position of the “standard line” is ascertained. The
horizontal coordinate positions of the “standard line” in the pixel coordinate system can be
ascertained using the “standard line” search method with unidirectional sliding window
propagation and the “standard line” expression method with polynomial fitting. The unit
in pixels is illustrated in (18).

standard_linex = a × 719pixel + b, (18)

Similarly, the pixel value of the vertical coordinate of the “standard line” is selected
as 719 pixels, and then the pixel value of the horizontal coordinate corresponding to
the “standard line” is calculated, that is, the pixel value of the horizontal coordinate
corresponding to the current intelligent vehicle, as shown in Figure 7:
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The pixel distance between the current intelligent vehicle and each lane line is deter-
mined by combining (17) and (18), as illustrated in (19). The current lane in which the
intelligent vehicle is located is determined by the range of pixel values corresponding to
the car’s horizontal coordinate.

distance1x = |standard_linex − line1x |
distance2x = |standard_linex − line2x |
distance3x = |standard_linex − line3x |
distance4x = |standard_linex − line4x |
distance5x = |standard_linex − line5x |

, (19)

where distance1x, distance2x, distance3x, distance4x, and distance5x represent respectively
the pixel distance between the current position of the vehicle and the first lane line with
the unit in pixels. Based on this distance, the current position of the vehicle can be accu-
rately localized.

This “standard line positioning strategy” is an innovative lane detection approach
introduced in this article, which utilizes a specifically meaningful “Standard Line” in the
image processing to precisely recognize the position of an autonomous vehicle within a
lane. The superiority of this method is characterized by its high accuracy and robustness,
enabling stable operation under diverse road conditions. By employing the pixel coordinate
system of the image and leveraging histogram techniques along with polynomial fitting,
the method swiftly and accurately ascertains the vehicle’s lateral position relative to the
lane markings.

2.5. Horizontal Positioning of Stop Lines

In addition to determining the vehicle’s current lane position, it is also essential for
the vehicle to accurately recognize the stop line in order to ensure the safety of the vehicle’s
travel [31].

An intelligent vehicle employs a two-step process to achieve longitudinal localization.
First, it recognizes and detects the distance to the stop line. Second, it combines this
information with the bird’s-eye view obtained from lane line localization.

1. A 90◦ clockwise rotation of Figure 5b is performed;
2. The histogram technique is utilized to determine the location of the stop line;
3. Using the stop line search method based on one-directional sliding window growth

and the stop line representation method based on polynomial fitting, the stop_linex
that represents the lateral coordinate position of the rotated stop line in the pixel
coordinate system and the stop_liney that represents the vertical coordinate position
of the actual stop line in pixels are determined, as follows:

stop_liney = stop_linex = a × standard_linex + b, (20)

Extensive experimentation demonstrated that the portion of the stop line correspond-
ing to the current lane of the intelligent vehicle exhibited the highest recognition accuracy.
Consequently, the pixel value of the longitudinal coordinate of the rotated stop line was
selected as the pixel value of the transverse coordinate of the standard_linex, and then the
pixel value of the corresponding longitudinal coordinate of the actual stop line was calcu-
lated as stop_liney, which is the pixel value of the corresponding longitudinal coordinate
of the current intelligent vehicle. The intelligent vehicle is capable of multi-lane range
measurement and longitudinal and lateral localization in the current lane. Under the pixel
coordinate system, the unit of the results obtained by Equations (18)–(20) is pixels. We have{

x_pix = 3.6m
256pixel

y_pix = 40m
720pixel

, (21)
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standard_linex_rel = x_pix × standard_linex
distanceix_rel = x_pix × distanceix i = 1, 2, 3, 4, 5
stop_liney_rel = y_pix × stop_liney

, (22)

Combined with the proportion of the numbers of vertical and horizontal pixels of the
first frame to the actual distance in the middle, and the unit conversion (21), the unit of the
results of ranging and localization can be converted to meters, as shown in (22).

The image processed by the initial frame’s IPM shows that the conversion ratio be-
tween the longitudinal and lateral pixel distances in the pre-selected area and their actual
distances can be calculated as follows: the pre-selected length along the vehicle’s direction
is equivalent to 40 m, which is covered by 720 pixels; the width of a single lane is equivalent
to 3.6 m, which is covered by 256 pixels.

3. Multi-Lane Traffic Sign Recognition Based on YOLO

Simultaneous consideration of the driving direction of each lane is necessary for the
identification of multi-lane lines on the road surface and the positioning of multiple lanes.
However, this does not address the issue of whether the lanes can be replaced according
to the actual plan of the route. In the driving process of the intelligent vehicle, the target
detection algorithm based on YOLO is employed to identify multi-lane traffic signage.
This is then matched with the relevant lanes through improvement of the detection code,
thereby enhancing the intelligence of driverless vehicles [32,33].

3.1. Fabrication of a Multi-Lane Traffic Signage Dataset

The incorporation of multi-lane line recognition requires access to a dataset related
to four-lane traffic signs. However, the publicly accessible domestic datasets are not
comprehensive. Consequently, this paper presents the construction of an original dataset
for experimental purposes.

Image collection is the initial step in the process of creating a dataset. However,
mere images are not sufficient for model training. Therefore, annotation information for
the images is also required. In the YOLO model, the data output format includes five
parameters necessary for describing the information in the picture: the horizontal and
vertical coordinates of the center point, the width w and height h of the target box, and
the category of the target box. In this chapter on four-lane traffic signage detection and
recognition, we will consider not only the overall signage categories but also the statistics
of directional signs for each lane. Combining the category labeling naming convention of
the TT100K dataset, the dataset for this chapter was ultimately divided into nine categories.
The specific details are shown in Table 1

The chosen categories for the nine traffic signs studied in this chapter can be broadly
categorized into two main groups: Four_lane signs, which represent four-lane traffic
signage, and signs indicating possible turns for each lane. Given road conditions with four
lanes, the selection of samples aimed for comprehensive representation. If the methods
tested in this paper can successfully recognize these signs and accurately match them with
the corresponding ground lanes, these methods can be easily extended to recognize other
types of multi-lane traffic signs, as well as transitions between different multi-lanes in
future applications.

In this chapter, the traffic sign samples used as data sources mainly came from
three channels:

Firstly, the selection of annotated images for labelling in this chapter was derived from
three publicly available Chinese traffic sign datasets;

Secondly, standard images of traffic signs collected from the Internet served as refer-
ence standards, while sample images used by manufacturers to produce specified traffic
signs were employed as a basis for comparison;

Third, the images in (1) and (2) were subject to data enhancement to generate more
training data.
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Table 1. The category of traffic signs in the dataset.

Serial
Number Traffic Sign Symbol

Meaning Category Serial
Number Traffic Sign Symbol

Meaning Category

1
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During the training of the YOLO network model, some data augmentations were
applied, such as random cropping, scaling, color jittering, and mosaic processing. However,
these enhancements did not alter the distribution of the number of traffic signs during
training. In order to enhance the quality of the network model training results and the
diversity of the training data, especially for categories with relatively few samples, this
chapter adopted the following four methods of data augmentation:

1. The first method was to augment the sample count of a specific category by duplicating
and pasting fewer traffic sign images in different environments. This was achieved
by copying the original image into other images and then resizing them. The images
were then pasted into the corresponding position or near the original sign. During the
augmentation process, it is important to avoid overlapping with other signs, which is
typically achieved by keeping the number of signs augmented in each image below
five. Additionally, the IOU between the signs in the new environment images was
calculated after augmentation, as shown in (23). If IOU > 0.1, it is necessary to select
alternative positions for pasting.

IOU =
A ∩ B
A ∪ B

=
SAB

SA + SB − SAB
, (23)

where A and B are two traffic signs whose areas are the area of the intersection of A
and B, respectively.

2. Random scaling was utilized. This process involves scaling the image up or down
by a specified ratio, which alters the original image’s resolution and generates new
images. This step enhanced the model’s generalization performance during training
by increasing the diversity of the training data;

3. Random rotation was conducted. In real road scenarios, four-lane traffic signs are
typically fixed at the roadside and extend a certain distance from the edge of the
road. As autonomous vehicles traverse different lanes, images captured by cameras
exhibit varying degrees of tilt. To ensure the comprehensiveness of the dataset, the
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original images were randomly rotated by different angles to the right or left, thereby
generating new images;

4. Gaussian noise was introduced. Gaussian noise is a type of noise characterized by
its probability density function, which follows the Gaussian distribution, also known
as the normal distribution. The addition of Gaussian noise to images facilitates the
learning of more image features by neural network models. The images resulting
from the addition of Gaussian noise were obtained by sampling a random number
matrix obtained using a Gaussian distribution and then adding the RGB pixels of the
original image and the random number matrix containing a Gaussian distribution.

XML annotation files were automatically parsed from the dataset using a Python
program, and the data were divided into training and testing sets in a 9:1 ratio. This
resulted in a final training set of 1080 images and a testing set of 118 images.

3.2. YOLO Modeling Training

PyTorch, a dynamic imperative programming framework, was selected as the optimal
choice. The training environment was configured as shown in Table 2. The model’s
hyperparameters included algorithm learning epochs, initial learning rate, minimum
learning rate, batch size, momentum, and decay. After multiple training sessions with
varying numbers of epochs, the optimal number of algorithmic learning epochs was
determined to be 300. The initial learning rate determines how quickly the weights are
updated. The learning rate of the dynamic transformation is typically set during training
based on the number of training epochs. The batch size refers to the number of training
samples in a batch, and the network updates the parameters in real-time with the batches
of samples being trained. Momentum represents the momentum parameter, influencing
the speed at which the gradient descends to the optimal value. The term “decay” refers to
the weight decay regularization term, which decreases the parameters after each learning
step by a constant proportion, in order to prevent overfitting when the model’s parameters
are overly complex. The values of the parameters are presented in Table 3.

Table 2. The YOLO training environment.

Computer Operating
System

Deep Learning
Framework

Development
Languages and
Environments

Central Processing
Unit Graphic Processing Unit

Ubuntu18.04 PyTorch11.0 Python3.7/PyCharm Intel Core i5 9600K NVIDIA GeForce GTX 960m

Table 3. The parameter settings for the model hyperparameters.

Parameter Type Parameter Value Parameter Type Parameter Value

Algorithm learning epoch 300 Batch size 16
Initial learning rate 0.0001 Momentum 0.9

Minimum learning rate 0.000001 Decay 0.0005

3.3. Model Training Results and Analysis

Figures 8 and 9 illustrate the evolution of the confidence loss, coordinate loss, classifi-
cation loss, and total loss throughout the experimental process. After training the four-lane
traffic sign dataset for 300 epochs following the settings mentioned earlier, convergence
was achieved, and the training was stopped. At the 300th epoch, the confidence loss was
around 0.63%, the coordinate loss was 5.4%, and the classification loss was approximately
1.35%, leading to a total loss of about 7.46%.
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precision of the nine trained traffic signs was found to be 96.9%, with an average recall of 
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Figure 9. Classification loss and total loss curves. (a) Classification loss; (b) Total loss.

The training results were experimentally evaluated on the test set of the four-lane
traffic sign dataset. The precision, recall, and mean average precision (mAP) results are
depicted in Figure 10. Upon reaching convergence of the loss function, the average precision
of the nine trained traffic signs was found to be 96.9%, with an average recall of 86.5% and
a mean average precision of 87.3%.

Consequently, the optimal model parameters, trained on the YOLO network model
and the self-made four-lane traffic sign dataset, exhibited excellent detection performance
for the signs on four-lane traffic signs.

3.4. Insufficient Light Image Enhancement Based on SSR Algorithm under V Channel

A vehicle’s journey can be divided into three categories based on the intensity of
the ambient lighting: normal scenes, backlit scenes, and dimly lit scenes. Backlit scenes
typically occur when the vehicle is driving against the light, resulting in higher illumination
on target objects. Dimly lit scenes are commonly encountered in environments with poor
lighting conditions, such as overcast weather or at dusk. The enhancement of contrast,
edge details, and color vibrancy within the image can result in a clearer and brighter effect,
which in turn facilitates the subsequent detection of multi-lane traffic signs.

HSV (hue, saturation, value) is a color space created by A. R. Smith in 1978 based on
the perceptual characteristics of color. It is also known as the hexcone model [34]. The
geometric model of the HSV color space is illustrated in Figure 11.

The parameters of the color model are hue (H), saturation (S), and value (V). Among
these, V represents the brightness level of the color. For illuminant colors, the luminance
value is related to the luminance of the light source. For object colors, the luminance value
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is related to the transmittance or reflectance of the object. In this section, the input RGB
color image is converted to the HSV color space. The conversion relationship is as follows:

V = max{R, G, B}, (24)

where R, G, and B are real numbers between [0, 1] and V range from 0% (black) to
100% (white).
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If the measurement indicates that the lighting conditions are within the normal range,
the detection and recognition process will proceed directly. Otherwise, the original RGB
image will be enhanced using the SSR algorithm, and the detection and recognition of
multi-lane traffic signs will be performed on the enhanced image.
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The SSR algorithm first convolutes the values of the R, G, and B channels in the original
image with the Gaussian function to obtain the intensity estimate of the incident light source.
It then converts this estimate into a logarithmic domain and removes the convoluted
intensity estimate from the original image. Finally, it calculates the reflected component as
the image processed by the SSR algorithm. The algorithm is detailed as follows:

ri(x, y) = log
(

Ii(x, y)
Li(x, y)

)
= log(Ii(x, y))− log(Ii(x, y)× G(x, y)), (25)

where Li(x, y) is the quantity of illumination intensity, Ii(x, y) represents the original image,
G(x, y) is the Gaussian surround function, and ri(x, y) is the reflectance component of the
i-th channel. And the expression for G(x, y) is

G(x, y) =
1

2πε2 e(−
x2+y2

2ε2 ) (26)

where ε represents the Gaussian envelope scale. Its value reflects the clarity of the detailed
parts in an image. The smaller the value, the higher the clarity of the details, but the fidelity
of the image’s color deteriorates. Conversely, the clarity of the detailed parts becomes
worse, but the fidelity of the image’s color improves, enhancing the visual effect.

The MSR algorithm, based on the SSR algorithm, uses multiple scales of Gaussian
envelope functions to extract components of the illumination intensity [35,36]. It can handle
images with multiple illumination components. The algorithm is as shown in (27):

ri(x, y) = ∑n
j=1 ωj(log(Ii(x, y))− log(Ii(x, y)× Fj(x, y))), (27)

where n represents the number of scales, ωj is the weighting coefficient for the j-th term,
and Fj(x, y) is the j-th Gaussian envelope function. The expression for ωj is shown below:

∑n
j=1 ωj = 1, (28)

The MSRCR algorithm, which is based on the MSR algorithm, adds a color restoration
process. It enhances the reflection component within the color space, thereby preserving
the original color information of the image [37]. Formulas (29) and (30) are as follows:

ri(x, y) = ei(x, y)× (∑N
k=1 ωk(log(Ii(x, y))− log(Ii(x, y)× Fk(x, y)))), (29)

ei(x, y) = η(log(φIi(x, y))− log(∑i{r,g,b} Ii(x, y))), (30)

where ei(x, y) represents the color restoration coefficient for the i-th channel, φ is the
nonlinear adjustment coefficient, and η is a constant. The brightness histogram of the image
to be detected is divided into three frequency bands, as shown in Table 4:

Table 4. Segmentation of the image brightness histogram into bands.

Frequency Bands Range

Low frequency [0, 85]
Medium frequency (85, 170]

High frequency (170, 255]

Statistical analysis of the proportion of pixels in the three frequency bands relative to
the entire image being tested yields the following proportions: L, M, and H. If L + H > 80%
and simultaneously satisfies both L > H and H > M, then the current scene is a backlit
scenario. If the backlit condition is not met and L > 60%, then the current scene is a
dimly lit scenario [38]. The SSR algorithm was employed to enhance images in non-normal
scenarios. Figure 12 illustrates the enhancement effects of the SSR algorithm on two types
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of non-normal illumination images. It can be observed that the images exhibit greater
vibrancy in color and clarity in contour.
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Figure 12. Effect of the SSR algorithm under non-normal conditions.

The SSR algorithm assesses the illumination level by measuring the V channel within
the HSV color space, and when it detects inadequate lighting, it utilizes an enhancement
mechanism to boost the image’s contrast, edge details, and color liveliness. This enables
the clear identification of traffic signs in both backlit and dimly lit environments. Not only
does this approach elevate the detection rate of traffic signs, but it also safeguards the
security and dependability of autonomous driving systems through immediate processing,
sustaining efficient performance regardless of suboptimal visual conditions.

4. Matching and Joint Experimental Verification of Multi-Lane Traffic Signage and
Ground Multi-Lane
4.1. Lane and Traffic Sign Matching Algorithm

The precisely lane and traffic sign matching is crucial for autonomous driving [39]. In
this section, the recognition results for the four-lane traffic signboard are orderly marked
and outputted in a manner that aligns with the four lanes on the ground. Each lane must
be sequentially labeled from left to right. In the YOLO model, the output of the types
and related information of traffic signs in each frame of the image is unordered, which
makes it impossible to match with the already marked ground lanes. Consequently, it
was imperative to implement targeted modifications to the detection code within YOLO.
During the detection and recognition process, the left upper corner horizontal coordinate
pixel values of the four-lane traffic sign and each traffic sign prediction box are sorted,
and the predicted boxes and related information of various traffic signs on the traffic
sign board are outputted in sequence, with each lane on the traffic sign board being
numbered. Concurrently, the current lane position information of the autonomous vehicle
from Chapter 2 is utilized to provide feedback on the traffic signboard. The algorithmic
process is depicted in Figure 13, where the location of “car” represents the current lane
occupied by the autonomous vehicle.
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4.2. Joint Experimental Validation

To verify the accuracy of the proposed method and to assess the impact of the algorithm
under various scenarios, a track was utilized to simulate lane lines while considering the
conditions of a school playground. A handcrafted KT board was used as a four-lane traffic
signboard. The experimental vehicle, equipped with a monocular camera, functioned
as an intelligent car. Figure 14 illustrates this setup. Furthermore, the environment and
equipment in the experimental images were scaled down proportionally. Using the ratio of
the width of the running track to the width of domestic lanes as a benchmark, a monocular
camera was set up on the experimental car, and a four-lane traffic signboard was created to
a relative scale, as illustrated in Figure 14.
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Step one involved detecting the multi-lane lines. The algorithm for multi-lane lines
was used to detect and identify the multi-lane lines in the image, as shown in Figure 15.
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Figure 15. Result image of the four-lane detection.

Step two involved the preprocessing of each frame of video. Prior to the detection of
traffic signs in each frame, a statistical analysis of the brightness histogram was conducted
using the V channel within the HSV color space. This analysis evaluated the proportion of
pixels across various frequency bands, thereby enabling an assessment to be made of the
lighting conditions in each frame. As illustrated in Figure 16, any frames that did not meet
the criteria for standard lighting conditions were subjected to SSR exposure adjustment.
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The third step involved the detection and recognition of four-lane traffic signboards.
The optimal model parameters previously trained with the YOLO algorithm were applied
to detect and recognize traffic signboards in each preprocessed frame. The detection and
recognition results are depicted in Figure 17.
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Figure 17. Four-lane traffic sign detection result image.

The final step was the joint detection and recognition. The recognition information
on the traffic signboards was matched to each lane. Although the fusion algorithm is
somewhat complex, the processing speed of each frame could be maintained within 25 ms
by calculating the FPS, which is essentially close to real-time processing. The recognition
result is shown in Figure 18. It can be observed that, when applied to the same frame, the
traditional vision and deep learning methods for object detection were effectively integrated.
The lanes on the traffic signboards were matched with the lanes on the ground, resulting in
the desired outcome and ensuring the accuracy and real-time nature of the detection.
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5. Conclusions

This study employed computer vision techniques to identify and classify multi-lane
markings. The process started with image pre-processing, followed by inverse perspective
mapping, which transformed the scene into a top-down binary view of the lanes. Subse-
quently, a multi-directional sliding window strategy was employed to identify key lane
pixels, which were subsequently curve-fitted using polynomial regression. To identify the
“standard line”, which is crucial for the vehicle’s lane positioning, a unidirectional sliding
window was employed. Concurrently, a YOLO network was trained on an in-house dataset
to detect and classify traffic signs. The illumination of each frame was quantified using
the V channel of the HSV color model. Integration of these methods with weighted file
integration enhanced the robustness of traffic sign detection. Subsequently, the results
from lane and sign detection processes were combined to enrich the road condition dataset.
Traffic sign detection was presented systematically, with the outcomes displayed from left
to right, mirroring the lane detection results. This systematic approach matched multi-lane
signs to actual road markings, providing the vehicle with detailed road information for
navigation. The efficacy of the visual module was validated through a collaborative testing
process involving a monocular camera setup specifically designed for visual tasks. The SSR
algorithm has high computational complexity and demands a large amount of training data.
Additionally, its recognition performance in low-light environments needs improvement.
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