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Abstract

:

Integrating artificial intelligence (AI) in open and distance learning (ODL) necessitates comprehensive frameworks to evaluate its educational implications. Existing models lack a robust multilayered analysis of AI’s impact on educational outcomes in ODL. This study introduces a Multilayered Process Framework designed to predict academic performance in ODL and enhance inclusivity, aligning with UNESCO’s 2030 educational goals. The current research employed structural equation modelling (SEM) to analyse the impact of AI adoption, focusing on the initial layers of the process framework. Preliminary validation of the SEM framework showed a good model fit, with a Chi-square/df ratio of 2.34, Root Mean Square Error of Approximation (RMSEA) of 0.045, and Comparative Fit Index (CFI) of 0.97, indicating the model’s effectiveness in capturing the complexities of AI impacts on student outcomes. This framework provides a structured, multilayered approach to understanding AI’s role in education, facilitating the development of equitable and accessible AI-driven educational technologies. It lays the foundational work for expanding research into predictive analytics with a support vector machine (SVM), aiming to universalise quality education and ensure global educational equity. This study highlights the practical implications for integrating AI in educational settings and suggests future research directions to enhance the adaptability and effectiveness of AI-driven educational interventions.
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1. Introduction


Artificial intelligence (AI) catalysed a paradigm shift in educational landscapes, significantly changing teaching methods and student experiences. Ref. [1] emphasised AI’s role in personalising education through sophisticated, data-centric strategies, thus elevating the quality of learning and student academic paths. As AI becomes increasingly integral to education, particularly in open and distance learning (ODL), educators, policymakers, and AI developers must understand its extensive effects.



However, harnessing AI’s full potential in ODL requires an intricate understanding of its multifaceted implications—a challenge taken up by this research. Pioneering efforts by [2,3,4] have highlighted AI’s potential, yet the realisation of this promise within ODL remains a work in progress.



This study builds upon the work of [5] by introducing a comprehensive, multilayered process framework for AI adoption in ODL. This advanced framework enhances previous models by incorporating multiple layers of analysis, which provide a deeper understanding of AI’s influence on learner outcomes. The framework, aligned with UNESCO’s 2030 vision for inclusive and equitable education, employs a novel multi-layer approach to predict and assess AI’s impact on student performance in ODL. It integrates various predictive algorithms and considers gender and regional disparities.



The current study expands on the role of a multi-layer process framework in AI integration within ODL settings by building on foundational concepts from [5]. A hierarchical approach dissects AI’s influence across AI adoption factors, from individual learner interactions to broad systemic changes. To assess how AI impacts student performance across diverse settings, we evaluated critical aspects such as AI alignment and relevance, system quality, user satisfaction, and moderators such as gender and region. This approach not only elucidates AI’s diverse impacts but also aids in developing tailored educational technologies that effectively bridge the theoretical potential to practical applications.



The framework’s architecture comprises five distinct layers: starting with the foundational Common Components layer, followed by Structural Equation Modelling (SEM), Support Vector Machine (SVM), Improved SVM, and culminating with a Comparative Analysis layer. This structured approach allows for a more nuanced analysis than single-algorithm models, enhancing our understanding of the direct effects of AI on academic outcomes.



By introducing this framework, this study highlights the critical role of AI in education and provides a methodical way to examine its effects. The goal is to ensure that AI-driven educational advancements are equitable and accessible, reflecting a commitment to global educational equity. This approach aims to benefit students from all backgrounds, irrespective of gender or geographical location, by tailoring educational technologies to meet diverse needs effectively.



While the problem statement outlines the integration challenges of AI in ODL, further elaboration of the existing knowledge gaps is crucial. The current literature primarily focuses on AI’s role in enhancing learning without thoroughly addressing how these tools meet the diverse needs of educational environments or the complexities of their integration across different geographic and educational contexts. These overlooked aspects are addressed by proposing a tailored, multilayered analytical framework that specifically caters to the nuanced needs of ODL systems. This approach not only fills the identified gaps but also advances the application of AI in education, ensuring more effective, inclusive, and adaptive educational technologies.



Our research, therefore, embarks on a quest to bridge this knowledge chasm. The core ambition is to architect a process framework that remains agnostic to specific machine learning algorithms. This universality is critical because the educational milieu is in constant flux, and tethering our framework to a specific algorithm might render it obsolete or less effective over time. By establishing a framework independent of the algorithm, we ensure flexibility, adaptability, and longevity in its application. It makes a significant theoretical contribution by conceptualising a multilayered process framework. Integrating various AI algorithms, including SVM, provides a robust foundation for future empirical testing. The paper effectively outlines the proposed framework, demonstrating clear conceptual thinking and a logical progression through the layers of analysis. The novel approach of layering different analytical methods represents an advancement in predictive modelling within the educational sector, particularly ODL. The framework’s consideration of gender and regional disparities illustrates a commitment to inclusivity and equity in educational research.



An exhaustive review of articles from 2014 to 2024 was conducted to establish an empirical foundation, highlighting critical factors for AI integration in ODL, revealing gender disparities in AI applications, and illuminating AI’s predictive power regarding academic outcomes. This endeavour aims to guide stakeholders in customising AI tools for diverse ODL student populations, promoting optimised learning and championing gender equity. This study introduces a novel Multilayered Process Framework that enhances the understanding of AI’s impact on student outcomes by integrating various predictive algorithms and focusing on equity and accessibility. It also emphasises the framework’s adaptability to various cutting-edge machine learning algorithms, ensuring its relevance in evolving educational contexts. Furthermore, by addressing gender and regional disparities, this research underscores a commitment to inclusivity, striving to make AI-driven educational advancements accessible to all, thereby contributing to global educational equity.



This endeavour goes beyond theoretical framework development, as shown in the work of [6], to include testing and validation with actual data. This work provides empirical evidence to support the framework previously discussed. The study’s current stage involves initial findings that are instrumental in refining the research tool (the questionnaire). The current scope is to execute layers 1 and 2 of the framework, which essentially means using SEM to analyse the intricacies of AI impacts on academic outcomes. In the future, advanced machine-learning techniques will be used to plan more comprehensive validation.



To enhance the impact of our study’s objectives, we have set performance benchmarks, including achieving a Chi-square/df ratio below 3, a Root Mean Square Error of Approximation (RMSEA) below 0.06, and a Comparative Fit Index (CFI) above 0.95. These benchmarks are recognised psychometrics and social sciences standards and were selected to ensure our SEM results’ statistical robustness and validity. These measurable targets demonstrate our framework’s effectiveness in analysing AI’s impact on academic outcomes in ODL environments, providing clear and transparent performance standards to substantiate our conclusions and evaluate our study’s success.



The remaining parts of this paper are organised as follows: Section two presents the literature review. Section three describes the materials and methods employed in the study. It comprises the research design, process framework, model formulation, single-layered framework, and ethical considerations. Section four highlights the practical implications, limitations and future research endeavours, while Section five concludes the paper.




2. Literature Review


AI has rapidly evolved as a transformative force with the potential to reshape many sectors, including education. Scholarly discourse has been ignited, especially concerning AI’s incorporation into the educational sphere, given the profound implications for teaching, learning, and the overall academic milieu. This comprehensive review aims to shed light on AI’s multifaceted role, potential benefits, challenges, and the path forward, especially within ODL paradigms. The studies were curated based on their relevance to applying AI in distance learning contexts, with a particular emphasis on peer-reviewed articles, empirical research, and case studies published within the last decade. This time frame ensures the inclusion of recent advancements in AI technologies and their educational applications.



Profound transformations in pedagogical strategies, mentoring approaches, and educational content have marked the integration of AI in distance education. Several scholars have explored the myriad potentials of AI in ODL settings. For instance, [7] emphasised AI’s potential to enrich ODL methodologies, elucidating the merits and challenges of such computer-assisted systems. On the other hand, refs. [8,9] have shed light on the tangible enhancements AI brings to e-learning platforms, offering adaptive and intelligent services to stakeholders. These insights converge with [10]’s emphasis on understanding the motivators behind AI’s adoption in distance education and its potential to elevate the educational experiences.



However, there remain areas that have yet to be fully explored. Ref. [11] indicated the incomplete integration of AI, especially in open-source learning management systems. This gap highlights the importance of research like ours, which aims to offer a comprehensive process framework and research model, ensuring a more holistic integration of AI into ODL environments. A confluence of factors propels AI’s integration into ODL. Reviewing leading technology acceptance theories, such as the Technology Acceptance Model (TAM) [12] and the Unified Theory of Acceptance and Use of Technology (UTAUT) [13], offers insight into these determinants. Collectively, these theories highlight the ease of use, usefulness, system quality, user satisfaction, and social influences as key influencers.



Further, the recent literature underscores the value of personalised learning in ODL contexts. Refs. [3,14] assert that efficiency, cost-effectiveness, and heightened student engagement are pivotal in AI adoption in ODL. Emotional, real-time feedback [15] and learning-related anxiety play a role in influencing AI adoption [14]. The literature consistently highlights a positive relationship between AI’s application in ODL and enhanced student outcomes. AI-driven platforms significantly improve student performance through personalised learning experiences and immediate feedback [16,17]. Moreover, studies like [18] exemplify AI’s predictive capabilities in assessing student performance trajectories.



AI’s transformative potential extends beyond academic outcomes and pedagogical techniques to reshape interactions in digital educational environments. Emphasising this, ref. [19] underlines the significance of AI in enhancing the rapport between educators and students in online settings. Ref. [20] further advocate for a nuanced exploration of variables, like gender and geographical disparities, ensuring a comprehensive understanding of AI’s educational dynamics. However, specific challenges need addressing. People have raised concerns about the overwhelming presence of AI in education, its potential biases, and its influence on self-guided learning [1,21]. These concerns necessitate a robust predictive, process-based framework that considers both AI’s potential and pitfalls.



When evaluating AI’s influence on ODL, it is imperative to consider moderating factors such as gender and geographical differences, especially between developed and developing nations. Refs. [22,23,24] highlight gender biases and their potential implications for interactions with AI systems. Concurrently, disparities between developed and developing regions can significantly affect AI’s integration and impact. Ref. [25] further underscores the risk of AI intensifying the digital divide, with particular emphasis on challenges faced by women in both developed and developing settings. Some of the previous studies involving ODL include [26,27,28]. In predicting ODL student performance, Support Vector Machine (SVM) stands out as the most precise AI algorithm [18,29,30,31]. Other promising techniques include evolutionary computation and random forest [32,33]. These tools aid in the early detection of at-risk students, ensuring improved educational outcomes.



This literature review is the foundation for our study, which meticulously crafts a process-based framework and research model. Our study decouples from any specific predictive algorithm, offering a universally adaptable model. By intertwining various variables—from AI adoption drivers to gender and regional disparities—we aim to craft a comprehensive, predictive, process-based framework and research model aligning with UNESCO’s 2030 educational aspirations. This inclusivity ensures that the model is versatile, catering to diverse communities and regions, thus expanding opportunities for all.



This comprehensive literature review focuses on specific AI techniques relevant to distance learning, including machine learning algorithms like SVM and random forests. Each technique’s application in enhancing online education, particularly in equity and accessibility, is explored to provide a nuanced understanding of AI’s role in distance learning.



The integration of AI into the educational domain requires thorough research and adaptation. This literature review highlights the need for a predictive, process-based framework. Emphasising robust theoretical integration and ODL-specific customisations is essential. By adopting these insights, the education sector can seamlessly combine AI innovations with pedagogical practices, ensuring a superior learning experience. Table 1 summarises the limitations identified in the related literature and how this current research addresses them. The table effectively bridges the gap between the literature review and the contributions of this study.




3. Materials and Methods


A thorough literature review was undertaken to create a process framework and research model for predicting the impact of AI adoption on students’ academic performance. This approach aimed to harness insights from current research to shape the conceptual framework and model. The following section systematically elaborates on the methodology employed. Our method was divided into a comprehensive literature review and a subsequent design process, emphasising a design-centric approach. The intricate procedures for both phases are detailed below.



3.1. Research Design


The aim was to comprehensively examine, assess, and consolidate existing scholarly literature on implementing AI in educational settings, focusing on its impact on student performance. The primary objective of this research was to comprehensively review and analyse the current body of literature to identify the various factors and theoretical frameworks relevant to adopting AI in educational contexts. This investigation aimed to facilitate the development of a detailed procedural framework and a predictive research model specifically tailored to understanding the effects of AI on ODL student academic outcomes.



	I. 

	
Search Methodology



A comprehensive search strategy was employed, exploring multiple esteemed academic databases such as Google Scholar, Scopus, and Web of Science. The search involved specific keyword combinations, including terms like “Artificial Intelligence” or “AI”, linked with “student performance” or “academic outcomes”, and “adoption factors” or “integration” to capture a broad spectrum of relevant scholarly literature.



To ensure a thorough and methodical approach in our literature search, specific strategies and parameters were set:




	
Search Equations and Boolean Operators: We utilised Boolean operators such as “AND” and “OR” to refine our searches. For instance, searches included equations like “(‘Artificial Intelligence’ OR ‘AI’) AND (‘student performance’ OR ‘academic outcomes’) AND (‘adoption factors’ OR ‘integration’)”.



	
Database-Specific Strategies: Each database was queried with adaptations to its unique indexing and search capabilities. For example, Scopus used specific filters for document type and publication year to streamline the search results.



	
Keyword Variations: To accommodate variations in terminology across different studies and disciplines, multiple synonyms and related terms were used for each key concept, enhancing the breadth and depth of the search.









	II. 

	
Criteria for Literature Selection




	
Inclusion Criteria:













	
Articles and conference papers from peer-reviewed sources focusing on AI in ODL environments.



	
Literature discussing AI adoption theories, models, or frameworks in education.



	
Recent publications (within the last eight years) in English for current relevance.













	
Exclusion Criteria:













	
Articles and conference proceedings that were not peer-reviewed or academic were excluded.



	
Studies not explicitly centred on AI adoption in ODL settings.









	III. 

	
Data Compilation Process From Each Selected Publication:




	
The authors and year of publication are documented.



	
We identify the objectives, also known as research questions.



	
Extracting key findings, particularly on AI adoption factors.



	
Note any significant frameworks, models, or theories mentioned.












These methods were designed to capture a comprehensive range of articles, ensuring that our review was exhaustive and included all pertinent studies.



The ten-year timeframe for our literature search was deliberately chosen to ensure a comprehensive understanding of recent advancements and foundational studies in AI integration within ODL. This timeframe captures the significant technological and educational developments that have influenced AI’s integration into education. Extending our review to ten years, we ensured a comprehensive analysis that included the initial applications and ongoing evolution of AI technologies in educational settings, providing valuable historical context and insight into long-term trends.




3.2. Design of Process-Based Framework


Upon completing the literature review, the focus shifted to the design phase, employing a systematic approach to ensure the new models’ robustness and relevancy. After the exhaustive review and synthesis, the identified themes, principles, and theoretical constructs were utilised as foundational elements in designing the process framework and research model. Various tools and techniques, including mind mapping and conceptual modelling, were employed to visualise and structure the relationships between the elements and constructs drawn from the literature.



This stage also involved careful consideration of the theoretical coherence and logical consistency of the designed framework and model. The constructs were analysed and organised to logically depict the flow and interrelation, reflecting the dynamics of AI adoption and its impact on student’s academic performance.



	I. 

	
Identification of Core Components







The synthesised literature identified the key components influencing AI adoption and its impact on student performance. These components acted as building blocks for the new design.



	II. 

	
Framework Drafting







We crafted an initial draft of the process framework, leveraging insights from the literature and delineating the sequence and interrelationship of core components, from AI adoption determinants to their eventual influence on academic outcomes.



	III. 

	
Model Conceptualisation







We then conceptualised the research model, detailing the variables, their interrelationships, and their theoretical underpinning. The model’s conceptualisation aims to understand how AI adoption could comprehensively predict academic performance.



	IV. 

	
Evaluation and Refinement







The drafted framework and model underwent iterative refinement. The iterative refinement involved reviewing the literature, ensuring alignment with identified factors, and making necessary adjustments for clarity and coherence. Once the initial designs were developed, they underwent a series of evaluations and refinements to ensure their robustness, relevance, and applicability. The frameworks were scrutinised for inconsistencies, redundancies, or gaps, and necessary modifications were made to enhance their comprehensiveness and coherence.



	V. 

	
Tool Selection







Given the design focus, tools were selected to visually represent and articulate the process framework and research model. Software such as Microsoft Visio 2013 provided the means to create clear, visually appealing, and comprehensive diagrams, ensuring the resultant designs were scholarly, robust, and user-friendly.



Figure 1 is the layered architecture depicting the specific procedural steps of the three chosen algorithms. The architecture has five layers, with layer 1 consisting of three components. Layer 2 has three components. Layer 3 has three components. Layer 4 has three components. Layer 5 has one component.



The framework begins by identifying key factors affecting student performance in ODL from the educational, psychology, and technology adoption literature and integrating them into a coherent model for testing specific hypotheses. It employs structural equation modelling (SEM) to articulate and validate these complex relationships, ensuring theoretical and statistical rigour. The model then advances to a machine learning perspective using SVM for its classification accuracy and capability to manage high-dimensional data, optimising SVM algorithms for varied performance outcomes and refining through feature engineering. The improved SVM layer incorporates kernel adjustments and hyperparameter optimisation, enhancing predictive accuracy. The framework culminates in a comparative analysis layer evaluating SEM, SVM, and improved SVM models using accuracy, precision, recall, and F1 score, supporting model selection for educational contexts. This structured methodology aims for empirical validation and real-world applicability in ODL settings, employing multiple algorithms to comprehensively analyse AI’s impact on academic performance.



To ensure clarity and replicability, the methodology (See Figure 1) underpinning our process framework provides a systematic and structured approach for predicting the impact of AI adoption on students’ academic performance in ODL using multiple algorithms such as SVM, improved SVM and SEM.




3.3. Process of Empirical Data Collection and Analysis


In the SEM phase, we focused on validating our multilayered framework and research model using data from surveys administered to ODL students. These surveys, integral to the framework’s design and detailed in Table 2, assessed the AI-based Moodle platform’s effectiveness and user experience. We evaluated vital variables such as interactive capability (IC), knowledge absorption and user satisfaction (KAUS), and system quality and social influence (SQSI). These variables are based on underlying constructs rooted in models like the Unified Theory of Acceptance and Use of Technology (UTAUT), DeLone & McLean’s Information Systems Success Model (D&M), and the Technology Acceptance Model (TAM). These were harmoniously blended with factors explicitly tailored for ODL domains to address aspects relevant to ODL. This evaluation scheme’s comprehensive and systematic design ensured a thorough assessment, capturing various dimensions of user experience and system efficacy.



Each survey item was meticulously crafted to measure specific constructs, drawing from established theoretical models, ensuring a robust framework for analysing the AI-based Moodle platform’s impact on learning outcomes. The collected data were analysed using SEM to verify the relationships and constructs within our model. Responses were recorded on a Likert scale, with the encoding ranging from “Strongly Disagree” (1) to “Strongly Agree” (5).



Future research stages will incorporate machine-learning algorithms to analyse real-world ODL data further, aiming to enhance our model’s predictive capabilities.



	i. 

	
Empirical Data Collection: Data are being gathered from ODL systems, focusing on variables identified in Table 2. The study’s current stage involves initial datasets and findings that are instrumental in refining the research tool (the questionnaire). Furthermore, more comprehensive validation is planned for the future using SVM and an improved SVM machine learning algorithm.




	ii. 

	
Application of Machine Learning Algorithms: SEM will be used to validate the relationships between these variables. Future research plans to use the SVM and an improved SVM to predict student performance based on the identified variables.




	iii. 

	
Evaluation of Algorithms: We will evaluate the performance of SEM using identified metrics such as the Root Mean Square Error of Approximation (RMSEA), the Comparative Fit Index (CFI), the Tucker-Lewis Index (TLI), and the Standardized Root Mean Square Residual (SRMR). The SVM, an improved SVM, and SEM will be compared based on accuracy, precision, and ability to model complex relationships in future research.




	iv. 

	
Comparative Analysis: Analysing the strengths and weaknesses of each algorithm in the context of ODL to determine the most effective method for predicting and understanding student performance in these environments will be done in future research as more data is gathered to train the SVM models.







This approach ensures a comprehensive validation of the research model and framework, providing a robust analysis of AI’s impact on academic outcomes in ODL.



This framework facilitates understanding the complex relationships between key factors in AI adoption and academic outcomes by integrating the theoretical foundations of AI, ODL, and machine learning algorithms such as SVM and SEM. The framework is independent of machine learning algorithms, and it guides future empirical studies and practical implementation, enabling educational institutions to leverage AI effectively in ODL to enhance students’ academic performance and learning experiences.



In summary, the process framework adopted for this research work encompasses a comprehensive approach that includes a literature review, research model formulation, data collection, rigorous analysis, predictive modelling, and interpretation of findings. By adhering to this framework, this study aims to ensure methodological coherence and produce valuable insights into the relationship between AI adoption and students’ academic performance in ODL environments.




3.4. Research Model Formulation


The research model delineates the principal elements and correlations in predicting AI adoption’s impact on students’ academic performance. This model integrates three primary aspects: AI adoption factors, moderating factors such as gender and regional/geographical differences, and the outcome variable.



3.4.1. AI Adoption Factors


In ODL, AI adoption factors capture a broad spectrum of variables that directly influence the assimilation and application of AI technologies. The variables used as AI adoption factors and the hypothesis proposed in the work of [5] are used in this study.




3.4.2. Moderating Factors Such as Gender and Geographical Differences


The moderating factors, such as gender and geographical differences, are recognised for their influence on the effect of AI adoption on students’ academic performance in ODL. These variables were incorporated into the multilayered framework research model. Model parameters were adjusted, and stratified data analysis was employed to examine how AI adoption impacts diverse student groups and to understand the varied responses across different demographics in ODL settings. This approach ensures that the framework is inclusive and reflects global educational diversity, explicitly focusing on the moderating effects of gender and geographical differences during framework implementation.




3.4.3. Outcome Variable


The outcome variable in this study is students’ academic performance, which is measurable through diverse metrics like final grades, assessment scores, or overall grade point average (GPA). Academic performance is the dependent variable, predicted using AI adoption and moderating factors.



The research model (see Figure 2) hypothesises that AI adoption factors influence students’ uptake of AI in ODL, affecting their academic performance. Moderating factors act as intermediary variables to clarify the relationship between AI adoption and academic outcomes.



This multilayered process framework employs algorithms to develop predictive models that forecast academic performance based on recognised factors and moderators. By incorporating AI adoption and moderating factors and using multiple algorithms, the model offers a systematic methodology to examine the impact of AI on academic performance in ODL. The insights from this study aim to enhance the integration of AI in education and optimise learning experiences in online settings.





3.5. Preliminary Empirical Validation of the Framework


3.5.1. Method of Analysis


This research utilised SEM to analyse collected data and assess the impact of AI adoption on students’ academic performance, considering gender and geographical regions. Currently, the study focuses on SEM analysis as depicted in layers 1 and 2 of Figure 1, with plans to incorporate SVM techniques in future phases once more data are available.



SEM investigates the relationships between AI adoption factors, academic performance, and other moderating variables. Future stages will introduce an enhanced SVM algorithm designed to handle non-linear relationships and noisy data effectively, with improvements for managing missing values, ensuring internal consistency with a Cronbach’s alpha threshold of 0.7 and reducing multicollinearity to enhance reliability and interpretability.



We conducted the SEM analyses using R (version 4.1.2) and the Lavaan package (version 0.6–17), ensuring the models’ reproducibility and integrity. The subsequent introduction of SVM and its comparative analysis with SEM will complete the framework for predicting academic performance in ODL.




3.5.2. Test for Multicollinearity


The variance inflation factor (VIF) is a statistical tool used to diagnose multicollinearity among predictors in a regression model. The VIF measures how much the variance of an estimated regression coefficient increases due to multicollinearity. It measures the inflation in the regression parameter estimates’ variances due to collinearities among the predictors. The rule of thumb is that a VIF exceeding 10 indicates high multicollinearity [34]. VIF is calculated in Equation (1) for each predictor variable as follows:


  V I   F   i   =    1   1 −   R   i   2       



(1)




where     R   i   2     is the coefficient of determination of regression of predictor i on all of the other predictors. A high VIF indicates that the predictor is highly correlated with the other predictors, making it difficult to assess the individual contribution of predictors to the variation in the response variable [35].




3.5.3. Model Evaluation


While SEM and SVM serve different purposes and employ distinct methodologies, integrating insights from both offers a robust approach to understanding and predicting complex phenomena. SEM validates theoretical relationships and constructs, which can enhance the predictive patterns identified by SVM. Particularly effective is when SVM’s variable importance corroborates SEM’s established relationships, allowing for a comprehensive cross-validation approach that enriches SVM’s interpretive value within a well-supported theoretical framework.



When evaluating SEM models, the focus is on the model fit indices, which determine how well the model reproduces the observed data. Standard indices include the Chi-Square Test of Model Fit (χ2), which compares the model to the observed covariance matrix; a non-significant chi-square suggests a good fit but it is sensitive to sample size [36]. The RMSEA measures the lack of fit against a perfect model, with values ≤ 0.05 indicating a close fit and values > 0.10 a poor fit [37]. Comparing the model against a baseline, the CFI and TLI denote a good fit with values ≥ 0.95 [38]. The Standardized Root Mean Square Residual (SRMR), with ideal values < 0.08, averages discrepancies between observed and predicted correlations [39]. These indices assess the overall model structure’s coherence with empirical data, focusing on inter-variable relationships rather than individual prediction accuracy.



Currently, this research is focused on executing layers 1 and 2 of the framework, as outlined in Figure 1, using only SEM at this stage. Plans for incorporating SVM and an improved SVM, along with a comparative analysis of SEM, SVM, and the enhanced SVM, are slated for future research once sufficient data has been collected to robustly support these machine learning models.





3.6. Measures for Validity and Reliability in the Systematic Search and Data Analysis Model


In order to guarantee validity and reliability in carrying out the systematic search and using the model applied for data analysis, predefined keywords, Boolean operators, and search equations tailored to each database were used alongside strict inclusion and exclusion criteria. Structural Equation Modelling (SEM) was employed for data analysis, enhanced by cross-validation and established goodness-of-fit measures such as the Chi-square/df ratio, RMSEA, and CFI. We also assessed multicollinearity using VIF to maintain statistical integrity. These rigorous methodologies guarantee the robustness and replicability of the findings.




3.7. Ethical Considerations in the Framework


Efforts to maximise the educational value of artificial intelligence (AI) in education are tempered by significant risks and limitations, as noted by [40,41], including privacy concerns and ethical implications. These challenges must be effectively addressed during the integration process. The process-based framework developed for this purpose emphasises privacy, data security, and bias mitigation within AI’s educational applications. It implements stringent privacy measures and secure data protocols, ensuring student confidentiality and the protection of their rights. Additionally, the framework incorporates bias mitigation strategies designed to provide equitable learning experiences by accounting for gender and location as moderating factors. These measures demonstrate a commitment to the ethical use of AI in education, striving to align with societal values and legal standards through data anonymisation, secure data handling, and systematic checks for algorithmic bias.





4. Results


This section concisely and precisely describes the experimental results, their interpretation, and the conclusions drawn.



Results of the Structural Equation Modelling


Table 3 lists the variables used in this study, including the AI adoption factors and the outcome variable. Table 4 provides a structured way to glance at each composite score’s statistical summary across measures like count, mean, standard deviation, percentiles (25th and 75th), and variance. This organisation helps analyse and compare each measure’s distribution and variability succinctly. Table 5 presents each predictor’s VIF, used to identify multicollinearity in regression models. If the predictors are correlated, the VIF values indicate how much the variance of an estimated regression coefficient increases. Table 6 provides a summary of how well the model fits the data. Table 7, Table 8, Table 9 and Table 10 offer a detailed view of the regression estimates, highlighting both main and interaction effects within the structural equation model. It allows for a nuanced discussion of how each variable affects the dependent variable individually, as well as gender and location modifiers. They summarise the estimated parameters of the model, including path coefficients, variances, and their statistical significance.





5. Discussion


The discussion covers statistical summaries, multicollinearity tests, and model fit indices, revealing nuanced perceptions of AI adoption in ODL. Notable findings include variable independence validation, model fit excellence, and varied parameter influences, with gender and location moderating effects highlighted.



5.1. Statistical Summary


Table 4 presents a statistical summary of nine composite measures related to AI adoption in ODL. Each measure was analysed based on a sample size of 361, indicating uniform data collection. The mean scores mostly hover around four, suggesting generally positive perceptions, except for the AILA and ARFC Composites, which score lower, indicating less favourable or more varied perceptions.



Standard deviations vary, with AILA showing the highest variability (1.258) and SAP Composite being the least (0.498), respectively, indicating the most and least minor consensus among responses. The variance also reflects the data spread, with higher variances indicating greater response diversity, particularly in the AILA.



The 25th and 75th percentiles highlight the data distribution, with some measures showing a more comprehensive interquartile range, suggesting polarised responses. This table effectively quantifies AI perception’s dispersion and central tendencies across educational aspects, guiding further detailed analysis and decision-making in ODL enhancements.




5.2. Test for Multicollinearity Using VIF


Table 5 presents the VIF for predictors in the regression model, assessing multicollinearity. ‘KAUS’ and ‘IC’ exhibit VIF values above three, indicating moderate multicollinearity, while ‘ARFC’ and ‘AILA’ show lower VIF values, suggesting less concern. This analysis validates variable independence and ensures regression reliability; a VIF exceeding 10 indicates high multicollinearity.




5.3. Model Fit Indices Discussion


With a Comparative Fit Index (CFI) and Tucker–Lewis Index (TLI), the model achieved perfect fit indices of 1.000, indicating an excellent fit for the data. The root mean square error of approximation (RMSEA) was 0.000, and a standardised root mean square residual (SRMR) error of 0.000 suggests a perfect fit. The test statistic for the user model was 0.000 with zero degrees of freedom, indicating that it was just identified. The baseline model showed a chi-square of 425.992 with 24 degrees of freedom, yielding a highly significant p-value (<0.001), which supports the substantial improvement of the user model over the baseline model. The unrestricted (H1) and user model (H0) likelihood values were −110.518. The Akaike Information Criterion (AIC) was 271.035, the Bayesian Information Criterion (BIC) was 368.188, and the sample-size adjusted BIC (SABIC) was 288.875, which provides a robust basis for model comparison and selection.




5.4. Parameter Estimation Discussion


The parameter estimates indicated varied influences of the variable’s scores on the SAP outcome. Notably, the IC exhibited the most substantial positive impact (Estimate = 0.598, SE = 0.060, p < 0.001), suggesting a strong predictive relationship with the SAP score. In contrast, interactions such as AAR by gender (Estimate = −0.103, SE = 0.112, p = 0.360) and CAAI by gender (Estimate = 0.205, SE = 0.073, p = 0.005) underscore the moderating effects of gender, albeit with varied significance and directionality.



Geographical location also moderated several relationships, such as the strong positive effect of EEU on SAP within different locations (Estimate = 0.576, SE = 0.129, p < 0.001), highlighting the contextual sensitivity of educational outcomes to geographic factors.



When comparing the findings of this study with previous models, it is evident that the proposed Multilayered Process Framework enhances the predictive accuracy and provides a more nuanced understanding of AI’s impact on student outcomes in ODL. Previous models, such as those discussed by [40,41], primarily focused on single-layered analytical approaches. However, a multi-layer analysis incorporating SEM and plans for integrating SVM in future research offers a more comprehensive examination of AI influences. Notably, we considered gender and geographical location as moderating factors, which were previously overlooked. This advancement improves the accuracy in predicting academic performance and highlights AI’s practical applications in improving educational strategies. Future research incorporating SVM will validate and refine the model, ensuring robust and adaptable AI-driven educational technologies.




5.5. Practical Implications, Limitations of the Study and Future Research Endeavours


These findings highlight the intricate interactions between student characteristics, the educational environment, and learning outcomes. The study’s notable interactions indicate that gender and geographical location are critical in shaping educational strategies. When designing and implementing learning strategies, educational institutions should consider these factors. This model provides a nuanced understanding that can inform tailored interventions, enhancing educational effectiveness by addressing demographic and locational diversity. Moreover, the insights from this study are vital for shaping educational strategies and policies. They emphasise the importance of adopting adaptive learning strategies that consider the diverse needs of students based on gender and location, potentially improving learning outcomes.



This research emphasises the importance of personalised educational approaches. For instance, the positive impact of interactive capabilities on student academic performance suggests that integrating interactive AI tools can significantly enhance learning. Moreover, understanding the specific needs and challenges faced by students from different locations or gender backgrounds can help in designing more effective educational tools and strategies.



While this study provides valuable insights, it is not without limitations. The reliance on structural equation modelling necessitates assumptions about linearity and relationships among variables, which may not fully capture the complexity of educational dynamics. Additionally, the study’s context, limited to a specific educational setting, may affect the generalizability of the findings.



Future research will concentrate on gathering additional data to complete the remaining layers of the proposed multilayered framework, which includes the SVM and the improved SVM models. It will facilitate a comprehensive comparative analysis between the SEM, SVM, and improved SVM approaches to better understand their predictive accuracy and differences in educational settings. Ensuring sufficient data collection is critical for effectively training these machine learning models. Therefore, efforts will be directed towards accumulating a robust dataset that supports these sophisticated analytical techniques. Further studies will also identify which AI adoption factors most significantly influence academic performance prediction, providing deeper insights into targeted educational interventions and the dynamics of AI-enhanced learning environments. These efforts can extend the current study’s implications, offering a more robust framework for understanding and enhancing student academic performance through targeted educational strategies.



This study significantly enhances the theoretical and practical understanding of AI in education, yet further efforts are needed to improve its adaptability, effectiveness, and ethical application across varied educational environments. It is recommended that future research incorporate longitudinal studies to assess the long-term effects and sustainability of the AI-driven interventions proposed by the framework.



We have designed the framework for incremental adoption, tailored to diverse technological and educational needs, to enhance accessibility and simplify the application of the multilayered framework for various users, including those with limited experience in advanced analytics. Training modules and support materials are provided to assist educators and technical staff, and the use of open-source tools is advocated, along with fostering a community of practice for ongoing support. In future stages, the phased validation of the framework will incorporate progressively complex layers and integrate advanced methods like SVM. Additionally, Likert scales will be employed in surveys to standardise data collection, making analysis straightforward even for those with basic statistical skills. These steps will ensure the framework is robust yet user-friendly, promoting effective adoption across different educational contexts. Targeted training programs and user-friendly tools have been enhanced to prevent overfitting and strengthen the commitment to ethical AI use, focusing on robust data privacy measures and reducing algorithmic biases.





6. Conclusions


In conclusion, the preliminary insights into a multilayered framework for predicting academic performance in ODL have illuminated the intricate interplay between AI adoption factors and educational outcomes in a distance learning context. Our exploration through structural equation modelling has highlighted the significant roles that gender and geographical location play in shaping academic performance. This study emphasises the necessity for educational institutions to adopt adaptive and personalised learning strategies that cater to the diverse needs of students.



These findings lay a foundational educational policy and strategy platform, advocating for personalised approaches sensitive to the student body’s demographics and locational diversities. As we continue integrating advanced technologies like AI into education, our methodologies must evolve to fully leverage these tools to enhance educational effectiveness.



Future phases of this research will focus on enriching the dataset to support the complete execution of the framework, including comparative analyses between standard SVM and improved SVM models. This endeavour aims to refine our predictive capabilities and contribute to a more nuanced understanding of how AI adoption factors influence academic performance. By advancing this research, we aim to establish a comprehensive model that predicts educational outcomes and significantly enriches the educational experience for all students, regardless of their circumstances.



Recommendations


In light of the results of this study, it is recommended that educational institutions prioritise the development of adaptive learning strategies that cater to students’ specific demographic and geographic backgrounds. Institutions should improve data collection processes to refine AI tool utilisation for real-time analytics, facilitating targeted interventions. Additionally, educators should receive ongoing training in AI applications within educational settings to effectively integrate these insights into curriculum design and teaching methodologies. Policymakers should consider these factors to ensure inclusivity and effectiveness in educational policy development. Further research should focus on comparing standard and improved SVM models to determine the most impactful AI adoption factors on academic performance. By championing these recommendations, we anticipate further enriching the realm of AI in ODL, driving transformative change and fostering academic excellence.
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Figure 1. The Multilayered Process Framework for Predicting the Impact of AI Adoption on Students’ Academic Performance in ODL (Source: [6]). 
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Figure 2. Research Model (Source: [6]). 






Figure 2. Research Model (Source: [6]).



[image: Electronics 13 02808 g002]







 





Table 1. Addressing limitations in related work.
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	References
	Limitation Identified
	Addressed by Current Study





	[11]
	Incomplete integration of AI in open-source LMS.
	The research proposes a holistic framework that ensures comprehensive AI integration in Open and Distance Learning (ODL) environments.



	[23,24]
	Gender biases and geographical disparities in AI adoption.
	It incorporates a nuanced analysis that accounts for gender and geographical disparities, aiming for equitable AI integration.



	[3,4]
	The potential of AI in ODL has not been fully realised.
	Introduces a Multi-layer Process Framework to harness AI’s full potential in enhancing ODL outcomes.



	[10]
	Lack of understanding of AI adoption motivators.
	The study explores AI adoption drivers in depth, integrating these insights into the framework design.



	[1,21]
	Concerns about AI’s overwhelming presence and potential biases.
	The framework prioritises ethical considerations by embedding privacy, data security, and bias mitigation strategies within its structure.



	[16,18]
	AI’s predictive capabilities on academic outcomes are not fully leveraged.
	Leverages advanced predictive algorithms for accurate student performance forecasts, including an improved SVM.



	[19,20]
	Limited exploration of AI’s impact on educator-student rapport.
	It aims to enhance digital educational interactions, using AI to improve communication and feedback loops.



	[25]
	Risk of AI intensifying the digital divide.
	Addresses digital divide concerns by ensuring the framework’s adaptability across diverse educational settings.










 





Table 2. Questionnaire items used to measure the research model’s variables.
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Variables

	
Items

	
Source

	
Constructs Measured






	
AI Alignment and Relevance (AAR)

	

	
I feel that the AI-based Moodle platform used in my course aligns well with my learning needs and objectives.






	
Elements Peculiar to ODL

	
Institutional Alignment




	

	2.

	
The AI-based Moodle platform implemented in my institution aligns with its educational goals and values.







	
Elements Peculiar to ODL

	
Institutional Alignment




	

	3.

	
The use of AI-based Moodle platform features makes my course content more relevant.







	
UTAUT

	
Perceived Usefulness




	

	4.

	
Using the AI-based Moodle platform in my course positively impacts my attitude towards technology in education.







	
TAM

	
Attitude toward Technology




	
Comparative Advantage of AI (CAAI)

	

	
Learning with the AI-based Moodle platform is more effective than traditional educational methods.






	
Elements Peculiar to ODL

	
Comparative Advantage




	

	2.

	
The AI-based Moodle platform features provide significant advantages to my learning process compared to traditional methods.







	
Elements Peculiar to ODL

	
Comparative Advantage




	

	3.

	
Learning with the AI-based Moodle platform is more efficient in terms of time and resource utilisation.







	
UTAUT

	
Perceived Usefulness




	

	4.

	
The AI-based Moodle platform enhances the effectiveness of my learning outcomes compared to traditional methods.







	
UTAUT

	
Perceived Usefulness




	
Ease and Enjoyment of Use (EEU)

	

	
I find it easy to use the AI-based Moodle platform for learning in my course.






	
UTAUT

	
Perceived Ease of Use




	

	2.

	
My experience interacting with the AI-based Moodle platform in my course is enjoyable.







	
UTAUT

	
Perceived Enjoyment




	

	3.

	
Learning with the AI-based Moodle platform is intuitive and user-friendly.







	
UTAUT

	
Perceived Ease of Use




	

	4.

	
The use of the AI-based Moodle platform in my course is engaging and motivating.







	
UTAUT

	
Perceived Enjoyment




	
AI Readiness and Facilitating Conditions (ARFC)

	

	
I feel well-prepared to use the AI-based Moodle platform in my learning.






	
Elements Peculiar to ODL

	
Readiness for AI adoption




	

	2.

	
My institution is well-prepared for adopting and implementing the AI-based Moodle platform.







	
Elements Peculiar to ODL

	
Readiness for AI adoption




	

	3.

	
I receive substantial support (technical, learning resources, etc.) in using the AI-based Moodle platform for learning.







	
UTAUT

	
Facilitating Conditions




	

	4.

	
The conditions in my institution facilitate the effective use of the AI-based Moodle platform for learning.







	
UTAUT

	
Facilitating Conditions




	
AI-induced Learning Anxiety (AILA)

	

	
I often feel anxious or stressed about using the AI-based Moodle platform in my course.






	
Elements Peculiar to ODL

	
Stress linked to AI-based learning.




	

	2.

	
I feel worried about relying on the AI-based Moodle platform for learning.







	
Elements Peculiar to ODL

	
Stress linked to AI-based learning.




	

	3.

	
I often feel overwhelmed by the complexity of the AI-based Moodle platform used in my course.







	
Elements Peculiar to ODL

	
Stress linked to AI-based learning.




	

	4.

	
I worry that errors or problems in the AI-based Moodle platform could negatively impact my learning outcomes.







	
Elements Peculiar to ODL

	
Stress linked to AI-based learning.




	
Interactive Capability (IC)

	

	
I feel well-prepared to interact and collaborate in an online environment facilitated by the AI-based Moodle platform.






	
Elements Peculiar to ODL

	
Preparedness for online interactions




	

	2.

	
The AI-based Moodle platform has enhanced my ability to interact with teachers and peers.







	
TAM

	
Perceived usefulness




	

	3.

	
The use of the AI-based Moodle platform has positively impacted my collaboration in group projects or activities.







	
Elements Peculiar to ODL

	
Impact on group collaboration




	

	4.

	
The AI-based Moodle platform facilitates effective communication in my learning environment.







	
UTAUT

	
Perceived Ease of Use




	
Knowledge Absorption and User Satisfaction (KAUS)

	

	
The AI-based Moodle platform enhances my understanding and absorption of course material.






	
Elements Peculiar to ODL

	
Impact on knowledge uptake




	

	2.

	
I am satisfied with my learning outcomes due to the use of the AI-based Moodle platform.







	
D&M Model

	
User Satisfaction




	

	3.

	
The AI-based Moodle platform often aids in clarifying complex course material or concepts.







	
Elements Peculiar to ODL

	
Impact on knowledge uptake




	

	4.

	
The use of the AI-based Moodle platform improves my satisfaction with the learning experience.







	
D&M Model

	
User Satisfaction




	
Systems Quality and Social Influence (SQSI)

	

	
The AI-based Moodle platform used in my course is of high quality (reliability, speed, design, etc.).






	
D&M Model

	
System Quality




	

	2.

	
The views of my peers significantly influence my usage of the AI-based Moodle platform in my course.







	
UTAUT

	
Social Influence




	

	3.

	
Social media, discussions with peers, or instructors’ opinions have a strong impact on my acceptance and use of the AI-based Moodle platform.







	
UTAUT

	
Social Influence




	

	4.

	
High-quality AI systems enhance their acceptance and use among my peers.







	
D&M Model

	
System Quality




	
Students’ Academic Performance

	

	
I believe that using AI tools like the AI-based Moodle platform has improved my academic performance.






	
Self-Assessment

	
Perceived Academic Enhancement




	

	2.

	
AI in online learning has helped me better understand the course materials.







	
Self-Assessment

	
Perceived Understanding




	

	3.

	
AI tools like the AI-based Moodle platform have contributed to better grades in my courses.







	
Self-Assessment

	
Perceived Grade Improvement




	

	4.

	
How would you classify your Cumulative Grade Point Average (CGPA) on a scale of 5? Please select the range that applies to your academic performance.







	
Academic Records

	
Objective Academic Performance











 





Table 3. Variables used in the study.
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	S/N
	Variables
	Description





	1
	AI Alignment and Relevance (AAR)
	Measures of AI’s fit with student and institutional needs, integrating Institutional Alignment, Attitude toward Technology, and facets of Perceived Usefulness.



	2
	Comparative Advantage of AI (CAAI)
	Assesses the benefits of AI versus traditional methods, integrating Comparative Advantage and aspects of Perceived Usefulness.



	3
	Ease and Enjoyment of Use (EEU)
	This measure gauges the simplicity and pleasure of AI use by blending Perceived Ease of Use and Perceived Enjoyment.



	4
	AI Readiness and Facilitating Conditions (ARFC)
	It evaluates the readiness for AI adoption and existing supportive conditions.



	5
	AI-induced Learning Anxiety (AILA)
	It determines the stress linked to AI-based learning.



	6
	Interactive Capability (IC)
	Assesses preparedness for and enhancements in AI-facilitated online interactions.



	7
	Knowledge Absorption and User Satisfaction (KAUS)
	It examines AI’s impact on knowledge uptake and overall user contentment.



	8
	Systems Quality and Social Influence (SQSI)
	It evaluates AI system quality and the role of societal factors in its adoption.



	9
	Student’s Academic Performance (SAP)
	Measures the educational outcomes and academic achievements of students.










 





Table 4. Statistical Summary of Composite Measures in AI Adoption.
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	Variables
	N
	Mean
	Std. Dev
	25%
	75%
	Variance





	AAR
	361
	4.337
	0.474
	4.00
	4.75
	0.224



	CAAI
	361
	4.335
	0.563
	4.00
	4.75
	0.317



	EEU
	361
	4.339
	0.533
	4.00
	5.00
	0.284



	ARFC
	361
	3.921
	0.842
	3.25
	4.50
	0.709



	AILA
	361
	3.274
	1.258
	2.00
	4.25
	1.583



	IC
	361
	4.179
	0.592
	4.00
	4.50
	0.351



	KAUS
	361
	4.228
	0.554
	4.00
	4.50
	0.306



	SQSI
	361
	3.971
	0.807
	3.75
	4.50
	0.651



	SAP
	361
	4.348
	0.498
	4.00
	4.75
	0.248










 





Table 5. Variance Inflation Factors (VIF) for Predictors.
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	Variables
	VIF





	AAR
	2.761451



	CAAI
	2.133114



	EEU
	2.741645



	ARFC
	1.374151



	AILA
	1.637115



	IC
	3.573034



	KAUS
	4.914508



	SQSI
	2.587426



	SAP
	2.588414










 





Table 6. Model Fit Indices.
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	Fit Index
	Value
	Description





	Chi-Square (χ2)
	0.000
	Model’s chi-square statistic



	Degrees of Freedom
	0
	Degrees of freedom for the model



	Comparative Fit Index (CFI)
	1.000
	Indicates an excellent fit of the user model



	Tucker–Lewis Index (TLI)
	1.000
	It also indicates an excellent fit of the user model



	Root Mean Square Error of Approximation (RMSEA)
	0.000
	Suggests a perfect fit with a lower bound of 0.000 and upper bound of 0.000



	Standardised Root Mean Square Residual (SRMR)
	0.000
	Reflects perfect model fit



	Akaike Information Criterion (AIC)
	271.035
	A measure for model comparison



	Bayesian Information Criterion (BIC)
	368.188
	A measure for model comparison considering sample size



	Sample-size adjusted BIC (SABIC)
	288.875
	Adjusted BIC for model comparison










 





Table 7. Parameter estimates (main effects).
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	Predictor
	Estimate
	Std.Err
	z-Value
	p-Value
	Std.lv
	Std.All





	SAP ~
	
	
	
	
	
	



	AAR
	−0.148
	0.095
	−1.560
	0.119
	−0.148
	−0.118



	CAAI
	−0.137
	0.051
	−2.678
	0.007
	−0.137
	−0.154



	EEU
	0.065
	0.078
	0.839
	0.402
	0.065
	0.060



	ARFC
	−0.094
	0.045
	−2.103
	0.035
	−0.094
	−0.161



	AILA
	−0.038
	0.031
	−1.238
	0.216
	−0.038
	−0.088



	IC
	0.598
	0.060
	9.983
	<0.001
	0.598
	0.640



	KAUS
	0.525
	0.095
	5.518
	<0.001
	0.525
	0.488



	SQSI
	0.241
	0.064
	3.786
	<0.001
	0.241
	0.327










 





Table 8. Parameter estimates (interactions with gender).






Table 8. Parameter estimates (interactions with gender).














	Predictor
	Estimate
	Std.Err
	z-Value
	p-Value
	Std.lv
	Std.All





	Interactions: Gender
	
	
	
	
	
	



	AAR-Gender
	−0.103
	0.112
	−0.915
	0.360
	−0.103
	−0.364



	CAAI-Gender
	0.205
	0.073
	2.785
	0.005
	0.205
	0.735



	EEU-Gender
	0.257
	0.105
	2.438
	0.015
	0.257
	0.910



	ARFC-Gender
	0.096
	0.047
	2.068
	0.039
	0.096
	0.321



	AILA-Gender
	0.146
	0.035
	4.160
	<0.001
	0.146
	0.491



	IC-Gender
	−0.124
	0.096
	−1.291
	0.197
	−0.124
	−0.437



	KAUS-Gender
	−0.186
	0.115
	−1.611
	0.107
	−0.186
	−0.649



	SQSI-Gender
	−0.296
	0.071
	−4.150
	<0.001
	−0.296
	−1.008










 





Table 9. Parameter estimates (interactions with location).






Table 9. Parameter estimates (interactions with location).














	Predictor
	Estimate
	Std. Err
	z-Value
	p-Value
	Std. lv
	Std. All





	Interactions: Location
	
	
	
	
	
	



	AAR-Location
	0.357
	0.107
	3.326
	0.001
	0.357
	1.281



	CAAI-Location
	0.193
	0.103
	1.876
	0.061
	0.193
	0.705



	EEU-Location
	0.576
	0.129
	4.460
	<0.001
	0.576
	2.090



	ARFC-Location
	0.002
	0.047
	0.043
	0.966
	0.002
	0.006



	AILA-Location
	−0.065
	0.034
	−1.919
	0.055
	−0.065
	−0.213



	IC-Location
	−0.763
	0.084
	−9.134
	<0.001
	−0.763
	−2.710



	KAUS-Location
	−0.139
	0.131
	−1.062
	0.288
	−0.139
	−0.494



	SQSI-Location
	−0.178
	0.068
	−2.599
	0.009
	−0.178
	−0.609










 





Table 10. Parameter estimates (Variances).






Table 10. Parameter estimates (Variances).





	Variable
	Estimate
	Std. Err
	z-Value
	p-Value
	Std.lv
	Std.All





	. SAP
	0.108
	0.008
	13.416
	<0.001
	0.108
	0.306
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