

  electronics-13-02842




electronics-13-02842







Electronics 2024, 13(14), 2842; doi:10.3390/electronics13142842




Review



Explainable Artificial Intelligence-Based Decision Support Systems: A Recent Review



Georgios Kostopoulos 1,2, Gregory Davrazos 2 and Sotiris Kotsiantis 2,*





1



School of Social Sciences, Hellenic Open University, 263 35 Patra, Greece






2



Educational Software Development Laboratory (ESDLab), Department of Mathematics, University of Patras, 265 04 Patras, Greece









*



Correspondence: sotos@math.upatras.gr







Citation: Kostopoulos, G.; Davrazos, G.; Kotsiantis, S. Explainable Artificial Intelligence-Based Decision Support Systems: A Recent Review. Electronics 2024, 13, 2842. https://doi.org/10.3390/electronics13142842



Academic Editor: Simeone Marino



Received: 28 May 2024 / Revised: 12 July 2024 / Accepted: 14 July 2024 / Published: 19 July 2024



Abstract

:

This survey article provides a comprehensive overview of the evolving landscape of Explainable Artificial Intelligence (XAI) in Decision Support Systems (DSSs). As Artificial Intelligence (AI) continues to play a crucial role in decision-making processes across various domains, the need for transparency, interpretability, and trust becomes paramount. This survey examines the methodologies, applications, challenges, and future research directions in the integration of explainability within AI-based Decision Support Systems. Through an in-depth analysis of current research and practical implementations, this article aims to guide researchers, practitioners, and decision-makers in navigating the intricate landscape of XAI-based DSSs. These systems assist end-users in their decision-making, providing a full picture of how a decision was made and boosting trust. Furthermore, a methodical taxonomy of the current methodologies is proposed and representative works are presented and discussed. The analysis of recent studies reveals that there is a growing interest in applying XDSSs in fields such as medical diagnosis, manufacturing, and education, to name a few, since they smooth down the trade-off between accuracy and explainability, boost confidence, and also validate decisions.
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1. Introduction


Artificial Intelligence (AI) is a rapidly growing research area which currently affects almost every aspect of human life. The science of building and enabling machines to act and think with human intelligence has climbed up to the top of computer science, although it originally constituted a branch of it [1]. A plethora of AI methods utilizing complex Machine Learning (ML) algorithms (e.g., Deep Neural Networks) have been implemented and applied for solving a wide range of tasks in various domains such as medical diagnosis, manufacturing, and education, to name a few. Although these algorithms have been proven to be quite effective and accurate, they suffer in terms of results, trust, and explainability, since they normally operate as obscure black boxes [2]. Normally, the most effective learning model in terms of accuracy (e.g., a Deep Learning model) is the least explainable, and vice versa (e.g., a Decision Tree). This trade-off between the accuracy and explainability of AI models (Figure 1) is effectively tackled by Explainable Artificial Intelligence (XAI) methods. XAI is a sub-field of AI which provides the appropriate methodologies for explaining and interpreting the results produced by complicated ML models [3]. According to [4], XAI refers to the creation of human-comprehensible AI models that enable end-users to understand and trust their predictions while ensuring a high level of accuracy.



The need for in-depth understanding of the decision-making process has led to the development of human-centered Decision Support Systems (DSSs) of improved explainability, referred to as Explainable Decision Support Systems (XDSSs). As a result, a plethora of studies has emerged recently concerning the implementation of XDSSs in a wide range of fields, demonstrating promising results compared to the traditional ones. However, there is a lack of literature reviews summarizing these studies and introducing the most promising ones.



The relationship between AI and DSSs is intricate and synergistic, representing a powerful fusion of advanced technologies aimed at enhancing decision-making processes. AI methods are integrated into DSSs to analyze large datasets and identify patterns or trends. This enables predictive analytics by assisting decision-makers to anticipate outcomes and make data-driven choices. AI-based DSSs often incorporate Natural Language Processing (NLP) to understand and process human language. This facilitates the extraction of valuable information from unstructured data sources, such as textual documents, supporting decision-making based on comprehensive insights.



Following up on recent research, the main focus of the current study is to provide a comprehensive review of the current work on the latest applications in DSSs exploiting XAI methods. The core contributions of this paper are listed below:




	
We introduce a comprehensive background regarding XDSSs.



	
We propose a methodological taxonomy of XDSSs.



	
We provide an organized overview of recent works about XDSSs according to the application field.



	
Finally, we highlight the challenges and future research directions.








The rest of the paper is organized as follows: Section 2 provides the requisite background of the review, deepening key terms and clarifying essential concepts. Section 3 presents the proposed taxonomy regarding XDSSs while analyzing the individual sub-groupings. Recent studies are presented and discussed in Section 4 according to the application field. Finally, Section 5 concludes the study, considering new paths for future work.




2. Background


It is important, before delving deep into the XDSSs context, to present key issues and clarify some essential concepts. Therefore, we provide a detailed definition of the core terms related to this study.



2.1. Decision Support Systems


DSSs constitute a research area which encompasses real systems used by decision-makers for resolving real problems more effectively [5]. Many researchers have studied DSSs from various perspectives. Generally, there is no standard accepted definition for DSSs. A DSS has been defined in existing studies as follows:




“an interactive computer-based system, which helps decision makers utilize data and models to solve unstructured problems”



[6].






“a computer-based interactive system that supports decision makers, utilizes data and models, solves problems with varying degrees of structure and facilitates decision processes”



[7].






“a smart system for supporting decision-making”



[8].






“a specific class of computerized information system that supports management decision-making activities”



[9].





In all the above definitions, terms like “computer-based”, “system”, “support”, and “decision-making” seem to form essential characteristics of DSSs. Consequently, in this study, we define DSSs as computer-based interactive systems that allow efficient decision-making in a wide range of tasks utilizing various types of data.




2.2. Explainable Artificial Intelligence


AI is closely linked to the development and implementation of ML methods, such as Decision Trees, Support Vector Machines (SVMs), Artificial Neural Networks, and Deep Learning, to name a few. The majority of these methods yield complex learning models, known as black boxes, mainly due to their non-transparent mode of operation. Black-box models are poorly understandable and interpretable by humans since they are typically based on extremely complex ML algorithms, such as Deep Neural Networks (DNNs) [10]. Despite the undeniable ability of such models to analyze large volumes of data and produce highly accurate predictions, it is questionable whether these predictions can be verified and explained [11]. Indeed, the way in which ML algorithms transform incomprehensible data into accurate, useful, and in-depth outcomes is somewhat enigmatic. What is more, in most ML models, predictive accuracy and explainability contradict each other. A highly accurate model is poorly explainable, while a highly explainable model such as a Decision Tree is less accurate [12].



XAI is the key to gaining insights into black-box models and increasing their transparency through human-centered explanations [13]. XAI is an emerging research field which goes beyond building accurate ML models. It is aimed exclusively at providing understandable and reliable results for humans implementing and/or exploiting AI methods for building highly accurate AI models as black boxes, fostering trust in traditional AI systems [14].




2.3. Explainable Decision Support Systems


At this point, we consider it important to conduct a comparative analysis between XDSSs and traditional DSSs for highlighting the benefits of explainability in DSSs. Overall, XDSSs confer significant advantages compared to traditional DSSs, which are as follows:




	
Automated Explainability



Automated Explainability methods pave the way towards automated DSSs since they enhance the explainability of AI systems and make it easier to understand the reasoning behind the predictions, thus boosting the robustness of a DSS [15].



	
Increased Transparency



Transparency refers to a model’s ability to be understandable. Traditional DSSs are mainly focused on improving the decision-making process [5]. These systems utilize ML algorithms and operate as “black boxes”, meaning that the internal workings and logic behind their outputs are not visible or understandable to the end-users. This lack of transparency often leads to lower user trust and slower adoption, particularly in industries and healthcare where justifying the predictions made by a model is critical for making the correct decision. In contrast, XDSSs harness the benefits of XAI for ensuring that a decision-making process is transparent and interpretable. An explainable DSS transforms a complex and, usually, incomprehensible black-box model into a more transparent and, therefore, understandable one. Hence, the increased transparency enables more informed decision-making, allowing users to understand a DSS rationale and provide reliable decisions [16].



	
High Accuracy Level



Improving the accuracy of a ML model has been the primary concern of scientists for building efficient predictive models, regardless of the method employed. Although explainability is the key issue in XAI, it should not be at the expense of accuracy. Therefore, the main question in the last few years has pertained to building highly accurate and XDSSs [17]. This can be carried out by adjusting specific parameters of a DSS, thus enabling users to tailor the system to their individual needs.



	
Improved Compliance



Traditional DSSs often face challenges in meeting regulatory requirements that demand transparency and accountability. The opaque nature of their decision-making processes makes it difficult to audit and explain the decisions made. On the other hand, XDSSs are designed to provide comprehensive explanations of the sources and processes used to arrive at decisions, which makes it easier to audit and improves compliance with relevant regulations and standards [18]. Therefore, the decision-making processes can be thoroughly evaluated and justified.



	
Enhanced Collaboration



Another feature of XDSSs is that they promote collaboration, as users gain an in-depth understanding of decisions and avoid biased predictions [18].



	
Cost Savings



XDSSs can save time and reduce costs through reducing manual processes and producing faster data analysis. This enables efficient decisions and helps organizations to remain competitive. For example, an explainable clinical DSS could assist in reducing the cost of therapy and healthcare for a patient [19].



	
Enhanced User Experience



User experience and satisfaction are also significantly influenced by the level of explainability in a DSS. Traditional DSSs can be frustrating for users who need to understand and justify the decisions made by the system. This frustration can lead to lower user satisfaction and reluctance to rely on the system. Conversely, XDSSs can greatly enhance user experience by providing understandable explanations of the decisions made [16]. Users who understand how decisions are made are more likely to be satisfied with the system, leading to enhanced experience and reliance on the technology.



	
Increased Confidence



User confidence is significantly influenced by the level of explainability in a DSS. Traditional DSSs can be frustrating for users who need to understand the decisions made by the system. This frustration generally leads to lower user confidence and reluctance to rely on the system. Conversely, XDSSs can greatly boost confidence in end-users since they unfold the outputs of the system [20].










3. Taxonomy of Explainable Decision Support Systems


Over the last few years, a growing body of research has appeared investigating the development and implementation of XAI-based DSSs, demonstrating very promising results compared to the traditional ones. Accordingly, a methodological taxonomy of XDSSs is proposed in this section according to the following five criteria:




	
Visual Explainability




	-

	
Automatic Data Visualization




	-

	
Sensitivity Analysis




	-

	
Local Interpretable Model-agnostic Explanations




	-

	
SHapley Additive exPlanations









	
Rule-based Explainability




	-

	
Production Rule Systems




	-

	
Tree-based Systems




	-

	
If–Then Explanation Rules









	
Case-based Explainability




	-

	
Case-based Reasoning




	-

	
Example-based Explainability









	
Natural Language Explainability




	-

	
Interactive Natural Language Question-answering Systems




	-

	
Natural Language Generation Systems




	-

	
Natural Language Understanding Systems









	
Knowledge-based Explainability




	-

	
Expert Systems














3.1. Visual Explainability


Visual Explainability refers to a wide range of advanced visualization methods for illustrating the explainability of a system. These methods transform the black-box structure of a model into a fully understandable and explainable figure which allows users to gain insights on the decision-making mechanism of a DSS [21]. Additionally, visual explainability enables the rapid interpretation of the decisions made by the system [22].



3.1.1. Automatic Data Visualization


Automatic Data Visualization is aimed at transforming data into expressive visualizations for end-users without visualization knowledge. It is an important tool for Visual Explainability, mainly focused on data analysis and pattern mining by generating meaningful visualizations of a high quality without any expert knowledge [23].




3.1.2. Sensitivity Analysis


Sensitivity Analysis forms an integral part of Predictive Analysis, providing the appropriate tools for increasing the explainability of a ML model, especially a black-box one. It is an efficient numerical method for quantifying how sensitive an input attribute is to a model’s behavior. This is achieved by varying the value of each input attribute while observing the changes in the output value of the model [24]. The key flow of Sensitivity Analysis is the lack of ability to explain a specific prediction of a model since it bears no information for that [25].




3.1.3. Local Interpretable Model-agnostic Explanations


Local Interpretable Model-agnostic Explanation (LIME) is an algorithm that is capable of explaining the predictions made by any classifier or regressor by accurately approximating it locally with an interpretable ML model. All that is required is the outputs for different input vectors, hence the use of the term “Model-agnostic”. Consequently, having prior knowledge about the application field, a human expert could either accept or discard a model’s specific prediction if the algorithm (i.e., the interpretable model) provides qualitative explanations about it [26]. A plethora of LIME variants have been proposed such as Deterministic Local Interpretable Model-agnostic Explanations (DLIME) [27,28], a deterministic version of LIME, and BayLIME [29] utilizing a Bayesian local surrogate model and MPS-LIME [30], which is based on the correlation between input attributes.




3.1.4. SHapley Additive Explanations


SHapley Additive Explanations (SHAP) constitute a commonly used technique for explaining the predictions of an ML model. SHAP values are based on game theory and measure the importance of features for predicting the output class in a human-understandable manner [31]. Thereby, SHAP values display the impact of each input feature on the output one and can be easily computed for any Tree-based DSS [16].



Although LIME and SHAP techniques are being systematically used for explaining the reasoning behind a decision and/or a prediction, they cannot make the decision-making process fully transparent, as stated in [32], especially in the medical domain. Thus, it is essential to ensure that the produced explanations are also based on the domain knowledge.





3.2. Rule-Based Explainability


Rule-based methods are a list of decision rules explaining the results of an ML model. Among the main advantages of these methods are the capability of producing models of high explainability without losing predictive accuracy [33] and the understanding of the decision-making procedure by a wide range of users [2]. In such a case, a human expert is supported during decision-making with a set of rules. Rule-based methods form the core of XAI, since they normally smooth down the trade-off between accuracy and explainability. However, their effectiveness entails a deep knowledge of the application domain.



3.2.1. Production Rule Systems


A Production Rule System is composed of a database, a sequence of rules (or productions), and an interpreter for carrying out the decision-making process [34]. The production rules are usually represented in the form of an “if–then” structure and form the basis for the decision-making process of a DSS. They are easily understandable and facilitate efficient and systematic decision-making processes. However, they do not favor inference [35].




3.2.2. Tree-based Systems


Unlike most supervised methods, Tree-based Systems are considered to be highly interpretable since they produce tree-structured decision rules based on specific splitting criteria, thus illustrating the precise decision path for a prediction. Decision Trees, Random Forests (RFs), and Gradient-Boosted Trees have been widely used since they are easily comprehensible by non-experts and facilitate the decision-making process [36]. However, the degree of their explainability depends upon structural characteristics, such as the tree size and the leaf depth [37].




3.2.3. If–Then Explanation Rules


A set of if–then rules constitute the basis of a rule-based system. This form of rule represents relations between attributes and class labels that explain the predictions of a model. Usually, a set of if–then rules is produced to explain the predictions of a model [38]. This type of rule is primarily used to provide transparency and interpretability to users. Although they also follow the “IF condition THEN result” format, their main function is to explain the reasoning behind the system’s decisions or predictions. Therefore, they help users understand how certain outcomes are produced by the system. Unlike production rules, which are focused on driving actions, if–then explanation rules are designed to enhance user trust and confidence by elucidating the decision-making process. They provide a clear and concise rationale for the decisions, making complex systems more accessible and comprehensible to users.





3.3. Case-Based Explainability


In this case, two main types of systems are discernible:



3.3.1. Case-Based Reasoning


Case-based Reasoning is a problem-solving approach that utilizes specific experiences of a problem situation to solve a new one. New experiences are sustained every time a problem is being solved and are exploited for solving future problems [39]. It is argued that Case-based DSSs imitate human behavior in solving a new problem, since they adapt a solution of a similar previously solved problem to a new one [40].




3.3.2. Example-Based Explainability


In this case, the system provides intuitive and interpretable explanations in the form of characteristic examples or factuals. These examples are directly produced from the data and are used to explain the output of a model [41].





3.4. Natural Language Explainability


Natural Language Explainability refers to natural language explanations which are written in plain text. These explanations are expressed in natural language comprehensible to end-users through AI methods [42,43].



3.4.1. Interactive Natural Language Question-Answering Systems


Interactive Natural Language Question-Answering Systems integrate AI tools for providing responses to users’ queries by means of an interactive dialogue. Both queries and responses are provided in natural language [44].




3.4.2. Natural Language Generation Systems


Natural Language Generation (NLG) is a branch of Natural Language Processing (NLP). NLG systems produce comprehensible explanations through meaningful texts by transforming computer language into natural language. These explanations help end-users, notably in making decisions, on the basis that they are clear, accurate, useful, and intuitive [45].




3.4.3. Natural Language Understanding Systems


Natural Language Understanding (NLU) Systems are focused on producing structured and semantic information from unstructured and complex natural language, thus giving the impression that they understand and interpret natural language like humans do. NLU systems like ChatGPT, one of the latest achievements of AI, interact with users, displaying similar knowledge and abilities to a human expert [46].





3.5. Knowledge-Based Explainability


Several XDSSs have been recently proposed based on the domain knowledge acquired prior to or during the decision-making process for producing trust-worthy explanations [47]. Domain knowledge serves as the basis for enhancing the explainability degree in Neural Networks and Expert Systems considering the knowledge of experts for providing precise decision support to end-users. Knowledge-based XDSSs have been defined as “AI systems that include a representation of the domain knowledge in the field of application, have mechanisms to incorporate the users’ context, are interpretable, and host explanation facilities that generate user-comprehensible, context-aware, and provenance-enabled explanations” [48].



Expert Systems


Expert Systems (ESs) constitute another branch of AI and were originally developed for supporting decision-making. They are software systems designed exclusively for addressing complicated tasks in a specific domain by providing intelligent decisions [49]. These decisions encapsulate the knowledge of a human expert and/or the knowledge of the relevant domain.






4. Applications of Explainable Decision Support Systems


XDSSs are designed to support the decision-making processes in a wide range of fields. Over the last few years, a growing body of research has emerged presenting complex XDSSs that assist end-users in making the correct decision. Accordingly, we present and discuss recent and representative works based on a variety of application fields.



4.1. Healthcare


Recent research reveals that explainability can make a substantial contribution to the practical implementation of Clinical Decision Support Systems (CDSSs) by providing the appropriate tool for clinicians for gaining insights into the predictions made by a model and enhancing the decision-making process. Hence, whilst a highly accurate model is indispensable, explainability is the key feature in CDSSs for entrusting a medical diagnosis or clinical therapy.



The very first DSSs that appeared in the field of healthcare were based on a wide range of Natural Language techniques for explaining decisions, generating medical reports and progress records, and providing explanatory materials for patients. Transforming structured data to human-understandable text is crucial for explaining the reasoning behind a decision or a recommendation. A plethora of interactive CDSSs were presented and discussed in [50], one of the first studies dealing with explainability in DSSs. In a similar study [51], several DSSs were presented employing Natural Language explanations, Rule-based approaches, and Data Visualization.



Three interpretable ML methods were implemented in [16] for medical image analysis based on Local Interpretable Model-agnostic Explanations (LIME), SHapley Additive exPlanations (SHAP), and Contextual Importance and Utility (CIU). Experiments on three user groups showed that the CIU method performed better in terms of decision-making transparency and speed in generating explanations.



Three explainable ML-based CDSSs were developed in [52] for predicting gestational diabetes mellitus in mothers with overweight and obesity utilizing the SVMs classifier, while exploiting maternal characteristics and blood biomarkers. Finally, the SHAP method was applied for improving the explainability of the models and providing timely targeted interventions in high-risk pregnant women. In the same context [53], two explainable models were developed for predicting older age birth for women with overweight and obesity at approximately 21 weeks of pregnancy employing four ML algorithms: Random Forest (RF), SVMs, Adaptive Boosting (AdaBoost), and eXtreme Gradient Boosting (XGBoost). Additionally, LIME was utilized for improving the explainability of the models and enhancing clinicians’ understanding.



A CDSS was proposed in [54] for improving diagnoses and treatment in the Emergency Departments of selected hospitals in Germany. Initially, two highly accurate XAI models were developed based on Random Forests (RFs) and Logistic Regression (LR), respectively, exploiting 51 features of vital signs and symptoms of emergency patients. Accordingly, the best model, in terms of accuracy and explainability (in terms of SHAP values), was incorporated into a portable CDSS.



A Rule-based explainable CDSS was deployed in [55] at the clinical department of geriatrics at the Lithuanian University of Health Science for diagnosing nutrition-related geriatric syndromes. Experiments on 83 geriatric patients revealed the efficiency of the system which produced “if–then” rules using fuzzy logic-based XAI. Another Rule-based CDSS was implemented in [56] for improving patient self-management. Providing health recommendations to patients through human-comprehensive explanations could guide them towards positive nutritional, fitness, and health behavioral options.



In the context of knowledge-based CDSSs, an interactive multi-view explainable system was implemented for laryngeal cancer therapy recommendation. The system was based on Bayesian Networks and consisted of 303 nodes and 334 causal relations.



A CDSS was introduced in [57] exploiting the Extreme Gradient Boosting algorithm for predicting patient quality of life in amyotrophic lateral sclerosis. The explanations were expressed in the form of SHAP values, providing both local and global explanations. The results revealed the three most important predictive features for assessing patients’ quality of life and alerting clinicians to improve their therapy and support.



Suh et al. [58] developed, validated, and deployed a prostate cancer risk calculator based on explainable ML models to serve as a DSS. Therefore, the XGBoost algorithm was employed, while SHAP values were used to explain each feature weight.



An explainable AI-based CDSS [59] was implemented as a smartphone application to aid doctors in treating comorbid allergic conditions, which are more complex than straightforward primary allergies. The system extracts interpretable ‘if–then’ rules from the Random Forest classifier, making these rules accessible to doctors to verify their clinical applicability.



The core component of the XAI-based CDSS for the MRI-based automated diagnosis of temporomandibular joint anterior disk displacement is presented in [60]. Two Deep Learning models are integrated: the first model detects the region of interest, while the second functions as a three-class classifier. Three XAI techniques—Layer-wise Relevance Propagation (LRP), Deep Taylor Decomposition, and Integrated Gradients (IG)—are utilized in this system. The attributes of each technique are represented as heat maps.



Aiosa et al. [61] implemented an XAI-based CDSS for predicting the comorbidities and non-communicable diseases associated with obesity. The SHAP technique is used as the primary method for explainability. Additionally, a multi-node graph is utilized as a visual tool to provide healthcare professionals and patients with a comprehensive view of the diseases linked to obesity. Very recently, an online CDSS was introduced for providing SHAP explanations of models and additional distribution explanation plots in real time [62].



Example-based explainability and SHAP values were employed for decision-making in a CDSS [63]. Both methods proved to be very effective for healthcare practitioners, showing great reliability in clinical advice-taking settings.



A systematic review of XAI in ML-based CDSSs has been performed in [18], presenting recent AI-based CDSSs that incorporate XAI, providing guidelines for the implementation of XAI in CDSSs, and highlighting the benefits arising therefrom.




4.2. Transport


An XDSS for airport operators was proposed in [64] to provide safer and more cost-effective tasks on airport runways. Hence, the XGBoost classifier was utilized for the real-time prediction of runway conditions using weather data, flight data, and runway reports. Finally, the model was combined with SHAP values for enhanced explainability and gaining insights into the decision-making process.



A hybrid explainable framework was introduced in [65] to explain the injury severity risk factors in automobile crashes. Initially, several ML methods were applied for identifying the best one. Therefore, the Random Forests ensemble algorithm was used as the base learner. Finally, two familiar XAI methods were used: Sensitivity Analysis, employing the leave-one-covariate-out algorithm, and SHAP values through the TreeExplainer algorithm. A highly reliable expert system was designed in [66] to analyze malfunctions in automatic and telemechanic devices in railway transport and provide actions for automatically restoring problems and errors.




4.3. Manufacturing and Industry


Explanations are also essential for building effective XDSSs in the field of manufacturing and, in particular, planning and scheduling, product design, process control, quality diagnosis, and maintenance. An efficient XDSS could be of great assistance in quality improvement, predictive maintenance, malfunctioning detection, supply network optimization, and cost saving [67].



An intelligent DSS was developed in [68] for smart manufacturing. For this purpose, the Stochastic Gradient Boosting served as the model basis for predicting the surface roughness of the stainless-steel strip. Four methods in particular were applied for enhancing the explainability and verifying the predictions of the mode: the Partial Dependence Plot (PDP), Accumulated Local Effects (ALEs), SHAP, and Parallel Coordinates Plot.



An XDSS was introduced in [69] for process predictive analytics. Therefore, Gradient Boosting and Long Short-Term Memory networks were applied as classification models, together with SHAP values, to provide explanations, while the experiments were based on real-life datasets. Similar to the previous study, a data-driven XAI-based DSS was proposed for improving process quality in semiconductor manufacturing combining nonlinear ML models and SHAP values [70]. This specific DSS proved its effectiveness in a real experiment at Hitachi ABB.




4.4. Finance


Providing human-understandable explanations is essential in the financial field too, since it enables professionals and institutions to mitigate legal risks, reduce the risk of loan losses, identify unprofitable customers, improve customer service, and, in conclusion, promote confidence in financial decision-making [71].



An XDSS exploiting familiar ML models and Case-based Reasoning was introduced in [40] for predicting financial risk. The system was applied on five different datasets corresponding to five aspects of financial risk: credit card fraud, credit card default, bank credit, bank churn, and financial distress. The proposed system prevailed in terms of seven classification metrics: accuracy, precision, recall, specificity, F1-score, AUC, and geometric mean. In addition, the explanations provided fulfilled four objectives: transparency, justification, relevance, and learning. In the same context, an interpretable high-stakes DSS was proposed in [72] for credit default forecasting. A credit card default dataset and a bank credit dataset were employed for evaluating the predictive performance and interpretability of the model. The experimental results revealed that the proposed DSS demonstrated excellent prediction performance and a high level of interpretability. An expert system based on belief rules, an extension of conventional if–then explanation rules, was introduced in [20] to automate the loan underwriting process. The rules were trained from historical credit data producing an automated XDSS which could reveal the decision-making procedure. Finally, the system was able to provide textual explanations for a rejected mortgage loan. Another expert system was presented in [73] for assessing credit rating and viability. The system was tested using datasets collected from two banks, producing explainable decisions while reducing the time required for evaluating the credit.




4.5. Education


XAI plays an important role in the educational field as well. Explanations could enable teachers to provide proactive feedback and effective interventions to students, support low performers, detect students at risk of failure, and predict student performance [74].



XAI in education has been thoroughly discussed in [75]. Therefore, the primary principles of XAI design were underlined relating to stakeholders, benefits, approaches, models, designs, and pitfalls. Additionally, four DSSSs were presented producing a variety of explanations, such as Rule-based, Example-based, Data Visualization, Decision Trees, and Natural Language Generation.



An explainable AI-based system was proposed in [76] for predicting student grades in a distance learning course. The system employed a semi-supervised regression model based on multi-view learning, thereby exploiting the potential of three different feature subsets. The system was able to provide visual explanations for the predictions provided by computing a plethora of SHAP values of the input features.



Recently, an explainable framework was proposed in [77] for career counseling for students. Several supervised methods were used on a student dataset including information about students’ degrees, work experience, and salary options. Finally, the explanations made by the Naïve Bayes model, which proved to be superior in terms of F-measure values, were visually expressed in the form of Decision Trees for boosting the explainability performance of the system.




4.6. Other Domains


An XDSS based on Data Visualization was implemented in [78] for hate speech recognition on social platforms. Moreover, the study explored the guidelines that are necessary for designing efficient user interfaces in XDSSs. Several design options were evaluated over three design cycles with a large number of end-users and software developers. The results highlighted the high degree of informativeness, trust, and reusability of the proposed design guidelines.



XDSSs have also been proposed for providing smart city solutions. A Rule-based XDSS was proposed in [79] for monitoring gullies and drainage in crucial geographical areas susceptible to flooding issues. The system utilized a Deep Learning model and Semantic Web technologies to build a hybrid classifier. The explanation rules were produced by incorporating the knowledge of experts during the classification process. The results revealed that the system performance improved significantly in terms of F-measure values.



An agriculture XDSS was designed in [80], incorporating a set of low-cost sensors and a robust data store for monitoring the sensor values of fields and automating irrigation. The system produced explanations in the form of fuzzy rules and proved to be highly efficient and interpretable. In a similar study, a Case-based Reasoning XDSS was introduced in [81] for predicting grass growth for dairy farmers. The system provided personalized case-based explanations exploiting Bayesian methods for excluding noisy data. Case-based Reasoning was also used in [82] for business model design and sustainability. The DSS recorded improved efficiency, productivity, and quality, while reducing costs and cutting waste.



A DSS for nuclear emergencies was developed in [83], incorporating a natural language generator. The qualitative explanations of the system were expressed in the form of natural language texts, together with a Sensitivity Analysis for weighting the importance of each input attribute. In this way, the system would support decision-making in the case of a radioactive accident.



At this point, we provide a taxonomy of the above studies according to the proposed five criteria for a better understanding of the explanation methods used in the XDSSs (Table 1).




4.7. Metrics for Evaluating XAI Methods in DSSs


Evaluating and comparing the effectiveness of different XAI methods in DSSs can be approached through several quantitative metrics. Four XAI evaluation metrics, D, R, F, and S, were proposed in [84]. D measures the performance difference between the ML model and the best observed transparent model. R represents the number of explanation rules, while F corresponds to the number of features used to generate an explanation. S quantifies the stability of an explanation.



Another important metric is the user trust score, often measured through user surveys and questionnaires. Trust can be quantified by asking users to rate their confidence in the system’s decisions before and after being presented with explanations. This can be further analyzed through statistical tests to determine if the differences are significant [85].



Visualization recognition, visualization ranking, and visualization selection have been mainly proposed for visual-based explanations [86]. Visualization recognition determines whether a visualization is a good or a bad one. Visualization ranking chooses the best of two visualizations. This metric is often used for NLP-based explanations. Finally, visualization selection ranks the top k visualizations.



Monotonicity, sensitivity, effective complexity, remove and retrain, recall of important features, implementation invariance, selectivity, continuity, sensitivity-n, and mutual information are metrics which are used for assessing attribute-based explanations.



Model size, runtime operation counts, interaction strength, main effect complexity, and level of (dis)agreement are also employed to measure the quality of rule-based XDSSs. Typical examples of such metrics are the number of rules, the length of rules, and the depth of a Decision Tree [87].



Non-representativeness and diversity are commonly used metrics for example-based explanations. Non-representativeness measures the representativeness of examples used for explanations, while diversity measures the degree of integration of the explanation [87].





5. Discussion


One of the primary motivations behind XAI-based DSSs is the enhancement of transparency. Traditional AI systems, often characterized as “black boxes,” provide little to no insight into their decision-making processes. This opacity can lead to skepticism and reluctance in adopting AI technologies, particularly in high-stakes environments such as healthcare, finance, and law. XAI mitigates these concerns by providing clear, understandable explanations of how decisions are made, which variables were considered, and the reasoning behind specific outcomes. This transparency not only fosters trust among users but also enables them to validate and challenge AI decisions, leading to more robust and reliable systems.



The interpretability of XDSSs significantly improves user engagement. When users understand the rationale behind AI recommendations, they are more likely to interact with the system effectively and integrate its insights into their decision-making processes. This engagement is crucial in complex decision-making scenarios where human intuition and expertise are still irreplaceable. By facilitating a collaborative relationship between human users and AI, XDSSs enhance the overall quality of decisions. Users can leverage AI-generated insights while applying their contextual knowledge and experience, leading to more nuanced and well-rounded decisions.



In industries governed by stringent regulations and ethical standards, XDSSs play a crucial role in ensuring compliance. For instance, in the financial sector, regulations such as the General Data Protection Regulation (GDPR) mandate that individuals have the right to understand and challenge decisions made by automated systems. XAI provides the necessary tools to comply with these regulations by making AI decisions explainable and transparent. This capability is particularly important in scenarios involving automated loan approvals, risk assessments, and other financial determinations where fairness and accountability are paramount.



Despite the numerous benefits, the implementation of XDSSs is full of challenges. One significant challenge is balancing the trade-off between model complexity and interpretability. Highly accurate AI models, such as DNNs, are often complex and difficult to interpret. Simplifying these models to enhance explainability can sometimes lead to a loss of accuracy, which may not be acceptable in critical applications. Researchers and practitioners must navigate this trade-off carefully, developing methods that maintain high performance while providing sufficient explanations.



Moreover, the explanations provided by XDSSs must be tailored to the users’ expertise and needs. Different stakeholders, such as data scientists, domain experts, and end-users, may require varying levels of detail and types of explanations. Developing adaptive explanation mechanisms that cater to diverse user requirements is an ongoing research challenge.




6. Conclusions


The incorporation of XAI in DSSs represents a significant advancement in the field of AI and its practical applications across various domains. XAI-based DSSs aim to address the critical need for transparency, interpretability, and trust in AI-driven decisions, thereby enhancing the usability and acceptance of these systems among end-users.



The future of XDSSs is promising, with ongoing advancements aimed at making these systems more effective and user-friendly. Emerging techniques in natural language processing and visual analytics are being integrated to produce more intuitive and interactive explanations. Additionally, the development of standardized frameworks for evaluating the quality of explanations is critical for the broader adoption of XAI.



As XAI continues to evolve, its integration into DSSs will likely become more seamless, offering enhanced decision support across a wide range of applications. The ultimate goal is to create AI systems that not only perform complex tasks with high accuracy but also do so in a manner that is understandable, transparent, and aligned with human values and ethical considerations.
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Figure 1. Accuracy vs. explainability trade-off for familiar AI models. 
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