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Abstract: In this paper, to obtain antenna arrays with grating lobes suppression capability in wide-
band and achieve a low peak sidelobe level (PSLL), two non-uniform spiral antenna arrays and an
enhanced Harris Hawks optimization (EHHO) algorithm are proposed. By controlling the parameters
of the spiral line and sampling equidistant on the spiral line, the sampling points that make up the
non-uniform array can be arranged in the plane uniformly and non-uniformly. The simulation results
indicate that, because of this special arrangement, the non-uniform arrays obtain the capability of
grating lobe suppression in wideband or wide spacing arrangement when compared to the classic
uniform array. In addition, to obtain lower PSLL, the Harris Hawks optimization (HHO) algorithm
is used for array synthesis because of its diversity of search methods. By employing the step-type
taper distribution strategy and the migration strategy, the algorithm’s search ability is enhanced, and
the simulation results indicate the EHHO algorithm obtains a better solution in terms of the PSLL
than other algorithms. A simple patch antenna is designed to build the non-uniform spiral arrays
synthesized by the EHHO algorithm. The calculation and simulation results validate the superior
performance of the proposed algorithm.

Keywords: array synthesis; non-uniform spiral array; Harris Hawks optimization algorithm; grating
lobes suppression; peak sidelobe level

1. Introduction

Traditional uniform antenna arrays show good performance in narrowband applica-
tions, but in wideband applications, there are issues such as grating lobe, etc., resulting in a
decrease in array performance. The non-uniform planar antenna arrays, because of their
higher degree of freedom in array arrangement, can suppress grating lobe effectively in
the wideband and can obtain larger antenna apertures with smaller elements, which have
good prospects in broadband applications. Due to these advantages, methods of designing
a non-uniform antenna array with good performance have attracted considerable attention.
Traditionally, one approach is to construct thinned arrays [1], which can be designed by
removing some elements in a periodic array, and another way is to optimize the positions of
elements within a definite aperture size so as to meet the performance requirements [2–6].
In [1], a genetic algorithm (GA) was used to thin the antenna array with the minimization
of the side lobe level while maintaining minimal loss of the initial half-power beamwidth.
Ref. [7] proposed a method that uses discrete rotated tiles with element positions and
optimizes tile orientations to minimize PSLL. In [8], a novel method was proposed whereby
social network optimization (SNO) is applied to the optimization of the size of elements to
design a reduced-size beam reflectarray. In this paper, based on the Fibonacci spiral and the
Archimedes spiral, two non-uniform spiral arrays are presented. The simulation results of
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the Fibonacci array (FA) and Archimedes spiral array (ASA) express their excellent effects
on grating lobe suppression in broadband and wide spacing arrangements.

The synthesis of an array has the drawbacks of a large calculation range and high time
requirements caused by multiple optimization variables. Global optimizations, usually
integrated with AI techniques to enhance the computational efficiency, have been developed
in the past and have been widely employed in the synthesis of arrays to attack these
problems. There are many algorithms, such as the genetic algorithm [9], particle swarm
optimization (PSO) algorithm [10,11], simulated annealing (SA) algorithm [12], and mayfly
algorithm (MA) [13], etc. [14,15]. MA is a new heuristic algorithm inspired by the flight
behavior and the mating process of mayflies, and in [13], it is used to solve the synthesis
problem of linear antenna arrays (LAA), obtaining a PSLL of −35.73 dB and −23.68 dB for
the synthesis of uniform and sparse 32-element LAAs, respectively. In [15], the nonlinear
chaotic grey wolf optimization (NCGWO) algorithm was presented to synthesize antenna
arrays. The PSLL achieved by the NCGWO algorithm was −22.4 dB. Recently, inspired
by the unique group predation behavior of Harris Hawks, Heidari proposed a novel
heuristic algorithm called the Harris Hawks optimization (HHO) algorithm [16], which
has been widely used due to its excellent optimization performance. Therefore, it provides
an alternative solution in the synthesis of non-uniform planar arrays. However, for array
synthesis, as the number of array elements increases, the solution space, time cost and
computational burden increase, leading to a decrease in optimization effect. Moreover, the
performance of algorithms greatly depends on the starting point when synthesizing large
arrays. Aiming at these problems, in this paper, first, a step-type taper distribution strategy
is proposed to provide a good starting point. Then, to improve the capability of global
search and prevent early convergence, a global search population (GSP) and migration
strategy are proposed, improving the performance of the HHO algorithm. Taking PSLL as
the optimization objective, the non-uniform antenna arrays were synthesized by several
algorithms, and the results show the superiority of the EHHO algorithm.

This paper is organized as follows. In Section 2, the Fibonacci array and Archimedes
spiral array are introduced. In Section 3, the HHO algorithm and its improvements are
described. In Section 4, the performances of the two non-uniform antenna arrays are
tested, followed by the optimization results of different algorithms and the performance
comparison, while in Section 5, some conclusions are drawn.

2. The Non-Uniform Planar Antenna Arrays
2.1. Archimedes Spiral Array

In cases of polar coordinates, the Archimedes spiral can be expressed as follows:

ρ = α + β ∗ θ (1)

where θ is the rotation angle, α is the distance between the starting point and the origin
when θ = 0, and β is the spacing control factor, respectively. The distance between two
adjacent spirals dl can be expressed as 2πβ. The ASA comes from the equidistant sampling
of an Archimedes spiral. Consider the ASA with N elements arranged in the xy-plane, as
shown in Figure 1. The coordinates of each element can be expressed as follows:

xi = (α + β × θi)cos(θi) (2)

yi = (α + β × θi)sin(θi) (3)

where θi can be derived from the following equation:

θi = θi−1 + arccos

(
ri

2 + ri−1
2 − dl2

2riri−1

)
, i = 3, 4, 5, . . . , N (4)

where θi is the rotation angle of the i-th element, θ1 = 0, θ2 = 2π, ri is the distance between
the i-th element and the origin, r1 = 0, and r2 = dl.
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2.2. Fibonacci Array

Consider the FA with N elements arranged in the xy-plane. The elements of the FA
generate in turn, and the coordinates of each element can be expressed as follows [17]:

xi =
√

icos(2πi × SF) (5)

yi =
√

i sin(2πi × SF) (6)

where i is the generation sequence number of the element, xi and yi are the x-axis coordi-
nates and y-axis coordinates of the i-th element, respectively, and SF is the structure factor
used to control the shape of the FA.

3. Enhanced Harris Hawk Optimization Algorithm

In this section, to achieve a lower PSLL for the non-uniform spiral antenna arrays,
several improvements are made to the available HHO [16] algorithm. The optimal objective
function and the parts of the algorithm improved are formulated, as shown in Equations
(6)–(15). Finally, all the processes of the EHHO algorithm are represented.

3.1. Fitness Function

Consider the non-uniform array with N elements arranged in the xy-plane; the far
field pattern FP can be expressed as the product of the element pattern EP and the array
factor AF as follows:

FP(u, v) = EP(u, v)AF(u, v) (7)

AF(u, v) =
N

∑
i=1

Aie
jk(dixu+diyv) (8)

where Ai = aiejφi is the excitation of the i-th element, ai is the normalized amplitude, φi is
the phase; k is the wave number, dix and diy are the distances of the elements in the x and y
direction, respectively, u = sin(θ)cos(φ), v = sin(θ)sin(φ), and θ and φ are the elevation and
azimuth angles. Thus, taking the PSLL as the optimization objective, the fitness function
and the optimization constraint can be expressed as follows:

minFit = 20log10

 FP
(

u
(

θpsll , φpsll

)
, v
(

θpsll , φpsll

))
max(FP(u(θ, φ), v(θ, φ)))

 (9)

s.t.
{

0 ≤ ai ≤ 1, i = 1, 2, 3, . . . , N
0 ≤ φi ≤ 2π, i = 1, 2, 3, . . . , N

(10)

where θpsll and φpsll correspond to the elevation and azimuth angles of the PSLL. In this
paper, all considered arrays have an isotropic element pattern.
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3.2. Enhanced HHO Algorithm

The HHO algorithm consists of three stages: the global search stage, the transforma-
tion stage from global to local, and the local search stage. More details about the HHO
algorithm can be found in [16]. In the problem of array synthesis, the solution space
expands dramatically as the number of array elements increases, and the global search
capability of the algorithm is insufficient to cope with such a large solution space. The
optimization effect of the algorithm not only heavily depends on the initial solution, but
also easily searches for the local optimal solution instead of the global optimal solution. In
this case, on the basis of the original HHO algorithm, two improvements have been made
to overcome the shortcomings described above.

Considering that taper distribution can effectively reduce array sidelobe, a step-type
taper distribution strategy is proposed, which can be expressed as follows:

Yx = e−αxβ
(11)

Si =
[
YXi−1YXi

]
(12)

ai ∈ Sceil(N∗ri/rmax) (13)

where β is the taper factor applied to control the degree of variation in taper distribution,
and it is a random number in the range [0, 4]; i is the order of step-type and N is the total
order, Xi = i/N, X0 = 0, Si is the range of the i-th order’s value, ceil denotes the upward
rounding, and ri and rmax are the distance of the i-th element from the origin and the furthest
distance of the elements from the origin, respectively. The control factor α is introduced to
adjust the range of each order, which varies with the iteration number as follows:

α = αmin +
(αmax − αmin) ∗ Gen

Genmax
(14)

where αmin and αmax are the minimum and maximum of α. Genmax and Gen are the
maximum and current iteration, respectively.

The global search population GSP, which performs a global search based on Equations
(11)–(13), and the migration strategy are introduced to enhance the capacity for global
search and prevent the algorithm from falling into local optimal solutions. Inspired by
the PSO algorithm, the migration strategy consists of two parts. In the first part, after
each iteration, the GSP and the SP exchange information with each other, i.e., GSP and SP
randomly exchange half of the individual. The second part can be expressed as follows:

Precondition—
FitGSP_best < FitSP_best

Migration mechanism—

X = X + r1c1(XGSP_best − X) + r2c2(XSP_best − X) (15)

where GSP_best and SP_best are the best individual in GSP and the worst individual in
SP, respectively, and Fitx is the fitness of individual x. Obviously, the smaller the Fitx, the
better the PSLL. X is the dim-dimensional optimization variable, which is the excitation in
array synthesis. c1 and c2 are the external factor and internal factor, respectively, and their
sum is 1 (c1 varies according to Equation (14)), representing the impact of GSP and SP on
individuals. r1 and r2 are N-dimensional random numbers between 0 and 1. After each
iteration, if the fitness of GSPbest is better than that of SPbest, the individuals of SP perform
a migration strategy based on Equation (15).

Based on the above improvements, the EHHO algorithm can be described as follows.
Assume that the EHHO algorithm involves a group of Np Harris Hawks with a spatial
dimension dim. In the array, there are NP antenna arrays, each with a number of excitation
dim. The excitation of the ith Harris Hawk in the search space is expressed as:

IPd
i = Id

i + jPd
i
(
i = 1, 2, . . . , Np; d = 1, 2, . . . , dim

)
(16)

where I and P are the amplitude (ai) and phase (φi) of the excitation, respectively. Its
excitation distribution can thus be expressed as:
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IPi = [I1, P1 I2, P2 I3, P3 . . . Idim, Pdim] (17)

In the algorithm, some Harris Hawks are selected as a global search population to
expand the range of searching and foraging. The remaining individuals serve as the search
group. Both groups are initialized according to Equations (11)–(13).

In the global search stage, Harris Hawks randomly inhabit (initialization), and wait to
detect prey via on two methods. The opportunity q for each way is equal, and when q < 0.5,
the positions of Harris Hawks will be changed based on the positions of other members
and prey. When q > 0.5, Harris Hawks will randomly inhabit the trees within the range of
activity. The position update equations are

IPt
i,d =

 IPt−1
rand,d − r1

∣∣∣IPt−1
rand,d − 2r2 IPt−1

i,d

∣∣∣, q ≥ 0.5(
IPt−1

prey,d − IPt−1
ave,d

)
− r3(LB + r4(UB − LB)), q < 0.5

(18)

where t is the iteration number, IPt
i,d is the position of the ith Harris Hawk of the tth

generation in the dth dimension, IPt−1
prey,d is the position of the prey (i.e., the position of

the individual with the best fitness), r1, r2, r3, r4 and q are random numbers in the range
[0, 1], LB and UB are the lower and upper limits of the variables, IPt−1

rand,d is the position
of the randomly selected Harris Hawk in the current search population, and IPt−1

ave,d is the
average position.

In the transformation stage of global to local, the hunting strategy of the Harris Hawk
will be converted based on the escape energy E of the prey.

E = 2E0

(
1 − t

T

)
(19)

where t is the iteration number, T is the maximum number of iterations, and E0 is the initial
value of escape energy; due to the differences in escape energy between different prey, this
last value randomly changes within [−1, 1] during the iteration process. When |E| ≥ 1 , the
prey strengthens its activity, so the Harris Hawk searches different areas to further explore
the position of the prey, corresponding to the global search stage. When |E|< 1 , The prey
weakens its activity, and the Harris Hawk conducts local explorations of adjacent solutions
to hunt prey, corresponding to the local search stage.

In the local search stage, it is possible for prey to escape from the Harris Hawks’
hunting. r is the opportunity for the prey to escape before the attack. When |E|≥ 0.5 and
r ≥ 0.5, the prey still has enough escape energy, so the Harris Hawks will take measures to
further consume the energy of the prey. The position update equations are

IPt
i,d = IPt−1

prey,d − IPt−1
i,d − E

∣∣∣J IPt−1
prey,d − IPt−1

i,d

∣∣∣ (20)

J = 2(1 − r5) (21)

where J is the escape distance of the prey, and r5 is a random number in the range [0, 1].
When |E|< 0.5 and r ≥ 0.5, the prey is very tired and has low escape energy. Hard besiege
will be used for Harris Hawks to hunt prey. The position update equations are

IPt
i,d = IPt−1

prey,d − E
∣∣∣IPt−1

prey,d − IPt−1
i,d

∣∣∣ (22)

When r < 0.5 and |E|≥ 0.5 , the prey has a chance to escape from the hunting, and it’s
escape energy is sufficient. The Harris Hawks hunt through the following two strategies. If
the first strategy is ineffective, the second strategy will be executed. The position update
equation of the first strategy is

Y = IPt−1
prey,d − E

∣∣∣J IPt−1
prey,d − IPt−1

i,d

∣∣∣ (23)
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The second is
Z = Y + S × LF(dim) (24)

where S is a dim dimensional random vector, and LF is the Levy flight function [13]. So,
the final update strategy for this stage is

IPt
i,d =

 Y i f Fit(Y) < Fit
(

IPt−1
i,d

)
Z i f Fit(Z) < Fit

(
IPt−1

i,d

) (25)

When r < 0.5 and |E| < 0.5, the prey has a chance to escape, but the escape energy is
insufficient. To reduce their average distance from the prey, Harris Hawks form a hard
enclosure before the raid. The position update equation for this strategy is the same as that
in the previous strategy (23)–(25), except for Y, which can be expressed as follows:

Y = IPt−1
prey,d − E

∣∣∣J IPt−1
prey,d − IPt−1

ave,d

∣∣∣ (26)

The dimension of the position corresponds to the number of optimization elements in
the antenna array. In the process of continuously updating the position, the best optimiza-
tion scheme for the excitation distribution of the array can be obtained. The steps can be
described as Algorithm 1.

Algorithm 1. EHHOA Synthesis Procedure

1: Set the population size NP, the global search population factor PN = 0.5, the number of
global search population NGSP = NP·PN , the number of search population
NSP = NP·(1 − P N), the order of the step-type taper distribution strategy N = 16, the range
of the control factor α (αmin = 0, αmax = 4), the lower and upper bounds LB and UB of
variables, dimension dim (the element number of antenna array) of the objective function,
and the maximum number of iterations T;

2: Use the step-type taper distribution strategy to initialize the I of the global search
population and search population, and initialize the P to 0;

3: Calculate the fitness value of the current Harris Hawk individual, i.e., the PSLL of the
current array antenna; record the current optimal fitness of two populations FitGSP_best and
FitSP_best (the best one will be considered the prey) and the best position IPbest;

4: while t ≤ T do
5: Exchange of individuals in GSP and SP according to the migration strategy;
6: if FitGSP_best < FitSP_best do
7: Update the positions of the search population by (15);
8: else do
9: Updata E, r = rand(1);
10: if |E|≥ 1 do
11: Update the positions of the search population by (18);
12: else if |E| ≥ 0.5 and r ≥ 0.5 do
13: Update the positions of the search population by (20);
14: else if |E| < 0.5 and r ≥ 0.5 do
15: Update the positions of the search population by (22);
16: else if |E| ≥ 0.5 and r < 0.5 do
17: Update the positions of the search population by (23)–(25);
18: else if |E| < 0.5 and r < 0.5 do
19: Update the positions of the search population by (24)–(26);
20: end if
21: Update the positions of the global search population by (11)–(13);
22: If the new individual’s fitness is better than the previous generation’s, update fitness and

position;
23: t = t + 1;
24: end while
25: return IPbest



Electronics 2024, 13, 2959 7 of 14

3.3. Performance

Computational efficiency is a critical aspect of the optimization algorithm. The time
complexity of the EHHO algorithm is analyzed as follows. In the EHHO algorithm, the
most time-consuming operation is the iterative update, because the fitness value of each
individual will be calculated at each iteration, and according to Equations (7) and (8), the
calculation of the fitness value is accomplished through the cyclic superposition of elements’
patterns. We assume that the algorithm undergoes N iterations, and the optimized array
has Na elements. If the calculation time of the superposition of each element’s pattern is T,
the time required for the algorithm to run once can be expressed as:

Tsum = Np × N × Na × T + T1 (27)

where T1 represents the low order (about N) and constant, and Np represents the number
of individuals in the population. The low order, constant, and coefficient in the formula do
not change the trend of growth; therefore, the time complexity of the EHHO algorithm is
proportional to the product of the iterations N and the antenna elements Na, and can be
expressed as:

O(N × Na) (28)

It is necessary to manage the computational overhead of the algorithm, which helps
to improve the efficiency of the algorithm. Optimization will gradually converge with
iterations, so setting appropriate iterations N can effectively reduce overhead. In addition,
parallel processing techniques can be utilized to decompose tasks into multiple subtasks
for parallel execution, in order to improve efficiency.

The EHHO algorithm is designed for the synthesis of non-uniform spiral antenna to
achieve low PSLL. The core of the fitness function of the EHHO algorithm is the superposi-
tion principle of the electrostatic field, so the algorithm is suitable for various antennas that
can use the principle. Moreover, by changing the optimization objective, the algorithm can
be used for other optimization problems, such as special radiation shapes, etc.

4. Numerical Results

In this section, firstly, to verify the performance of grating lobes suppression in the
wideband of the two non-uniform spiral antenna arrays, the two arrays and the traditional
uniform array are arranged in the same size plane with the same amounts of elements,
and the PSLLs of the three arrays at various frequencies are calculated. Moreover, the
PSLLs of the two arrays are calculated when the element spacing increases (the number
of elements remains unchanged and the size of the arranged plane increases). Next, the
EHHO algorithm and other algorithms are used to synthesize the two arrays to reduce
PSLL, and the optimization results are compared to verify the high performance of the
EHHO algorithm. A simple patch antenna is designed to construct the array, and full-wave
simulation is conducted to verify the effectiveness of the algorithm.

4.1. Arrays Simulations

In this section, we consider an ASA and an FA with 324 elements distributed on the
10λ0 × 10λ0 ( f0 = 1 GHz) plane, as shown in Figure 2. The SF of the FA is set as the golden
ratio

(√
5 − 1

)
/2. Figure 3a presents the results of the PSLLs from f0 to 100 f0, obtained

from the simulation of the ASA and FA. Note that the amplitude and phase of every element
are set as 1 and 0 in the simulation. From Figure 3a, it can be derived, for the classic uniform
array arranged periodically, that the grating lobe emerges, because the distance between
elements gradually exceeds 0.5λ0 as the frequency increases. However, for the ASA and the
FA, no grating lobe appears, even though the frequency has increased to 100 f0. As shown
in Figure 3a, the PSLLs of the FA remain stable at about −15 dB, while for the ASA, the
PSLLs remain in the range of −12 dB to −15 dB, which values are lower than −10 dB in [18]
and −12 dB in [7]. Figure 3b shows the PSLLs of the ASA and the FA with different array
lengths and the same number of elements (324). It can be seen that the two non-uniform
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planar arrays achieve low PSLL (about −12 dB and −15 dB, respectively), despite the array
length L expanding to 200λ0 (the minimum distances between the elements of ASA and
FA are 10.21λ0 and 8.96λ0, respectively), while in [7], the PSLL (higher than −10 dB when
L = 18λ0) increases as the array length expands. All of these above-mentioned results
indicate that the two non-uniform planar arrays have a good capacity for grating lobe
suppression in the wideband or wide spacing.
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Figure 2. (a) Archimedes spiral array and (b) Fibonacci array.
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Figure 3. The PSLLs of (a) arrays from f0 to 100 f0 with the direction of θ0 = 0 and (b) arrays arranged
on planes of different lengths.

4.2. Synthesis of Arrays

In this section, to demonstrate the superiority of the proposed EHHO algorithm, the
SAS and FA are synthesized using the classical PSO, SA, BWO [19], WOA [20], HHO and
EHHO. The population size is chosen as 20, and the iteration step is 60. For fairness, the
population sizes of GSP and SP in the EHHO algorithm are set as 10, respectively. For the
EHHO algorithm, the control parameter β is set through a series of experiments, which
randomly change between 0 and 5 in each iteration, and αmin and αmax are set as 0 and 5,
respectively. The initial values of the parameters α, β, c1, and c2 are set as 5, 5, 0.5, ad = nd
0.5, respectively.

Figure 4 provides the convergence characteristics after 50 independent runs of the
EHHO algorithms. The averaged optimal PSLLs of ASA and FA are −30.1 dB (0.8 dB lower
than the worst −29.3 dB and 3.1 dB higher than the best −33.2 dB) and −38.1 dB (2.9 dB
lower than the worst −35.2 dB and 1.1 dB higher than the best −39.2 dB), respectively.
Then, the ASA and FA are synthesized by PSO, SA, WOA, BWO, HHO and EHHO, and
the convergence characteristics are shown in Figure 5. Table 1 presents a comparison of
the results of PSLLs obtained by those algorithms. From Figure 5, it can be seen that the
optimization effect of these algorithms is limited because of the large solution space. The
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algorithm that obtained the optimum PSLL is EHHO. From the convergence characteristics
and optimal result of the EHHO algorithm, it can be seen that the optimization effect of
the HHO algorithm is improved. Specifically, for the synthesis of ASA and FA, the EHHO
realizes the optimum PSLL, which is 6 dB and 8.5 dB lower than that of HHO (lower
than other algorithms), respectively, and lower than the −17.78 dB in [11] and −30.38 dB
in [13]. Figure 6 depicts the normalized radiation patterns of ASA and FA obtained by
using different algorithms.
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Figure 4. Convergence characteristics of the EHHO algorithms in the synthesis of (a) Archimedes
spiral array and (b) Fibonacci array.
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Figure 5. Convergence characteristics of the algorithms in the synthesis of (a) Archimedes spiral
array and (b) Fibonacci array.
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Table 1. Synthesis results of non-uniform arrays with different algorithms.

Arrays
PSLL (dB)

PSO SA WOA BWO HHO EHHO

ASA −21.1 −23.3 −21.1 −21.1 −28.1 −34.1
FA −22.5 −24.8 −22.2 −22.2 −29.6 −38.1

With the addition of two improvement strategies, the search method of the algorithm
increases, the ability to jump out of local optimal solutions and the search ability in the large
solution space are enhanced, and the problem of initial value dependence is solved to some
extent. These above-mentioned results effectively demonstrate the superior performance of
the EHHO algorithm when used in large non-uniform planar array synthesis.

The original HHO algorithm’s optimization results are sensitive to initial values. To
overcome this drawback, the step-type taper distribution strategy is introduced, as shown
in Equations (11)–(14). The EHHO algorithm no longer relies on initial values, but it is
necessary to study the impacts of parameter settings in the strategy on optimization. The
key parameter in the taper strategy is the total order N (as shown in Equation (13)). Figure 7
shows the optimization results of the EHHO algorithm with different N (optimizing the
array shown in Figure 2b, all other parameters remain consistent except N). From Figure 7,
it can be seen that a decrease in N makes the PSLL increase; when N is 1, the PSLL is
−37.2 dB, while when N is 14, the PSLL is −40.1 dB. In addition, when N is greater than
14, the PSLL tends to stabilize. Although the variation in N affects the optimization results,
the impact is within acceptable limits. A conclusion that the EHHO algorithm has good
stability and reliability can be drawn.
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4.3. Simulation Results

To assess the reliability of the proposed algorithm, an experiment on a full-wave
simulation model is carried out using the full-wave electromagnetic field solver HFSS
as the simulation tool. A simple rectangular microstrip patch is designed as the element
structure, as shown in Figure 8a. The width of the patch Wp is 15.7 mm and the length
of the patch Lp is 11.59 mm. To achieve good impedance matching, the inner core radius
of 0.635 mm (Rin) and a dielectric layer radius of 2.05 mm (Rout) are designed for the
coaxial feed. The distance between the feeding and the edge of the patch is 2.295 mm (Ld).
The antenna element is printed on an FR4 sheet with a thickness of 1 mm (the relative
dielectric constant is 4.4, the loss tangent is 0.02). The performance of the element is shown
in Figure 8d, and it operates at 5.8 GHz with a peak gain of 5.4 dBi.
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In this experiment, a 128-element FA and a 128-element ASA are chosen as the reference,
and the simulation model is established in Figure 8b,c with an array size of 400 × 400 mm2.
Due to the influence of edge effects and electromagnetic coupling among elements, there are
certain differences in the patterns of each element in the actual finite arrays. Therefore, the
AEP (active element pattern) method is used in the actual array pattern synthesis. Firstly, this
method simulates and calculates the pattern of each element separately excited (i.e., other
elements connected to matching loads without excitation). Then, using the superposition
principle of the electrostatic field and the EHHO algorithm, the patterns of all elements are
superimposed to obtain the total radiation pattern of the array. The radiation patterns of
the FA and ASA synthesized by the EHHO algorithm and simulated by HFSS are shown in
Figures 9 and 10, respectively. Comparisons of the performance between calculation and
simulation are presented in Table 2. Two cuts of radiation patterns of Fibonacci array and
Archimedes spiral array are shown in Figures 11 and 12.
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Table 2. Calculation and simulation performance comparison.

Array Result Calculation Simulation Error

Fibonacci array PSLL (dB) −33.19 −32.83 0.36
Gain (dBi) 23.32 23.31 −0.01

Archimedes
spiral array

PSLL (dB) −30.7 −30.3 0.4
Gain (dBi) 23.44 23.43 −0.01
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The simulation results show that the PSLL of the FA and ASA in the upper half of the
space are −32.83 dB and −30.3 dB. It increased by 0.36 dB and 0.4 dB compared to the PSLL
values of −33.19 dB and −30.7 dB, respectively, theoretically calculated as the limits of
what the arrays can achieve, caused by the mutual influence between elements. The peak
gain of the simulation drops to 23.31 dBi and 23.43 dBi, respectively, corresponding to the
same difference of 0.01 dBi compared with the calculation. The low difference of the peak
gains and PSLLs obtained from the calculation and simulation indicates the effectiveness
and reliability of the algorithm.

5. Conclusions

Designing non-uniform planar antenna arrays with grating lobe suppression in the
wideband and achieving lower peak sidelobe levels are challenging problems. In this
paper, we proposed two non-uniform spiral antenna arrays with grating lobe suppression
capabilities in the wideband and proposed an enhanced Harris Hawks optimization al-
gorithm for the synthesis of spiral antenna arrays to achieve low PSLL. The experiments
have validated that the proposed arrays have the capacity for grating lobe suppression
in broadband or wide spacing. To solve the problems of algorithm optimization, such as
relying on initial values and easily getting stuck in local optima, we proposed two improve-
ment strategies: the step-type taper distribution strategy and the migration strategy. The
superior performance of the improved algorithm has been verified by the comparison of
optimization results given by each algorithm and the results of full wave simulation. The
results indicate that the proposed technique could comfortably outperform PSO, HHO,
SA, BWO and WOA in the non-uniform spiral antenna arrays synthesis problems. The
simulation results of rectangular microstrip patch arrays indicate the effectiveness and
reliability of the algorithm.
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