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Abstract: Edge computing is a promising technology, especially for offloading users’ computationally
heavy tasks. The close proximity of edge computing units to users minimizes network latency, thereby
enabling delay-sensitive applications. Although optimal resource provisioning and task offloading in
edge computing are widely studied in the literature, there are still some critical research gaps. In this
study, we propose a traffic-aware optimal association and task-offloading approach. The proposed
method does not rely solely on the average rate of offloading requests, which can differ from actual
values in real time. Instead, it uses an intelligent, high-precision prediction model to forecast future
offloading requests, allowing resource provisioning to be based on future sequences of requests
rather than average values. Additionally, we propose an optimization-based approach that can meet
task deadlines, which is crucial for mission-critical applications. Finally, the proposed approach
distributes the computing load over multiple time steps, ensuring future resource scheduling and
task-offloading decisions can be made with a certain level of flexibility. The proposed approach
is extensively evaluated under various scenarios and configurations to validate its effectiveness.
As a result, the proposed deep learning model has resulted in a request prediction error of 0.0338
(RMSE). In addition, compared to the greedy approach, the proposed approach has reduced the use
of local and cloud computing from 0.02 and 18.26 to 0.00 and 0.62, respectively, while increasing edge
computing usage from 1.31 to 16.98, which can effectively prolong the lifetime of user devices and
reduce network latency.

Keywords: multi-access edge computing; task offloading; traffic-awareness; optimization; time-series
forecasting

1. Introduction

The proliferation of mobile devices is unmistakably pervasive, by recent statistics.
According to the Pew Research Center, as of 2021, 97% of Americans own a cellphone, with
85% owning smartphones specifically, showcasing their ubiquitous presence in daily life [1].
Globally, there are over 6.4 billion smartphone users as of 2023, with projections indicating
this number will surpass 7 billion by 2026 [2]. Furthermore, smartphone shipments totaled
1.35 billion units in 2021 alone [3], underscoring the continuous growth and adoption
of mobile technology worldwide. These figures illustrate the widespread integration of
mobile devices into personal and professional spheres, driving digital connectivity and
innovation across various sectors.

In the meantime, mobile applications are evolving rapidly, becoming increasingly
complex to meet the growing demands of users and advancements in technology. Today’s
mobile apps integrate sophisticated features such as real-time data processing [4], aug-
mented reality (AR) [5], virtual reality (VR) [6], artificial intelligence (AI) [7], and complex
backend integrations [8]. Despite advancements in computation and battery capacity,
the complexity of mobile applications increases response time while decreasing battery
life. Mobile/multi-access edge computing (MEC) holds significant promise by bringing
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computational capabilities closer to end-users, reducing latency, and improving mobile
network efficiency [9–12]. By leveraging MEC, applications can offload processing tasks
from mobile devices to nearby edge servers (ESs), leading to faster response times for
real-time applications such as AR, VR, and autonomous vehicles.

Task offloading in MEC addresses mobile computing challenges, including battery
constraints, limited processing capacity, and delays in conventional cloud architectures [13].
This approach optimizes task execution, thereby reducing data travel distances and min-
imizing latency. MEC utilizes edge servers with a resource allocation system that dy-
namically allocates CPU, memory, and storage resources for fluctuating task offloading
demands. Sophisticated algorithms optimize resource consumption, avoid conflicts over
shared resources, maximize user experience (QoS), and enhance overall system efficiency.
Additionally, load balancing distributes workloads among edge servers, ensuring none are
overloaded and optimizing network utilization.

Moreover, user-base station (BS) association in task offloading involves strategic device
connection to nearby BSs for optimal edge server utilization. Devices dynamically associate
with BSs based on signal strength, available resources, and proximity to edge servers,
ensuring efficient processing of offloaded tasks with minimal latency.

Extensive research has been conducted on the most effective strategies for provisioning
and offloading tasks in MEC. A method was suggested to achieve optimal resource provi-
sioning and task offloading in federated edge computing, involving the partitioning of edge
servers into groups [14]. Another approach introduced a low-complexity task offloading
solution through task routing [15]. Despite the technical progress the previous studies have
successfully made, there are still some research gaps, including the following three. First,
previous studies optimized resource provisioning and/or task offloading by assuming
the average rate of task generation. However, the actual amount of tasks received at a
particular moment may be different from the assumed average, which may cause resource
under-/over-provisioning. Second, most studies assume that the received tasks can be
completely processed right away or in the current time step (e.g., tasks are small enough).
However, it may not be the case if the task is highly complex, requires sequential execution,
or takes a long time. Lastly, some studies do not consider the fact that some applications
are deadline-sensitive, which is especially important for mission-critical applications.

In this paper, we propose optimal resource provisioning and task offloading for MEC.
By using a deep learning approach, the proposed method can predict future offloading
requests with high precision by analyzing the network traffic history. The proposed
approach optimizes multiple tasks for multiple future time steps to yield optimal scheduling
decisions while guaranteeing deadline constraints. The summary of the contributions we
make in this paper is given below.

• To avoid the mismatch between the average and actual offloading requests, we propose
a deep learning-based multi-step offloading request prediction approach by learning
from the past traffic, which includes the offloading requests.

• We propose a computing load balancing scheme over the time horizon so that each ES
can make some resources available for accommodating unpredictable requests. This is
particularly useful when the prediction of future requests is not perfect, as is the case
in general.

• To maximize the offloading performance and fulfill the deadline constraints, we
propose a multi-step optimization technique. That is, the proposed method optimizes
both resource provisioning and task offloading for multiple future time steps.

• To maximize resource utilization and prevent excessive resource allocations, we
propose an optimal network association solution that leads to the efficient use of
edge servers.

• To validate the effectiveness of the proposed solution, we implement a time-slotted
simulation environment and carry out extensive evaluations along with performance
comparisons.
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The remainder of this paper is structured as follows. The following Section 2 provides
a comprehensive summary of related studies. In Section 3, the proposed approach is
described in detail. In Section 4, the evaluation and comparison results are provided.
Finally, Section 5 concludes this paper. The abbreviations and acronyms that frequently
appear in this paper are summarized in Table 1.

Table 1. Abbreviations and acronyms used in this paper.

Abbreviation Definition

BS Base Station
CC Cloud Computing
EC Edge Computing
ES Edge Server

MEC Mobile/Multi-access Edge Computing
QoS Quality of Service

2. Related Work

This section comprehensively reviews the optimization of resource provisioning
and/or task offloading in MEC. For resource provisioning in MEC, the study in [16]
optimizes MEC resource provisioning in IoT networks to meet performance requirements
considering limited device resources and high data generation. Their method frames the
provisioning of MEC resources and assignment of workloads as a mixed-integer program,
utilizing a decomposition strategy to effectively manage workload variations. While this
paper addresses workload assignment for immediate processing to achieve required re-
sponse times, it assumes average user requests and does not consider delays for particularly
heavy tasks. Xiang et al. [17] explore optimizing computing power allocation and traffic
scheduling to minimize service response time in MEC, particularly for urgent or popular
services. Their study introduces PCA-CATS, an online algorithm that effectively reduces
service response time and expenses by optimizing resource allocation and traffic scheduling.
However, the approach assumes immediate processing of received requests and does not
address strict deadlines or time-sensitive tasks.

From the perspective of task offloading in MEC, various approaches have been pro-
posed to enhance the efficiency of determining which tasks should be offloaded to edge
servers or cloud data centers by considering aspects such as compute demands, network
conditions, and device capabilities. Jiang et al. [18] proposed the Joint Offloading and Re-
source Allocation (JORA) framework, which employs Lyapunov optimization to maximize
Quality of Experience (QoE) while considering long-term MEC energy constraints. JORA
provides both centralized and distributed online approaches that distribute near-optimal
performance. However, the immediate processing of received requests, which ignores task
delay constraints such as processing deadlines, can result in prolonged processing times
for heavy workloads. Apostolopoulos et al. [19] introduce an approach for optimizing data
offloading in a multi-MEC server environment, focusing on users’ risk-seeking tendencies
rooted in Prospect Theory. Their research investigates the complexities of user decision-
making in the face of uncertainty, placing it within a non-cooperative game framework
aimed at achieving optimal offloading strategies. However, the study overlooks the task de-
lay constraints, assumes average user request patterns, and employs immediate processing
capabilities for all user requests. Han et al. [20] study impatience-driven user behaviors in
MEC queue management, proposing an adaptive decision-making mechanism to balance
latency outage risk and energy consumption. Their approach optimizes the allocation
of tasks between local computing and MEC based on dynamic user demands and server
conditions, with the goal of enhancing the QoE for applications that are sensitive to latency.
However, they assume average user requests, which may differ from the actual values in
real time.

An ES is, in general, co-located with a BS, and thus, making an optimal user-BS or user-
edge association is important to further enhance the performance of MEC. Song et al. [21]
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employ a genetic algorithm to optimize server deployment and user offloading in wireless
edge networks with the objective of minimizing service latency. Feng et al. [22] concentrate
on the optimization of task partitioning and user association in MEC systems to reduce
the average latency. However, their approach depends on average requests and does not
consider delay constraints for delay-sensitive tasks. In contrast, Charatsaris et al. [23]
introduce Hierarchical Federated Learning (HFL) for wireless networks, focusing on user-
to-edge association and power allocation to balance accuracy, energy, and time. However,
they do not consider delay constraints for tasks. Wang et al. [24] introduced an optimization
approach for associations, focusing on minimizing system delay and enhancing Quality
of Service (QoS) through efficient user-BS pairing. However, they assume average user
requests and that user requests are always processed immediately.

Traffic-aware task offloading strategies, introduced by Qi et al. [25] for vehicular edge
computing, optimize task and wireless bandwidth ratios to minimize response time. Their
algorithm efficiently handles this optimization, particularly with limited wireless capacity.
Wang et al. [26] propose a method for IoV task offloading and content caching using traffic
stream forecasting. However, their approach lacks explicit consideration of task processing
deadlines and user demand variations. Oza et al. [27] introduce deadline-aware task
offloading, which integrates traffic light data to optimize task scheduling. Their method
ensures timely task processing by considering static and dynamic deadlines influenced
by traffic conditions, yet immediate processing without queuing considerations may face
challenges for longer tasks.

Intelligent approaches, such as those utilizing machine learning and deep learning,
have also been proposed to enhance MEC systems. Guo et al. [28] introduce an intelligent
task offloading scheme at the edge using supervised decision trees, improving prediction
accuracy and processing delay in IoT scenarios. However, their method does not optimize
resource provisioning and task offloading for multiple future time steps. Kim et al. [29]
propose prediction-based sub-task offloading in MEC, employing linear regression to
predict processing times across multiple nodes simultaneously. Their approach aims to en-
hance resource utilization efficiency and reduce application execution time on MEC servers
but does not consider multiple future time forecasting for optimization. Zeng et al. [30]
present a prediction-based task-offloading strategy for vehicular edge computing using
deep-learning models. Their approach predicts task-offloading performance, including
success/failure and service delay, yet does not optimize resource provisioning for multiple
future time steps.

To summarize, Table 2 provides a comparative analysis of previous studies, highlight-
ing their approaches to real value optimization, deadline-awareness, offloading planning,
and resource provisioning over multiple time steps, and while many studies focus on indi-
vidual aspects, our proposed work addresses all four points comprehensively. This makes
our approach distinct in its ability to handle task prediction-based multi-step optimization
of resource provisioning and task offloading, effectively overcoming the limitations in
previous work.

The aforementioned studies commonly optimize for average user request rates under
constant conditions. However, real-time fluctuations in request rates can lead to inefficient
resource allocation (e.g., under- or over-utilization) at specific times, thereby decreasing sys-
tem efficiency. Moreover, they often prioritize the immediate processing of requests within
the current time step without considering deadline awareness, which is similar to a greedy
algorithm and may not be feasible in some cases. This overlooks the overall dynamics of
the queue and may result in longer processing times, particularly for complex tasks such as
deep learning. Furthermore, effective resource provisioning or task offloading should dif-
ferentiate treatment based on application deadline sensitivity, which varies between those
that require timely completion and those with flexible or no strict time constraints. In this
study, we propose a task prediction-based multi-step optimization of resource provisioning
and task offloading that effectively overcomes the aforementioned limitations.
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Table 2. Comparison of selected previous studies under four critical aspects in edge computing
research.

Reference Real Value-
Based Optimization Deadline Awareness Multi-Step

Offloading Planning
Multi-Steps

Resource Provisioning

Kheraf et al. [16]
Xiang et al. [17] ✓
Jiang et al. [18] ✓
Apostolopoulus et al. [19]
Han et al. [20] ✓
Song et al. [21] ✓ ✓
Feng et al. [22]
Charatsaris et al. [23] ✓
Wang et al. [24] ✓
Qi et al. [25] ✓ ✓
Wang et al. [26] ✓ ✓
Oza et al. [27] ✓ ✓
Guo et al. [28] ✓ ✓
Kim et al. [29] ✓
Zeng et al. [30] ✓ ✓ ✓
our work ✓ ✓ ✓ ✓

3. Proposed Idea

In this section, we provide a description of the assumed system and the proposed
approach in detail. The notations that frequently appear in this section are summarized
in Table 3.

Table 3. Summary of the mathematical notations used in this study.

Notation Definition

t Index of time step whose length is ∆t
A(t) BS-user accessibility matrix at t
ACb Association capacity of BS b
c(t)local Normalized, available computing capacity of users at t
c(t)bs Normalized, available computing capacity of ESs at t

ccloud Normalized, available computing capacity of cloud at t
d(t) Deadlines of users’ requests at t
f(t)local Portion of tasks to be processed locally at t
F(t)

es Portion of tasks to be offloaded to ESs at t
f(t)cloud Portion of tasks to be offloaded to cloud at t

hu User u’s task-offloading request history
I(t) BS-user association indication matrix at t
lbs Scalar determining round-trip latency to the BS (ES), being lbs × ∆t

lcloud Scalar determining round-trip latency to cloud, being lcloud × ∆t
Nbs Number of BSs
Nes Number of ESs
N f h Forecasting horizon length
Nlw Lookback window length
Nsh Number of time steps over which an optimal resource scheduling is carried out

Nuser Number of users
o(t)

local Binary task offloading decision vector for local processing at t
O(t)

es Binary task offloading decision matrix between an ES and user at t
o(t)

cloud Binary task offloading decision vector for cloud processing at t
q(t)u Task-offloading requests of users at t

We assume a hierarchical networked system, as shown in Figure 1. A mobile user
is connected to the access network via a BS, and each BS is connected to an ES with a
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dedicated, high-speed link. The BS is connected to the Internet, as is the cloud data center.
From the computing perspective, the assumed system is composed of three layers. At the
lowest level is the local computing layer, enabling mobile users to process tasks directly on
their devices. In the middle layer lies edge computing, facilitating task offloading to nearby
edge servers with minimal network latency. Finally, the top layer is the cloud computing
infrastructure, where abundant computing resources are available with a relatively large
network latency. In this work, we assume that both mobile devices and edge servers are
resource-limited, while cloud computing is not.

If a mobile user is near the edge of the base station (BS) with which it is currently
associated, and begins to move away, a handover event will occur. This handover allows the
user to connect to a different BS, referred to as BSb′ . Consequently, this may involve either
migrating virtual resources from the edge server (ES) at BSb or allocating new resources on
the ES at BSb′ . However, this study does not account for the effects of user mobility. Given
that the average walking speed of individuals ranges from 94.3 cm/s to 143.4 cm/s [31],
and considering the random deployment of users and the coverage area of the BS, it is
reasonable to assume that the accessibility matrix will remain nearly static over the period
considered for resource and offloading optimization.

Internet

Cloud

Data Center

...

Base station

with an edge

server
Mobile user

Edge Computing

Layer

Cloud Computing

Layer

Local Computing

Layer

Figure 1. Illustration of the considered 3-layer computing system in this study where an edge server
is co-located with a base station.

The overview of the proposed traffic-aware intelligent association and task offloading
scheme is illustrated in Figure 2, which has both offline and online components. The offline
operation includes training a prediction model given each user u’s offloading request
history (hu). Then, by using the predicted future requests, the online logic iteratively
performs the optimal scheduling subsystem that optimizes both resource provisioning and
task offloading. In the figure, Nlw and N f h refer to the lookback window and forecasting
horizon size, determining the input and output length of the prediction model, respectively.

3.1. Multi-Step Task-Offloading Prediction

The development of the deep learning-based sequence-to-sequence prediction is a
well-known problem [32,33]. The available approaches range from conventional statistical
approaches, e.g., ARIMA (Auto Regressive Integrated Moving Average) and ETS (Error
Trend and Seasonality, or exponential smoothing) [34], to state-of-the-art deep learning
models, e.g., one-dimensional convolutional network (1DCNN), long short-term memory
(LSTM) [35], and Transformer [36]. In this study, 1DCNN, LSTM, and Transformer are
taken for predicting future task-offloading requests. The performance comparison among
the three models are presented in Section 4.1.
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user u's task offloading

request history (hu)

DL model

for u (mu)

Train

Optimal Scheduling (at time t):

hu[t-Nlw:t-1] mu hu[t:t+Nfh-1]

(offloading request

history)

(predicted future

requests)

Optimal Resource Provisining

for Nsh time slots

Optimal Task Offloading

decision for each time slot

Model Training:

Optimal

Scheduler

(prediction

model)

Figure 2. Overall workflow of the proposed idea where the model training and optimal scheduling is
carried out offline and online, respectively.

The 1DCNN is particularly effective for processing and predicting time series data.
The 1DCNN takes a sequence of time series data as input, and the convolutional layers
therein apply convolution operations using filters (kernels) that slide over the input data
to extract local patterns or features. In a 1DCNN, the filters move along one dimension
(time). The major advantages of 1DCNN include the following three: (i) Feature extraction:
The convolutional layers learn to automatically extract important features from the input
time series data. Early layers capture simple patterns, while deeper layers capture more
complex structures; (ii) Temporal dependencies: By applying convolutions across the
time dimension, the model can capture temporal dependencies and correlations between
different time points; (iii) Down-sampling: Pooling layers reduce the size of the data
representation, helping to summarize the learned features and make the model more robust.

LSTM is a type of recurrent neural network (RNN) model designed to effectively learn
temporal sequences and long-range dependencies by using three distinctive features, i.e.,
memory cells, forget/input/output gates, and recurrent architecture. The key features
and advantages of LSTM include the following three: (i) Long-term dependency handling:
LSTMs are designed to remember information over long periods of time, which is useful
for tasks where context is important; (ii) Mitigation of the vanishing gradient problem: The
design of LSTM gates helps in propagating gradients throughout the network, thus address-
ing the vanishing gradient problem that traditional RNNs face; (iii) Stateful processing:
LSTMs can maintain a state across different sequences, which is valuable in applications
like continuous speech recognition and video analysis.

The Transformer model was first introduced to handle tasks involving natural lan-
guage processing, and is now widely used for analyzing and predicting time series datasets.
Transformers bring various advantages, as listed below, from its features such as self-
attention mechanisms, positional encoding, and encoder-decoder architecture: (i) Paral-
lelization: Unlike RNN-type networks, Transformers allow for parallel processing of input
sequences, leading to significantly faster training times; (ii) Handling Long-Range Depen-
dencies: The self-attention mechanism allows the model to capture dependencies between
tokens regardless of their distance in the sequence; (iii) Reduced Vanishing Gradient Prob-
lem: Since Transformers rely on attention mechanisms rather than sequential processing,
they are less susceptible to the vanishing gradient problem that plagues RNNs and LSTMs.



Electronics 2024, 13, 3130 8 of 24

3.2. Optimal Association and Task Offloading

In this work, we assume a time-slotted system where each equal-length time step
is indexed by t. Given the user u’s task-offloading request history, hu, a deep learning
model is trained to make precise predictions on future offloading requests. In contrast
to most previous studies utilizing only the average request rates, we propose to make
predictions on the future offloading requests for N f h time steps. This is because the actual
offloading request each time step can be different from the average. Thus, the optimal
resource provisioning and offloading decisions made upon the average offloading rate may
experience resource under-/over-provisioning, reducing resource utilization or QoS. Once
the prediction model is trained, it is used to make predictions on future offloading requests,
with which the optimal decision on resource provisioning and task offloading will be made.
It is worth noting that in this study the optimal offloading decision is made each time step,
while the optimal resource provisioning is made for the future Nsh time steps. The reason
for making such multi-step provisioning decisions is that some procedures that are tightly
related to resource provisioning, e.g., horizontal scaling, migration, and starting/stopping
virtual machines, are time-consuming [37], and thus, it is impractical to carry out resource
scheduling on every time step.

Upon generating the future offloading requests, the proposed resource provisioning
and task offloading algorithms will operate periodically and on each time step, respec-
tively, to process the users’ offloading requests without violating the deadline constraints
while evenly distributing the computing load of edge servers over time. The reasons for
distributing the load are to make a certain amount of computing resources available on
each edge server each time step so that future resource scheduling and task offloading can
be optimized with a certain level of flexibility. To achieve an optimal load balancing, it is
also important to optimize the association between BSs and users as well, since BS-user
association leads to the association between the user and the ES which is co-located with
the BS.

In this work, each user can offload their task to an ES and/or the cloud, in addition
to processing tasks locally on their device. Such diverse access options for task offloading
enhance flexibility in resource optimization but also increase the complexity of the opti-
mization which will be effectively managed in what follows. This multi-access capability
allows for more adaptable resource management, addressing varying load conditions and
user demands.

To address these needs, the optimal resource provisioning shown in Figure 2 includes
the following two components, i.e., user-BS association and computing resource provi-
sioning. Once the decisions are made, the optimal task offloading will be carried out at
each time step. Next, we present the formulated problem of optimal resource provisioning
and task offloading as proposed. We first formulate a greedy optimization problem that
schedules both resource provisioning and task offloading only for the current time step.
Then, we extend the problem so that optimal decisions spanning multiple time steps can be
made while guaranteeing the deadlines.

Let Nbs, Nes, and Nuser be the number of BSs, ESs, and users in the system, respectively.
In this work, we assume a cellular communication technology for its wide coverage [38],
though others, such as WiFi, can be applied with little modification. In general, BSs peri-
odically broadcast beacon signals to notify their presence [39]. Upon receiving the signal,
a user can enumerate the accessible BSs. In this work, accessibility is guaranteed if the
measured signal-to-interference plus noise ratio (SINR) exceeds the predefined threshold.
By collecting the accessible BS lists from users, the central scheduler can configure an
accessibility matrix A(t) ∈ {0, 1}Nbs×Nuser at time t where the (b, u)-th element therein is
denoted by a(t)bu . Here, b is the integer-valued index of BSs and ESs ranging from 1 to Nbs or
Nes, and u is the integer-valued user index ranging from 1 to Nuser.

A single scheduler is assumed responsible for configuring the accessibility matrix
and solving the proposed optimization problem while having a single central entity can
introduce a risk of failure affecting overall system reliability, we assumed that the sched-
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uler operates within a cloud infrastructure equipped with high-availability clusters and
redundancy features [40,41]. In this configuration, if the primary scheduler fails, a standby
scheduler is available to assume its responsibilities without delay.

Let the decision variable I(t) ∈ {0, 1}Nbs×Nuser be the association indication matrix.
Each (b, u)-th element i(t)bu in I(t) takes a value of either 0 or 1, indicating that the association
between BS b and user u is to be made or not, respectively. Then, the following constraint
Equation (1) forces that an association can only be made if a user is accessible to a BS.

∀b, u : i(t)bu ≤ a(t)bu (1)

In this work, a mobile device is assumed to have a single antenna, and thus, for a time
step, a user can access only a single BS.

∀u : ∑
∀b

i(t)bu = 1 (2)

Ingeneral, at each time step, a BS b can associate with a predefined number, ACb, of
users due to its limited resource [38,39], where ACb stands for the association capacity of a
BS b.

∀b : ∑
∀i

i(t)bu ≤ ACb (3)

Once the BS-user association is made, the user can utilize the ES connected to the BS
for task offloading. Let o(t)

local ∈ {0, 1}Nuser be the task offloading decision vector for local

processing at time t, where o(t)local,u being 1 or 0 indicates that the user u has decided to

process (some) tasks locally or not, respectively. In the same manner, O(t)
es ∈ {0, 1}Nes×Nuser

is the task offloading decision matrix between the ES b and user u at time t. Since a BS b
has a dedicated ES by assumption, the same index notation b is used to indicate the ES
connected to the BS b. Furthermore, o(t)

cloud is the task offloading decision vector to cloud at
time t. Regardless of which BS a user is connected to at the moment, the user can choose
to offload locally or to the cloud. However, offloading to a particular BS b is possible only
when the user is associated with the BS b, which is formulated as a constraint as below.

∀b, u : o(t)es,bu ≤ i(t)bu (4)

The decision variables o(t)
local , O(t)

es , and o(t)
cloud indicate whether or not to offload tasks,

and the specific amount of task to offload is determined by the following decision variables.
Let f(t)local ∈ RNusers

[0,1] be the normalized decision variable determining the number of tasks

to be offloaded locally. The subscript indicates that each f (t)local,u ∈ f(t)local takes a value from

the range [0, 1]. Similarly, F(t)
es ∈ RNes×Nuser

[0,1] is a matrix determining the offloading portion

between ESs and users, whereas f(t)cloud ∈ RNusers
+ is for offloading to cloud. Since decisions

regarding the amount of tasks to be offloaded can only be made when the corresponding
offloading is allowed, the following constraints are formulated. Here the scaling constant
κcloud is multiplied to the right-hand side of Equation (7) so that the decision variable
determining the actual amount of cloud offloading can take values without being limited
to the [0, 1] range.

∀u : f (t)local,u ≤ o(t)local,u (5)

∀b, u : f (t)es,bu ≤ o(t)es,bu (6)

∀u : f (t)cloud,u ≤ κcloud × o(t)cloud,u (7)
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The amount of requests to be offloaded is also limited by the available computing
capacity. Let c(t)local ∈ RNuser

[0,1] be the normalized, available local computing capacity of users

at time t, where the subscript indicates that each c(t)local,u ∈ c(t)local takes a value from the
range [0, 1]. The superscript t does not indicate that the physical capacity changes over
time. However, if a mobile device has some tasks to process at the moment, its computing
capacity should be reduced, which necessitates the time step notation. In the same manner,
the computing capacity of ESs and CC is defined as c(t)es ∈ RNes

[0,1] and ccloud ∈ RNuser
+ ,

respectively. The CC resource is large enough by assumption, and thus, the notation t is
omitted from the CC capacity. As a result, the following constraints are formulated to limit
the amount of offloading to the available capacity.

∀u : f (t)local,u ≤ c(t)local,u (8)

∀b : ∑
∀u

f (t)es,bu ≤ c(t)es,b (9)

The resource provisioning and task offloading scheduling problems should maximize
the QoS by fulfilling the user’s offloading demand. Let a vector q(t) ∈ RNuser

+ be the

offloading request of users, where the subscript + indicates that each element q(t)u ∈ q(t)

is non-negative. To guarantee the completion of task offloading for each user, the total
amount of tasks offloaded to the local device, ES, and cloud should be equal to the request.
As a result, the following constraint is formulated as follows:

∀b : f (t)local,u + ∑
∀b

f (t)es,bu + f (t)cloud,u = q(t)u (10)

Finally, the objective function is formulated to minimize the response time for the
user’s request. In this problem formulation, each task is assumed to be completely pro-
cessed within the current time step. Thus, the factor impacting the response time is which
computing resource the user has utilized. It is assumed in this work that the network
latency for local processing is zero and the latency for accessing a BS is much smaller than
that for accessing the cloud. Let lbs and lcloud be the integer scalar determining the round-
trip network latency to the BS/ES (i.e., lbs × ∆t) and cloud (i.e., lcloud × ∆t), respectively.
Then, the response time L(t)

u that user u experiences for task offloading can be written
as below:

∀u : L(t)
u = ∆t × lbs ∑

∀b
o(t)es,bu + lcloud × ∆t × o(t)cloud,u + ∆t, (11)

where the first term is the latency for accessing the BS (ES), the second term is the latency
for accessing the cloud, and the last term is the time spent on the current time step. Finally,
the objective function is formulated as below using Equation (11). The main objective
here is to minimize the total response time, and in addition to that, the second term in the
objective function minimizes the use of local processing, as shown below.

min . (1 − α)∑
∀u

L(t)
u + α × ∑

∀u
f (t)local,u (12)

The α ∈ [0, 1] represents the service provider’s preference to prolonging the lifetime of
mobile users by minimizing the amount of local processing. As expected when α = 0, the
local processing on the user devices will be carried out as much as possible to minimize
the response time. On the other hand, as α increases, the use of local processing will be
minimized and the use of ESs will increase. Still, the offloading to the cloud will not be
heavily exercised for causing high response time.

Although the above optimization problem, called OPT(1), can produce an effective
scheduling solution for the current time step, it has the following drawbacks. In general,
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the length of a time step ∆t is short, and resource provisioning may consume computing
resources and take time, as discussed earlier. Thus, carrying out resource provisioning
every time step may not be practical, especially for real-time scheduling. Thus, in this work,
we propose to perform resource provisioning for Nsh > 1 time steps, within which both the
network association and computing resource allocation decisions remain the same. OPT(1)
optimizes only a single time step at a time and thus, what it can do as to the deadline
constraint is process as many tasks as possible at the current time step, operating as a
greedy solution. In the following multi-time step approach, we propose an optimization
formulation that guarantees the deadline requirements of tasks by scheduling over multiple
time steps. In addition, we propose to distribute the offloading requests over multiple time
steps so that future resource provisioning and task offloading can be made with a certain
level of flexibility. Furthermore, it helps to effectively adapt to the case of misprediction on
future requests.

It is assumed in this work that on each time step, a user can generate up to one
offloading request. However, this can be extended to various scenarios where a user
generates multiple requests. Since the amount of the offloading request can be any arbitrary
number, the scenario where a user generates multiple requests can be treated as a single
request with the request amount being the sum of all simultaneous requests. Let d(t) be the
deadlines of the tasks generated by users at t. The deadline is application-specific and that
of each request is assumed to be known when the request arrives. Each value is represented
by a strongly positive integer if the user has generated a task, indicating the number of
time steps from t the deadline is not violated. After collecting the deadlines, the scheduler
computes the largest deadline which becomes the number of time steps to optimize the
computing resource and the offloading decision. Let σ(t) be the largest deadline among the
offloading requests to be scheduled together at t, which is defined as follows.

σ(t) = max{d(t)u : ∀u} (13)

It is worth noting that the value of σ(t) is an integer value and thus the actual timespan
of it can be derived, if needed, by multiplying the length of each time step, ∆t.

The following optimization problem addresses resource provisioning and task offload-
ing over σ(t) = Nsh time steps for offloading requests generated at time t. The entire time
horizon is indexed by t = τ1, τ2, · · · , τσ(t) . The length of each time step is determined by
system-specific parameters. In this study, the duration of each time step is set to 1 ms. How-
ever, the proposed method is designed to be flexible and can be adapted to accommodate
time step lengths of varying sizes.

The optimization model, OPT(Nsh), aims to minimize a weighted sum of three compo-
nents: the overall system cost, local device processing cost, and cloud processing cost. The
weights α and β control the relative importance of local and cloud processing costs. This
allows for flexible adjustment based on system requirements. The deadline-constrained
OPT(Nsh), multiple-time step resource provisioning and task offloading problem is formu-
lated as follows:

min . (1 − α − β)ϕ + α × ∑
∀t

∑
∀u

f (t)local,u + β × ∑
∀t

∑
∀u

f (t)cloud,u (14a)

s.t. ∀b, u : i(τ1)
bu ≤ a(τ1)

bu (14b)

∀u : ∑
∀b

i(τ1)
bu = 1 (14c)

∀b : ∑
∀i

i(τ1)
bu ≤ ACb (14d)

∀b, u, t : o(t)es,bu ≤ i(τ1)
bu (14e)

∀u, t : f (t)local,u ≤ o(t)local,u (14f)
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∀b, u, t : f (t)es,bu ≤ o(t)es,bu (14g)

∀u, t : f (t)cloud,u ≤ κcloud × o(t)cloud,u (14h)

∀u, t : f (t)local,u ≤ c(t)local,u (14i)

∀b, t : ∑
∀u

f (t)es,bu ≤ c(t)es,b (14j)

∀b, t : ∑
t
( f (t)local,u + ∑

∀b
f (t)es,bu + f (t)cloud,u) = q(τ1)

u (14k)

∀u :
τ

σ(t)

∑
t=d

(τ1)
u +1

o(t)local,u ≤ 0 (14l)

∀u :
τ

σ(t)

∑
t=d

(τ1)
u +1−lbs

∑
∀b

o(t)bs,bu ≤ 0 (14m)

∀u :
τ

σ(t)

∑
t=d

(τ1)
u +1−lcloud

o(t)cloud,u ≤ 0 (14n)

∀t, b : ∑
∀u

f (t)es,bu ≤ ϕ (14o)

∀b, u, t : o(t−1)
local,u ≥ o(t)local,u, o(t−1)

es,bu ≥ o(t)es,bu, o(t−1)
cloud,u ≥ o(t)cloud,u (14p)

The OPT(Nsh) is similar to OPT(1) except for the following major differences: (i)
OPT(Nsh) performs optimization over multiple time steps, while OPT(1) does only for a
single time step; (ii) OPT(Nsh) guarantees the deadline of each task, while OPT(1) minimizes
the response time only; (iii) OPT(Nsh) distributes the computing load over multiple time
steps, while OPT(1) cannot.

The constraints in Equations (14b)–(14k) for OPT(Nsh) are similar to those in OPT(1),
but they differ in that they apply across multiple time steps rather than a single time
step. Constraints in Equations (14b)–(14d) ensure that each user is associated with exactly
one BS and that no BS exceeds its capacity. This requirement is extended to cover all
time steps in OPT(Nsh). On the other hand, constraints in Equations (14e)–(14k) handle
offloading decisions by ensuring that offloading is only permitted if a user is associated
with a BS, that local device and edge server processing limits are not exceeded, and that
user task requirements are satisfied. These constraints are applied over multiple time steps,
accommodating the dynamic nature of the system.

Key differences in OPT(Nsh) are introduced with constraints Equations (14l)–(14n),
which enforce deadlines. Constraint Equation (14l) prevents offloading if a task’s deadline
has passed, thus avoiding offloading beyond the deadline. Constraint Equation (14m)
applies this rule to edge server offloading, while constraint Equation (14n) applies it to
cloud offloading. Finally, constraint Equation (14o) and the term ϕ in the objective function
Equation (14a) are used to balance computing load over multiple time steps. Constraint
Equation (14o) ensures that the total load on edge servers does not exceed ϕ at any time step,
while the term ϕ in the objective function penalizes uneven load distribution, encouraging
balanced resource allocation.

The objective function also raises some penalties for the use of local resources and
the cloud for prolonging the lifetime of mobile devices and reducing network latency,
respectively. The objective function has two preference parameters, α ∈ [0, 1] and β ∈ [0, 1],
highlighting the importance of reducing local processing and cloud offloading, respectively.

It is assumed in this work that users are stationary for a small number of time steps,
thereby causing no changes in the accessibility matrix, A(t), over σ(t) time steps. In addition,
as mentioned earlier, frequent rescheduling of resources (e.g., association, horizontal scaling,
and migration) causes computational overhead and delays. Thus, we propose to make
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optimal associations and resource provisioning for multiple time steps, which is possible by
making accurate predictions on future requests. As in Equations (14b)–(14e), the optimal
decision on BS-user association remains the same over σ(t) time steps. Furthermore, if
offloading is to happen, the related resources should be allocated in advance. For example, a
containerized virtual environment should be created and started in advance. The constraint
Equation (14p) states that if offloading is to be enabled at some t, it should be enabled
in advance. On the other hand, the actual allocated computing portion determined by
f(t)local , F(t)

es , and f(t)cloud changes over time steps. In the widely used Docker platform [42], for
example, the change in CPU/MEM resources (i.e., vertical scaling) can be performed in
real time by using Docker’s built-in runtime options [43], enabling frequent scheduling.

It is worth noting that in both OPT(1) and OPT(Nsh), we intentionally omitted the
constraints for limiting the feasible value ranges of the decision variables since they are al-
ready stated in the manuscript. Additionally, the greedy version of the proposed approach,
OPT(1), processes all tasks within the current time step without considering deadline
constraints. In contrast, OPT(Nsh) optimizes resource allocation and task offloading de-
cisions over multiple time steps while ensuring that deadlines are consistently met by
incorporating these constraints.

4. Evaluation

For evaluation, we have configured networks as shown in Figure 3. On a 300 m-by-
300 m area, there are nine BSs and ESs located in a planned manner with 100 m spacing
vertically and horizontally, while mobile users are randomly placed. The transmit/receive
range is set to 150 m. Each mobile device has a computing budget that is randomly drawn
from Uniform [0.05, 0.20], while the available computing resources at each ES are randomly
drawn from Uniform [0.40, 0.80]. Each user generates an offloading request, which requires
computing resources drawn from Distribution [0.00, 1.00] ×η, where η ∈ R++ is a scaling
factor to make low or high request rate scenarios. During the evaluation, the Distribution
is configured to one of the following: sine-, triangle-, and sawtooth-shaped patterns or
uniform random. Regarding the network latency, lbs and lcloud are set to 1 and 2, resulting
in 1 × ∆t and 2 × ∆t, respectively. The simulation and evaluation are carried out on a
high-performance workstation with an Intel Core i9 10940X CPU, 128 GB of memory, and
NVIDIA GeForce RTX 3090 graphics card, and the reported values in this section are the
average of 10 evaluations.
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Figure 3. Some randomly sampled layouts of the assumed 300 m-by-300 m area where the nine red
stars and fifteen black dots are the locations of users and BSs, respectively. (a) Example layout 1.
(b) Example layout 2.

4.1. Traffic Offloading Dataset and Prediction Model

Task offloading patterns (or traffic patterns) we assume in this study include sine-,
triangle-, and sawtooth-shaped patterns and a random pattern as shown in Figure 4. The
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values are generated at 1000 Hz for T = 50 s, yielding 50,000 data samples. We used an
80:10:10 split for training, validation, and testing. As a pre-processing step, the dataset is
normalized. The input/output length of the model is configured to llb = 128 and l f h = 5.
The deep learning models are implemented with Tensorflow and Keras framework. The
Adam optimizer is used with a learning rate of 0.001, and the number of epochs and the
batch size are configured to 10 and 128, respectively.
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Figure 4. The task-offloading request patterns assumed in this study where the x-axis shows only up
to the first 1000 samples out of 50,000. (a) Sine pattern. (b) Triangle pattern. (c) Sawtooth pattern.
(d) Random.

Real patterns can often be decomposed into multiple primitive patterns. This implies
that the sum of one, two, or three basic patterns can result in a realistic pattern. Therefore,
by studying these fundamental shapes, we can gain insights into more complex and realistic
traffic patterns. According to a study analyzing mobile traffic using a real dataset collected
from over 150,000 users [44], such decomposition is a valid approach for capturing the
variability in real-world traffic patterns. This view is further supported by techniques
such as Fourier analysis and other effective methods, which can decompose compound
signals into multiple basic, primitive signals [45–48]. In this study, we demonstrate that
the proposed prediction model can accurately forecast these compound signals using the
generated composite signals. Furthermore, if the given offloading pattern exhibits high
complexity, it can be decomposed into simpler, more manageable components.

The measured accuracy of the considered neural network models is reported in Table 4,
where the reported values therein are the root mean square errors (RMSE). Overall, the
1DCNN model outperformed the rest with respect to mean accuracy, and thus, it is used
for evaluation as the offloading request prediction model in what follows.
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Table 4. Prediction accuracy performance (RMSE) of the three neural networks with respect to
different request patterns.

Request Pattern 1DCNN LSTM Transformer

Sine 0.0350 0.0337 0.0350
Triangle 0.0336 0.0337 0.0347

Sawtooth 0.0328 0.0575 0.0349
Random 0.2874 0.2869 0.2868

mean (total) 0.0972 0.1030 0.0979
mean (except

Random) 0.0338 0.0416 0.0349

The predicted results of 1DCNN are shown in Figure 5, where Figure 5a is for sine-
shaped requests, Figure 5b is for triangle-shaped requests, Figure 5c is for sawtooth-shaped
requests, and Figure 5d is for randomly generated requests. As can be seen from the figures,
requests exhibiting a certain pattern are predicted with high precision. However, in the
case of the randomly generated requests, it is impossible to learn the underlying patterns
that do not exist, and thus, the model outputs the mean values all the time.
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Figure 5. Task-offloading prediction results with 1DCNN for the four different shapes or patterns.
(a) Sine pattern. (b) Triangle pattern. (c) Sawtooth pattern. (d) Random.

The predicted requests are then used in the following subsection for optimizing
resource provisioning and task offloading. By carrying out extensive evaluations, we found
that the results from using sine-, triangle-, and sawtooth-shaped requests are very similar
to each other for making highly accurate predictions. On the other hand, the evaluations
with random tasks showed different outcomes. Thus, in the following sections, we report
the cases with the sine-, triangle-, and sawtooth-shaped requests as a single result after
taking the average of all three. In addition, such requests will be called pattern requests.

4.2. Multi-Step Optimal Resource Provisioning and Task Offloading

We implemented the proposed algorithm and a discrete-time simulation environment
on MATLAB R2020b [49]. To implement and solve the proposed optimization problem,
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we used CVX 2.1 [50] and Gurobi 11.0 [51]. To evaluate the performance of the proposed
approach and to make a comparison analysis, we implemented the following algorithms:

• OPT(Nsh): the optimal method OPT(Nsh) proposed in this paper, which optimizes
resources and offloads over multiple time steps with deadline constraints.

• OPT(Nsh)/SSF: the proposed OPT(Nsh) without optimal BS-user association; the con-
ventional strongest signal first (SSF) association rule [52] is used instead.

• OPT(1): The optimal method OPT(1) proposed in this paper, which optimizes resources
and offloading for the current time step only in a greedy manner.

It is important to note that the greedy version of the proposed approach, OPT(1),
reflects the methodologies discussed in previous studies. However, unlike earlier meth-
ods, OPT(1) includes advanced features such as optimization of BS-user associations and
minimization of delays. Additionally, by comparing OPT(1) with OPT(Nsh)/SSF, we can
highlight the benefits of BS-user association optimization, which is also an important aspect
of the proposed approach.

The design parameters or preference values are set as follows, and the most suitable
values are found empirically. To be specific, for OPT(1), the value of α is set to 0.1. On the
other hand, for both OPT(Nsh) and OPT(Nsh)/SSF, the following configurations for the two
parameters are used: α = 0.2 and β = 0.15.

4.2.1. Effects of Multi-Time Step Optimization: Comparison between OPT(Nsh) and OPT(1)

We first carry out an evaluation to show the advantages of OPT(Nsh) over OPT(1). That
is, the benefits of optimizing the resources over multiple time steps will be evaluated. For
this evaluation, we assume that both OPT(1) and OPT(Nsh) can perfectly predict the future
requests. The reported values are the average over the three different traffic patterns and
the random traffic. During evaluations, OPT(Nsh) has successfully satisfied the deadline
constraints, which is the case in the following evaluations as well. The following Figures 6
and 7 depict the amount of computing resource used for task offloading when the users’
offloading requests are small and large, respectively. In the small request rate scenario
(see Figure 6), the overall computing resource usage is quite similar to each other in that
most computations are carried out on ESs. The notable difference is that OPT(1) offloaded
tasks as much as possible to an ES to minimize the response time and to minimize the local
processing according to its objective function Equation (12). On the other hand, OPT(Nsh)
optimizes over multiple time steps, and thus, excessive use of ESs does not occur. Rather,
OPT(Nsh) evenly distributes the computing resource allocations on ESs, and a small portion
of the tasks are offloaded to the cloud. This is because, as long as the deadline is not
violated, the use of the cloud is not penalized much. The fair distribution of the load is
desired in this study. It is worth noting that for OPT(Nsh), the use of ESs can exceed the ES’s
capacity as shown in Figure 6c. This is because the ES capacity in the figure is the capacity
for each time step, while the resource use is the accumulation over multiple time steps.

In the large request rate scenario (see Figure 7), the two methods show quite different
results. The OPT(1) takes an extreme approach in that each user offloads their tasks
completely to either the cloud or ES, and most tasks are offloaded to cloud for not having
enough capacity in an ES to process all within a single time step. As a result, users with
relatively small requests offload their tasks to ESs completely. On the other hand, users
with large amounts of requests completely offload their traffic to the cloud. However,
OPT(Nsh) can utilize ESs over multiple time steps, and thus, it has decided to offload much
of the user’s tasks to ESs while maintaining the balance of the ES resources. To be specific,
the use of ESs in OPT(1) and OPT(Nsh) has been 1.31 and 16.98, respectively. On the other
hand, the use of local and cloud computing in OPT(1) are 0.02 and 18.26, respectively, while
those of OPT(Nsh) are 0.00 and 0.62, respectively. This demonstrates that optimizing across
multiple time steps can effectively distribute the workload over time, thereby minimizing
reliance on both local and cloud resources.
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Figure 6. Comparison of computing resource usage between OPT(1) and OPT(Nsh) under a low
request rate (η = 0.5). Subfigures (a,c) show edge server (ES) usage, while subfigures (b,d) display
the combined usage of local devices and cloud resources. (a) ES usage of OPT(1). (b) Local device
and cloud usage of OPT(1). (c) ES usage of OPT(Nsh). (d) Local device and cloud usage of OPT(Nsh).
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Figure 7. Cont.
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Figure 7. Comparison of computing resource usage for OPT(1) and OPT(Nsh) at a high request rate
(η = 2.0). Subfigures (a,c) show edge server usage, while (b,d) display local device and cloud resource
usage. (a) ES usage of OPT(1). (b) Local device and cloud usage of OPT(1). (c) ES usage of OPT(Nsh).
(d) Local device and cloud usage of OPT(Nsh).

4.2.2. Effects of Optimal Association: Comparison between OPT(Nsh) and OPT(Nsh)/SSF

To validate the importance and effectiveness of the proposed optimal association ap-
proach, we make a comparison between OPT(Nsh) and one variant of it, called OPT(1)/SSF.
As similar to the previous subsection, we assumed the case where the future request rates
can be perfectly predicted in this evaluation. It is the same as OPT(Nsh) except that the
BS-user association is made based on the strongest signal first rule. For SSH, we assume a
free space path loss model [53] where the distance between the transceiver and receiver
dominates the path loss: PLdB = −10 × log10Glλ

2/(4πd)2 with d being the distance.
When the mean request rates are small (i.e., η = 0.5), there was not much difference

between OPT(Nsh) and OPT(1)/SSF. However, when the mean rate increased (i.e., η = 0.5),
OPT(1)/SSF is much outperformed by OPT(Nsh) as shown in Figure 8. Despite the optimal
computing resource provisioning and task offloading, OPT(1)/SSF has failed to make
balanced use of ES computing resources, as shown in Figure 8a. On the other hand, OPT(1)
has achieved better load balancing among ESs, as shown in Figure 8c. In addition, compared
to OPT(1)/SSF which has utilized the cloud resource much (see Figure 8b), OPT(1) has used
much less (see Figure 8d). Such performance difference arises from the optimal association
strategy. The BS-user association determines the ES-user association as well. Thus, poor
association may result in the case where many users associate with a small number of BSs,
which prevents fair load distribution.
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(d)
Figure 8. Computing resource usage comparison between OPT(Nsh) and OPT(Nsh)/SSF with a
large request rate (η = 2.0). (a) ES usage of OPT(Nsh)/SSH. (b) Local device and cloud usage of
OPT(Nsh)/SSH. (c) ES usage of OPT(Nsh). (d) Local device and cloud usage of OPT(Nsh).

4.2.3. Effects of Request Prediction Accuracy on OPT(Nsh)

Lastly, we conduct evaluations to examine how errors in predicting future offloading
requests impact resource utilization. As aforementioned, the proposed 1DCNN-based
prediction model can make highly accurate predictions for the three patterns, and thus,
the resource usage outcomes are similar to each other. In this regard, we configured two
scenarios in the following manner. In one scenario, during the simulation, each user
generates requests by using one of the sine-, triangle-, and sawtooth-shaped patterns. In
the other scenario, all users will generate requests randomly. The difference between the
two is the level of precision in predicting future requests. As a result, we configured the
three scenarios as follows: (i) users’ requests can be perfectly predicted; (ii) users’ requests
can be predicted with high accuracy (i.e., each user is generating requests by using sine-,
triangle-, and sawtooth-shaped pattern); (iii) users’ requests cannot be predicted accurately
(i.e., each user is generating requests at uniform random). When the users’ request rates are
small with η = 0.5, the results among the above three cases are not much different, while
the more accurate scenario has yielded better performance in terms of the fair distribution
among ESs and less use of local and cloud computing resource. Thus, we present only the
results when the users’ request rates are large with η = 0.5, as shown in Figure 9.
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Figure 9. Computing resource usage comparison of OPT(Nsh) between the cases with different levels
of prediction accuracy with a large request rate (η = 2.0). (a) ES usage of OPT(Nsh) when the request
prediction is perfect. (b) Local device and cloud usage of OPT(Nsh) when the request prediction is
perfect. (c) ES usage of OPT(Nsh) when the request prediction is highly accurate. (d) Local device and
cloud usage of OPT(Nsh) when the request prediction is highly accurate. (e) ES usage of OPT(Nsh)
when the request prediction is inaccurate. (f) Local device and cloud usage of OPT(Nsh) when the
request prediction is inaccurate.

When the future task requests can be predicted with high accuracy, the resource use
in ESs and user/cloud (see Figure 9c and Figure 9d, respectively) is quite similar to that
of optimum (see Figure 9a and Figure 9b, respectively). Such little differences is mainly
because the future requests have been predicted with high accuracy. In addition, OPT(Nsh)
makes some resources available by fairly distributing the load over time. Thus, in the
case of under-provisioning, it can allocate additional computing resources on ESs without
accessing cloud or local device. As a result, the use of ESs can still be balanced, and
the use of cloud can be minimized. Yet, in scenarios where all users generate offloading
requests uniformly at random, accurately predicting future requests becomes impossible.
Thus, OPT(Nsh) suffers much from under-/over-provisioning problems. Still, OPT(Nsh)
distributes the load on ESs over time, but the level of load balancing is worse than the rest.
In addition, the use of the cloud has increased much, which is not preferred under the
current objective function (see Equation (14a)). This result shows the importance of highly
accurate predictions on the future request. However, random traffic cannot be captured,
and the proposed approach has shown that under the random scenario, it has a certain
level of load balancing and the use of cloud has been successfully controlled.

We have also carried out additional experiments to evaluate the effect of misprediction
on the performance of OPT(1) and OPT(Nsh)/SSF, whereas the performance of the two with
perfect prediction is presented in Section 4.2.1 and Section 4.2.2, respectively. In the case of
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OPT(1) with a low request rate (η = 0.5), when the prediction is highly accurate, the use of
local, ES, and cloud computing has been similar to the case when the prediction is perfect.
When the user request is generated uniformly at random, on the other hand, the use of
computing resources has been less efficient. The most notable difference is, compared to
the perfect prediction case, the use of local computing resources increased from 0.0095 to
0.1010, on average. This is because most users have closed their access to the cloud during
the optimization, which considers the average rate only. This is clearly against the goal
we programmed in the objective function since it will shorten the battery lifetime of the
user device.

In the case of OPT(1) with a high request rate (η = 2.0), we have observed the following.
Similar to the case with low request rates, when the prediction is highly accurate, the use
of local, ESs, and cloud computing has been similar to that of the perfect prediction case.
When the user request is generated uniformly at random, the offloading scheduling has
become infeasible frequently. As can be seen in Figure 7b, both users 2 and 3 do not allocate
resources on the cloud. It might be the desired outcome under the average request rates.
However, in real time, the offloading request can be much larger than the average, but the
closed access to the cloud for both users causes failure in fulfilling the user’s request.

Lastly, in the case of OPT(Nsh)/SSF with a high request rate (η = 2.0), we have learned
the following. Similar to the above cases, when the prediction is highly accurate, the use of
local, ESs, and cloud computing has been similar to that of the perfect prediction case. When
the user request is generated uniformly at random, the use of cloud resources is increased
from 2.8482 to 3.7279, on average. Due to the non-optimal approach taken for user-BS
association, OPT(Nsh)/SSF can result in a few BSs with a large number of associations.
When the real-time requests exceed the average for the users associated with such busy BSs,
part of the excessive amount of requests are forwarded to the cloud, resulting in a longer
response time.

4.2.4. Discussions

Enhanced resource utilization and reduced task offloading latency significantly im-
prove service quality for applications such as real-time streaming and gaming. Efficient
resource usage reduces costs for providers, particularly in large-scale deployments, while
improved load distribution enhances network scalability, allowing for the accommodation
of more users and devices. However, average-based optimization has limitations, as real-
time offloading request amounts can deviate from the average. Consequently, this work
employs real-value-based optimization to better address these variations, making it more
suitable for delay-constrained or sensitive applications.

However, some limitations exist. The framework’s effectiveness relies on the accuracy
of predicting future offloading requests; unpredictable traffic can reduce performance.
Implementing multi-time step optimization adds computational overhead, which may be
challenging in resource-constrained or large-scale networks. Stable evaluation conditions
may not reflect real-world scenarios where dynamic network changes, such as user mobility
and signal variations, can affect performance.

Finally, the summary of findings regarding the feasibility and practical challenges of
implementing the proposed approach is as follows. The proposed deep learning model
is implemented by using the widely used combination of Keras and Tensorflow frame-
works [54] and thus, the resulting trained model can be easily ported or migrated to
different operating systems and CPU architectures. The iterative inference step takes a
negligible amount of time, making it applicable for real-time operations. On the other hand,
each training epoch during the training process takes approximately two seconds on the
aforementioned computing machine, but the training process is supposed to be carried out
offline before the deployment of the proposed approach. As aforementioned, the proposed
optimal approach as well as its variants are implemented by using the widely available
computer solver. Although the proposed OPT(Nsh) utilizes binary variables, by leveraging
advanced algorithms for handling binary/integer variables such as branch-and-bound,
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cutting planes, and parallelism [55], the proposed optimization problem is solved in at most
tens of milliseconds which is applicable for real-time scheduling since the proposed method
can plan in advance by using the predicted future requests. In addition, by leveraging
advanced techniques such as Lagrangian relaxation and problem decomposition [15] or
gradual one-by-one removal [39] the computation time can be further reduced.

5. Conclusions

In this study, we proposed a multi-step request prediction and optimization scheme for
MEC. The proposed scheme first forecasts the multi-step task-offloading requests. Then, us-
ing the predictions, the proposed approach called OPT(Nsh) optimizes network association,
computing resource provisioning, and task offloading so that users’ tasks are efficiently
processed with reduced battery consumption, guaranteed deadlines, and reduced cloud
use which causes larger delays. The proposed multi-time step optimization framework
can schedule the computing resources and task offloading over multiple time steps, and
thus, the deadline-constrained optimization problem can effectively be implemented while
making a balanced use of ESs over time. Extensive evaluations have been carried out to
show that the proposed approach can effectively predict future offloading requests with a
pattern, and with these predictions, edge computing resources can be optimally utilized
without violating deadlines. Even under the cases where the requests cannot be predicted
for randomness, the proposed scheme has shown its effectiveness in not exploding the use
of local and cloud computing resources and for making balanced use of ESs to some extent.
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