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Abstract: Aimed at mitigating the limitations of the existing document entity relation extraction
methods, especially the complex information interaction between different entities in the document
and the poor effect of entity relation classification, according to the semi-structured characteristics of
patent document data, a patent document ontology model construction method based on hierarchical
clustering and association rules was proposed to describe the entities and their relations in the patent
document, dubbed as MPreA. Combined with statistical learning and deep learning algorithms,
the pre-trained model of the attention mechanism was fused to realize the effective extraction of
entity relations. The results of the numerical simulation show that, compared with the traditional
methods, our proposed method has achieved significant improvement in solving the problem of
insufficient contextual information, and provides a more effective solution for patent document entity
relation extraction.

Keywords: semi-structured patent document; entity relationship extraction; hierarchical clustering;
association rules; attention mechanism

1. Introduction

Through the analysis of patent documents, crucial information about the develop-
ment status of technological and production processes in a research field can be obtained.
However, due to the large number of patent documents, carrying out manual analysis
and information extraction for each one would be an immense task. Additionally, this
approach is influenced by the technical capabilities of the operators. Therefore, the au-
tomated retrieval of technical information becomes a critical factor in patent analysis [1].
Extracting entity relationships from patent documents involves a comprehensive process
that begins with establishing an ontology model, followed by entity recognition, and cul-
minating in entity relationship extraction. The ontology model [2] defines the concepts
and relationships inherent in patent documents, such as inventors, applicants, patent clas-
sifications, and technical fields. By structuring these entities and their interconnections,
the ontology provides a framework for understanding the complex information within
patent documents. This structured representation is essential for accurately identifying and
categorizing the various components of patent texts. In the realm of entity recognition [3],
statistical characterization methods are commonly employed. These methods involve
extracting representative features from patent documents, selecting the most pertinent
features to enhance model accuracy, and training models on annotated data to learn the
relationships between features. The trained models are then tested on unlabeled data to
evaluate their accuracy and generalization capabilities. Convolutional Neural Networks
(CNNs) play a significant role in this process by learning to map the characteristics of input
data to output labels through layers of convolution, pooling, and fully connected nodes [4].
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This deep learning approach allows for effective feature extraction and mapping, essential
for identifying entities within the documents.

Entity relationship extraction is performed based on ontology models and entity
recognition. Traditional methods for entity relationship extraction include rule-based and
template-based approaches [5], as well as statistical machine learning methods [6]. These
conventional approaches require extensive manual intervention for feature selection and
struggle to scale to other domains. With the advancement of deep learning, leveraging deep
neural network models for entity relationship extraction has become a trend. Convolutional
neural networks (CNNs) and long short-term memory networks (LSTMs) are two promi-
nent networks used for entity relationship extraction. CNN-based networks [7,8] primarily
use one-dimensional convolutions to extract local features and spatial information from
the data, while they lack the ability to capture contextual information, which impacts the
accuracy of entity relationship extraction. LSTM-based networks [9,10] can model long-
range dependencies within the data, thereby handling complex entity relationships more
effectively. However, they come with a larger number of parameters and longer training
times. To address these issues, researchers have proposed integrating multiple neural
network types to extract features at various levels [11,12]. Nevertheless, such methods can
lead to feature redundancy and increased training complexity.

To enhance the representation of key features and improve the handling of contextual
information regarding entity relationships, pre-training models and attention mechanisms
are utilized to achieve accurate identification of entity relationships in this paper, dubbed
MPreA. Specifically, the pre-training model RoBERTa [13] is used to enhance learning
efficiency and accuracy in entity extraction by providing rich, high-dimensional feature
spaces. Additionally, attention mechanisms are designed to improve the model’s focus
on important information within sequences, enabling a better contextual understanding
and more precise entity boundary detection. By integrating these advanced techniques,
the extraction process becomes more robust, resulting in accurate and comprehensive
identification of entity relationships in patent documents.

2. Related Works

Information extraction (IE) technology aims to rapidly and efficiently extract valuable
information from large datasets [14]. Entity relation extraction, as one of the core tasks in
information extraction [15], has garnered widespread attention from both the academic
and industrial sectors in recent years. By modeling document information, entity relation
extraction aims to automatically identify entities, entity types, and specific types of relation-
ships between entities, providing foundational support for reasoning in patent knowledge
graphs. Currently, entity relation extraction methods can be broadly categorized into three
types: supervised learning methods [16], semi-supervised learning methods [17], and
unsupervised learning methods [18,19].

(1) Supervised learning methods: Supervised learning-based entity relation extrac-
tion methods treat relation extraction as a classification problem. By using labeled data
for training, these methods input the labeled data into a constructed model for learning,
resulting in a final model for entity recognition and entity relation extraction. Kambhatla
et al. [20] studied features such as dependency syntactic analysis in document data and
utilized a maximum entropy classification model for training, achieving good results in
relation extraction tests on public datasets. Shan et al. [21] investigated features based on
knowledge points, core predicates, and discourse differences, extracting key knowledge
points in the sports domain using a relation model. Hou et al. [22] proposed a bootstrap-
ping rule discovery method for robust relation extraction, validated through numerous
experiments. The supervised entity relationship extraction algorithm, fused with deep
learning, is primarily constructed using a convolutional neural network (CNN). Through
the neural network, it learns the features of the relationships between relevant entities with-
out the need for manually establishing a knowledge entity relationship library. Li et al. [23]
built an entity relation training model using a convolutional neural network. Significantly
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reducing the dependency on manual feature extraction. With the development of deep
learning, researchers have made improvements to address various issues related to text
entity relations. Zhou et al. [24] incorporated attention mechanisms into bidirectional
long short-term memory networks, enhancing the network’s extraction of key features.
Schlichtkrull et al. [25] employed graph neural networks to accomplish entity relation
prediction and classification using two standard public databases. Zhou et al. [26] proposed
a globally contextualized graph convolutional network, using entities as nodes and the
context between entity pairs as the edges, capturing rich global contextual information
about entities in patent documents. The network was pre-trained using a certain distant
supervision dataset, and the experimental results showed that the network could more
effectively capture entity relations. Supervised entity relationship extraction methods can
learn fine-grand features and contextual relationships from data, achieving high accuracy
and F1 scores. However, these methods are highly dependent on labeled data and face
significant challenges in extracting complex relationships.

(2) Semi-supervised learning methods: Semi-supervised learning-based entity rela-
tion extraction methods reduce the workload of data annotation by constructing entity
relationship generation seeds and using pattern learning for iterative discovery of entity
relations. Common semi-supervised learning-based entity relation extraction methods
include co-training [27], bootstrapping [28,29], label propagation [30,31], and others. Yuan
et al. [32] proposed an edge-enhanced graph alignment network and a word-to-relation
tagging method, using edge information to assist alignment between objects and entities
and finding correlations between entity—entity relations and object—object relations. The
effectiveness of this model was demonstrated through experiments. Kamateri et al. [33]
used deep neural networks to train different parts of the dataset and integrated the new
model for entity relation extraction, showing that this method significantly outperformed
models trained on a single dataset. Semi-supervised entity relationship extraction methods
can reduce annotation costs and alleviate data imbalance issues, yielding higher recall
values. However, the quality of the final model depends on the selection of seeds and is
prone to noise, thereby reducing model accuracy.

(3) Unsupervised learning methods: Unsupervised learning-based entity relation
extraction methods, taking a bottom-up approach, employ clustering principles to extract
entity relations, overcoming the limitations of supervision and semi-supervision in terms
of annotation. Chen et al. [34] utilized existing semantic and structural features to improve
the accuracy of unsupervised learning-based entity relation extraction. Yan et al. [35]
introduced pattern combination clustering into unsupervised learning, enhancing the
accuracy of entity relation extraction. Unsupervised entity relationship extraction methods
can greatly reduce annotation costs and automatically identify existing relationship types
in the data, demonstrating strong transferability. However, they depend on the quality of
the initial setting of relation seeds and generally perform less well in terms of evaluation
metrics such as precision, F1 and recall compared to semi-supervised and supervised
learning methods.

To achieve accurate patent entity relationship identification, we propose a supervised
patent entity relationship extraction method tailored to the semi-structured nature of patent
document data, building upon ontology modeling and entity recognition. Different from
previous supervised learning approaches, we employ pre-trained models to effectively
represent the intrinsic features of sentence sequences and utilize attention mechanisms
to capture contextual information about entities and their relationships. This approach
addresses issues such as relationship overlap and entity nesting in the process of extracting
semi-structured data.
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3. Methodology
3.1. Patent Document Ontology Modeling Method Based on Hierarchical Clustering and
Association Rules

In this section, we address the complexity of relationships between hierarchical and
non-hierarchical concepts in the ontology model. We propose an automatic ontology
construction method based on hierarchical clustering and association rules, leveraging the
sensitivity of hierarchical clustering to hierarchical structures and the rule-based association
of non-hierarchical relationships. The method includes the following main steps.

3.1.1. Concept Acquisition

To better handle the textual data in patent documents, we converted them into txt
document-type data. The Jieba segmentation tool was used to segment and annotate the text
with part-of-speech tags due to its ability to efficiently handle large corpora and flexibility
compared with other words segmentation tools. Subsequently, we further cleaned the
segmentation results by removing semantically insignificant words such as prepositions,
adverbs, and auxiliary words. The criteria for removing these words were based on a
curated stop word list specifically designed for patent texts, ensuring that only words
lacking substantive content were filtered out. Finally, we compiled the segmented results
to create a relevant concept corpus. For concept extraction, we employed the LDA (Latent
Dirichlet Allocation) topic model, which automatically discovers latent topics or concepts
in the text. The model classified words in the text into these topics and extracted thematic
information, achieving the goal of concept extraction.

3.1.2. Inter-Conceptual Relationship Extraction
(1) Hierarchical relationship extraction

In this paper, we adopt the hierarchical clustering method, which is widely used in the
fields of natural language processing and ontology construction, to extract the relationships
between concepts in patent documents. The basic idea behind this method is to cluster
concepts according to their similarity to form a hierarchical structure of concepts.

Specifically, this method involves normalizing two vectors, calculating the cosine value
of the angle between them to determine their similarity, and then computing inter-cluster
distances to achieve the merging of similar clusters. For any two concepts, denoted as c;
and c;, with word vector representations ?i and ¢ j» respectively, the vectors are normalized.
Since these vectors may contain different words, an extension operation is performed to
balance the gap between them. The extension operation is represented by Equations (1)
and (2):

C—f = ((wy,a1), (w2, a2), (w3, a3), (w4, a4), (ws,0)) 1)
C_; = ((w1,0), (w2, b2), (w3, b3), (w4, by), (ws, bs)) (2)

Among them w is the conceptual ¢;, ¢; is the context word, and 4 and b indicate the
specific frequency of occurrence of the contextual words. The similarity between two
concepts can be expressed as shown in Equation (3).

Y ab
(T - agc; bec;
sim|{ ¢, ¢ | =cos( ¢, ¢ | = e 3)
Y a2y b?
ace  bec;

included among these, sim(-) denotes the similarity between two concepts, and the # is the
number of clusters.

To calculate the distance between two clusters, it is necessary to calculate the average
value of the distance between all the elements between the two clusters, then the cluster P
and Q. The formula for calculating the similarity between is shown in Equation (4).
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sim(P,Q) = =4 YITe] (4)

(2) Non-hierarchical relationship extraction

A non-hierarchical relationship between ontology concepts means that there is no
obvious subclass or parent class relationship between two or more concepts, including
the relationship between parts and the whole as well as the relationship between concepts
and attributes, such as object attributes and data attributes. In this paper, the association
rule method is used to discover the non-hierarchical relationship between concepts, and at
the same time, in order to better mine the non-hierarchical relationship between concepts,
the verb is used as the label of the non-hierarchical relationship between concepts, by
calculating the correlation degree between the verb and the concept pairs, the verb that
meets the conditions will be used as the label of the relationship between the concepts.

3.2. Patent Document Entity Identification Method Combining Statistical Learning and
Deep Learning

This article addresses the diversity of entity types and the uncertainty of entity bound-
aries in patent documents. Leveraging the automatic rule-learning capability in statistical
feature learning and the feature extraction capability for complex features in deep learn-
ing, we propose an integrated approach for entity recognition in patent documents that
combines statistical learning and deep learning. The model framework, as illustrated in
Figure 1, comprises key modules such as a rule dictionary, a BERT pre-trained model,
an IDCNN (iterated dilated convolutional neural networks) layer, a bidirectional GRU
network layer, and a Conditional Random Field (CRF).

| Input ——— Input layer

y

| BERT ———

= 00000
$6666

'BiGRU ——

CRH—{JLU%ULUMF—

| Output \}— Output layer _

Rule
dictionary

Figure 1. Frame diagram of an entity recognition model combining statistical learning and deep learning.

Initially, the text undergoes transformation using a rule-based dictionary layer. The
transformed patent text data are then fed into a pre-trained model layer for vectorization.
Subsequently, a dilated convolutional layer is employed to extract key features, which are
encoded by a BiGRU network layer. Following this, the CRF inference layer is utilized
to determine the most probable label sequence. Finally, a rule-based dictionary is used
for correction.

3.2.1. Rule Dictionary

In patent documents, clearly named entities can be identified through regular expres-
sions and artificially constructed dictionaries, the recognition results can be incorporated
into dictionaries, the external knowledge base can be expanded, and the model output can
be corrected. In addition, there are many English proper nouns in Chinese patents, which
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need to be converted regularly, such as converting the word “Android” to “A7d”, where
“A” and “d” represent the first and last letters of the word, respectively, and “7” represents
the length of the word, to avoid semantic confusion and loss of contextual information. At
the same time, a dictionary containing commonly used ending words such as “system”,
“software” and “component” can be built to limit the range of neural network output results
and improve the accuracy of tasks.

3.2.2. Vector Initialization

To process textual information for neural networks, patent data should first be con-
verted into vector form. Traditional vector generation methods are insufficient for capturing
the semantic information of the text. To better extract the contextual features of patent text,
the BERT model is used to enhance the semantic representation of word vectors.

The Transformer encoding unit is the core of the BERT model architecture, comprising
character representation, sentence representation, and positional representation. It is used
to construct a vector matrix for input text. In the computation process, the Self-Attention
mechanism is central to the Transformer. It begins by calculating the similarity between the
feature vector Q and the context feature vector K, resulting in an attention weight vector.
This vector is then utilized to enhance the feature representation in vector V. Feature
expression in the calculation formula is shown in Equations (5) and (6):

attention_output = Attention(Q, K, V) )]

T
Attention(Q,K, V) = Softmax(QL

14 6
\/@) (6)

3.2.3. Hole Convolution Neural Network

In response to the issue of semantic confusion arising from the multimodal information
in patent documents, we introduced a dilated convolutional neural network into the model,
as illustrated in Figure 2. Compared to traditional convolutional neural networks, dilated
convolutional neural networks can achieve a larger receptive field without relying on
pooling operations. This approach mitigates the problem of internal data loss that typically
occurs during convolution.

(a) Ordinary convolution (b) Dilated convolution

Figure 2. Convolution processes of convolutional neural networks and hole convolutional neural
networks.

As shown in Figure 2, dilated convolution introduces a dilation rate d to the standard
convolution, allowing it to capture information from a wider range of inputs without sliding
over contiguous regions as traditional CNNs do. This results in an increased receptive field
without requiring an increase in the size of the convolutional kernel.

3.2.4. BiGRU Network Layer

The BiGRU network includes both forward GRU and backward GRU networks. Simul-
taneously, leveraging the long short-term memory (LSTM) network, the feature extraction
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and mapping processes are merged to address issues like gradient explosion and text
dependencies, ensuring the effective retention of essential information.

As shown in Figure 3, the utilization of update gate and reset gate controls the reading
and writing of information in the neural units.

hot ) Ja Ih:
L/ g
B
|r, z, h
| o | | (e | | tanhl
xt

Figure 3. GRU Unit Structure.

The update gate influences the current stage’s state based on the previous stage,
while the reset gate represents the condition of the previous stage’s content being written
into the current content. The specific calculation formulas are as follows, as shown in
Equations (7)-(11):

zp = 0(Wy X [h_1, x¢]) (7)

re = 0(Wy X [hp_1, x¢]) 8)

hy = tanh(Wj, x [ry X hy_1, %)) )
he = (1—z¢) X hy_q + 2 X Iy (10)
yr = 0(Wo X hy) (11)

Here, h; represents the activation value of the current network unit, y; denotes the
output at time f, and o and tanh represent activation functions. w,, w;, and w,, respectively,
denote the update gate, reset gate, and continuously updated output parameters in the
hidden layer. Et represents, at time ¢, the activation value of the current network unit,
controlling r;, the next network unit /;_1, and the current time step input x;. To capture
more contextual semantic information, reverse network learning is introduced into the text
data by merging the forward GRU and backward GRU.

3.2.5. CRF Inference Layer

To mine the information about the association between patent document entities,
a CREF reasoning layer is added behind the BiGRU layer to accurately identify patent
document entities.

x = (x1,x2, ..., Xy) is the character-level representation of the input patent document
data, x,, denotes the input vector of the nth word. v = (y1,y2, ... ,¥x) is the tag sequence
of x, all the tags corresponding to characters have corresponding scores, which are linearly
increasing with the possibility of output results. From the whole reasoning process, the
transfer phenomenon will appear between the front and back tags with a certain probability,
and the comprehensive result is obtained by adding the tag score and the transfer score.
The specific calculation methods are shown in Equations (12) and (13):

n
S(x,y) = Z(Wyifl/%‘ + Pir]/i) (12)
i=1

P = Ws +h" + b, (13)
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where W; represents the transformation matrix, bs represents the bias term in the computa-
tion, Wy, 1, represents the movement score of the data label, h(f) represents the hidden
state of input x; of the previous layer at time ¢, and P; ,, denotes the value of the y;.

3.3. Patent Document Entity Relationship Extraction Method Integrating Attention Mechanism

To address the limited context information in extracting entity relationships from
patent documents, we propose a method that combines attention mechanisms, utilizing pre-
trained models for effective expression of intrinsic semantic features in sentence sequences
and attention mechanisms for efficient extraction of entity information, dubbed as MPreA.
The modeling formula of the relationship extraction task is shown in Equation (14). First,
the head entity s extract, and then use the relationship between the main entity and the
head entity to extract the tail entity o. Finally, the relationship between entities r is obtained.

P(s,r,0) = P(s)P(o|s)P(r|s,0) (14)

The overall modeling formula for the feature extraction method in patent documents is:

P((s,r,0)|x) = P(s|x)P((r,0)|s,x) = P(s|x)] | Pr(o]s, x) (15)

reT

where T represents the entity relation type and x represents the network input. The spe-
cific steps of using Equation (15) to convert the patent document entity extraction task to
a pointer annotation task, to realize the extraction of multiple inter-entity relationships,
are as follows: first detect the head entity in the sentence, then use the detected head
entity to search for the corresponding tail entity and inter-entity relationships, and fi-
nally make a judgment on the search results, if there is a corresponding tail entity, then
keep or discard the head entity Finally, it traverses the all of the data and obtains all the
inter-entity relationships.

The overall architecture of the proposed method is shown in Figure 4, including a
RoBERTa coding layer, feature enhancement layer, head entity marking layer, and a head
entity features fusion, relationship, and tail entity marker.

Output
e — Lo ) Y | | \i
| i | i
i EEEEE i % i Ei iMarkin of
% EEEEE i i i EW\EE %headereitity
. | | Il ) |
mz:f?gsl;?;i ittention i‘ == ‘* ********* E“;Ejl: S-zzoozoo ‘* = J
and tail | i ————— N
entity i E E E E E % CI-:IN i ‘ Self-Attention ‘ ‘}
| | | |
% E E E4\ E E i i ‘ BngTM ‘ % Feature
| | | lenhancement
i ‘ Linear ‘ i i i
. : ﬁ 000 D 000 |
N SO
Feature i ‘D 00 D 00 D‘ | ‘ RoBERTa Encoder ‘
fusion of | Feature sharing layer T
head entlty \D ][] D 00 ‘ i

Figure 4. Entity Relationship Extraction Model Architecture, RoBERTa, encoding layer.

The RoBERTa model utilizes a large database as training material, allowing for the
effective extraction of latent information from sentences and the acquisition of more contex-
tual information through a multi-layer bidirectional Transformer architecture. Due to its
excellent performance in numerous text processing tasks, the RoBERTa model has gained
widespread adoption.
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(1) Characteristic reinforcement layer

Bidirectional long short-term memory (BiLSTM) can realize forward and backward
coding and can capture more feature information and context information through this
mechanism to promote the extraction of text features. This module takes the feature vector
encoded from the RoBERTa model as the input and conducts in-depth patent document
information mining through the BiLSTM network.

In terms of the specific process, firstly, the processed vector matrix X is taken as the
input, and the features are further encoded by the BILSTM network. Then, the output of
the previous moment and the word vector of the patent document are taken as the input
of the current time ¢, and the input of the next time /; is combined with the bidirectional
encoding. The above formula is shown in Equation (16):

ht = BiLSTM(Xi,htfl) (16)

Among them x; expresses t which is the word vector input at any time. The vector
obtained after the BiLSTM network coding is H = {hy, hy, ... ,h,}.

Although the BiLSTM network can better capture the features of longer text informa-
tion, it has the defect of information loss when processing reverse semantic information and
cannot accurately express text information. To solve this problem, the self-attention mech-
anism is used to allocate weights to help the model extract key features. The calculation
formula is shown in Equation (17).

A(Q,K, V) = softmax(QKT)V 17)
o Vi
where Q, K, and V denote the query matrix, the key matrix, and the value matrix, respec-
tively, and \/d is the square root of the first dimension of the key matrix, which is used to
maintain the stability of the gradient.

Without increasing the computational complexity of the model, the attention mecha-
nism can solve the defects of bidirectional long-short memory network in the long-distance
feature information loss. Based on the advantages of the self-attention mechanism, this
paper adds the self-attention mechanism module based on bidirectional long -short-term
memory network, strengthens the correlation feature extraction between the data through
the contextual information, and carries out the weight allocation. The specific steps are Q,
K, V by means of the parameter matrix Wg, Wk, Wy. A linear transformation is performed
and then the attention size is calculated as shown in Equation (18).

M = Attention(QWgo, KWx, VWy ) WO (18)
Here, M = {my,my, ... ,my} represents the feature vector after processing from the
attention mechanism module.
(2) Header entity labeling layer

The header entity tagger consists of two identical binary classifiers, each independently
processing positions using 0 and 1 for encoding. This enables the detection of the positions
of header entities and the decoding of the output vectors from the previous layer, achieving
accurate identification of header entities in patent document data.

(3) Head entity feature fusion

Firstly, the feature expressions between entities are obtained X},.,q, which are fed into
a multilayer convolutional neural network to obtain the finally result xy0,4. The calculation
process is shown in Equation (19).

Xhead = MaxPooling(CNN/(Xpeaq)) (19)
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Aimed towards the head entity features in the tail entity labeling task affected by
the current text position, the feature fusion method based on the attention mechanism
is adopted to achieve efficient tail entity labeling. The specific formula is shown in
Equation (20).

T; = [Xz’; (erxhead)xhead} (20)

After processing the vectors using the encoding X and Xj,e,q based on the dot product
calculation, the coefficients in the result of the dot product operation in the previous step
are multiplied with the corresponding head entity feature vectors, and then the result of
the multiplication operation is combined with the word vectors at the current position to
obtain the final result T = {11, T, ... , Ty }.

(4) Relationship and Tail Entity Tagger

Patent inter-entity relationships and tail entities are processed through a multilayer
binary classifier with the same number of layers as the number of predefined relationships.
In the process of processing tail entities, the vector combines the information about the
head entity T input with the labeler. In the case of the vector T, when decoding, the tagger
will simultaneously tag the corresponding tail entity for each detected head entity.

POt — (WO T + By 2
plQ_f”d = (T(WgndTi + bgnd) (22)

T; is the vector representation of the ith word’s encoding vector after feature fusion.
PPt and Pi"—md express the first i the output values of the fusion vectors processed
through the decoding layer, both of which are probabilistic values, of the W(.) denotes
the weight matrix, the b(.) indicates the bias value, the ¢ represents sigmoid activation

function, and o indicates the tail entity.

4. Experiments
4.1. Datasets and Implementation Details

Shanghai, as China’s economic hub and a major manufacturing center, possesses a
wealth of high-quality data on smart manufacturing technologies and patents. The data
sourced from official patent databases and industry reports are comprehensive and accurate,
ensuring the reliability and representativeness of the research. In this paper, two datasets
from an intelligent manufacturing patent database in the Shanghai region are used for
experiments, as shown in Table 1. Both datasets contain patent data in Chinese and English.
Dataset 1 contains 67,071 sets of data, of which 61,530 sets are used as training data and
5541 sets are used as testing data. Dataset 2 contains 15,958 sets of data, of which 15,229 sets
are used as training data and 729 sets are used as testing data.

Table 1. Dataset statistics.

Dataset Training Set Test Set
Dataset 1 61,530 5541
Dataset 2 15,229 729

The experiment uses the Windows11 operating system, and the processor, graph-
ics card, programming language and optimizer are Intel i7-10700K, Nvidia GTX3060,
python3.8, and Adam; the batch size was set to six, and the learning rate was set to
1x107°.

The accuracy (P), the recall rate (R) and the harmonic mean (F1) were used as the
evaluation index of the algorithm, which is calculated as shown in Equations (23)-(25).

_ Correctly identify the number of triples

100% 2
The number of identified triples x 100% @3)
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R— The number of corre.ctly i.dentified triples < 100% (24)
The number of triples in the sample
2xPxP o
F]. — 13—|—7R X 100/0 (25)

4.2. Comparative and Ablation Experiments

In order to verify the superiority of the proposed model, five methods were selected for
comparative experimental analysis, and all models used the same database data as the input.
At the same time, to verify the influence of different pre-training models on the extraction
of patent entity relationships, this paper selected another three kinds of comparative
experiments to test the training model. MPreA (BERT) presents the substitution of the
pre-training model with BERT. MPreA (ALBERT) denotes the transition of the pre-training
model to ALBERT. MPreA (ELECTRA) represents the substitution of the pre-training model
with ELECTRA. The experiment uses the datasets mentioned in Section 4.1. The results of
the comparison experiments are shown in Table 2.

Table 2. Experimental results of different models on two datasets.

Dataset 1 Dataset 2

Models Accuracy/% II:;C:;},}O F1/%  Accuracy/% II::;E;},/IO F1/%
CopyRE 62 56.5 58.6 37.7 36.4 371
GraphRel 63.9 60.0 61.9 447 41.1 429
CopyRRL 77.8 68.1 721 63.3 59.9 61.6
ETL-Span 85.3 72.3 78.0 84.3 82.0 83.1
CasRel 88.7 88.2 89.5 93.4 90.1 91.8
MPreA 90.2 93.1 92.1 93.8 91.9 92.8
MPreA (BERT) 91.3 91.2 91.1 93.4 91.3 92.3
MPreA (ALBERT) 91.9 91.7 91.5 93.2 91.5 924
MPreA (ELECTRA) 92.5 93.5 92.4 93.6 92.2 92.9

Note: The optimal results are shown in bold.

To verify the effect of the attention mechanism in the network proposed in this paper,
two groups of control experiments were set up to analyze the algorithm experiments
carried out on the bidirectional long and short memory networks combined with a self-
attention mechanism and the convolutional neural network combined with a self-attention
mechanism. The experiment uses the datasets mentioned in Section 4.1. The experimental
results are shown in Table 3.

Table 3. Entity relationship extraction model ablation experiments.

Dataset 1 Dataset 2
Model o Recall o o Recall o
Accuracy/% Rate/% F1/% Accuracy/% Rate/% F1/%
Model-a 91.3 924 92.1 93.0 92.2 91.3
Model-b 92.3 89.1 89.3 93.1 90.6 90.4
Model-c 91.6 92.5 92.8 93.8 91.9 93.1

(1) Model-a removed the bidirectional long and short memory networks combined
with a self-attention module from the MPreA basic model.

(2) Model-b removed the convolutional neural network combined with a self-attention
module from the MPreA basic model.

(3) Model-c is the basic model of MPreA.
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4.3. Validation

To validate the effectiveness of the proposed method on other patent datasets, we
selected patent databases from the Yangtze River Delta region of China as the source for
dataset 3. This region is one of the most economically developed and technologically
advanced areas in China, boasting a wealth of high-quality patent databases. Dataset 3
contains patent data in Chinese and English. And dataset 3 contains 23,464 sets of data, of
which 21,933 sets are used as training data and 1531 sets are used as testing data.

5. Results and Analysis
5.1. Experiment Results

From the results in Table 2, it can be seen that, in comparison with other patent entity
relationship extraction methods, optimal results for the three evaluation indicators used for
the method proposed in this paper were achieved for both datasets. CopyRE was selected
as the benchmark data. For dataset 1, the method proposed in this paper had the following
characteristics: the values of the accuracy, recall, and F1 indexes were improved 28.2, 36.6
and 33.5; in dataset 2, the index values were improved 56.1, 55.5 and 55.7, which proves
that the patent document entity relationship extraction method proposed in this paper has
a high precision and accuracy. When the pre-training model was replaced with BERT, the
overall performance declined. This decline can be attributed to RoBERTa being trained on a
larger dataset, allowing it to capture more entity relationship information. Similarly, when
ALBERT was used as the pre-training model, there was also a decrease in performance,
possibly due to ALBERT’s reduced number of parameters, which limits its ability to learn
sufficient key features. MPreA (ELECTRA) achieved a better performance on both datasets,
possibly because ELECTRA employs a replaced token detection mechanism that enhances
the model’s learning capability. However, MPreA outperformed MPreA (ELECTRA) on
dataset 2, which has a smaller data size, indicating that the proposed method can perform
well even with limited data.

As shown in Figure 5, the comparative methods exhibited a better accuracy on dataset
1 than on dataset 2. However, the proposed method achieves promising accuracy scores
on both datasets, with the best performance observed on dataset 2. This improvement is
likely due to the use of pre-training models and attention mechanisms, which enhance the
model’s feature learning capabilities.

Accuracy/%

!ﬁ?ﬁ F----
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&
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Datasetl Dataset2

B CopyRE M GraphRel B CopyRRL ETL-Span M CasRel
B MPrea W \PreA (BERT) I VPreA (ALBERT) I MPreA (ELECTRA)

Figure 5. Box plots of accuracy of different models on two datasets.

As shown in Figure 6, both the comparative methods and the proposed methods
have better recall performance on dataset 1 compared to dataset 2. The proposed methods
achieve recall scores exceeding 90% on both datasets. This discrepancy may be attributed
to dataset 1 containing a greater diversity of entity relationship types, which enhances the
model’s robustness.
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Figure 6. Box plots of recall for different models on two datasets.

As shown in Figure 7, the proposed method performs better on dataset 2 than
on dataset 1 in terms of F1 score. This improvement could be attributed to dataset
2 containing less noise and fewer irrelevant features, thereby enhancing the model’s
recognition capability.

ﬂﬂ

. e

D R
| v

g m=

Datasetl Dataset2
B CopyRE M GraphRel B CopyRRL M ETL-Span M CasRel
H VPreA I \PreA (BERT) M wpreA(ALBERT) I MPreA (ELECTRA)

Figure 7. Box diagram of values of different models on different datasets.

From the results of ablation experiments, it can be observed that the inclusion of two
self-attention modules enhances the model’s ability to process data. The quasi-evaluation
indexes of model-b in dataset 2 have decreased, indicating that the convolutional neural
network combined with the attention mechanism module can effectively filter out the
redundant information, and more accurately extract the entity relationships in text data.
The F1 value of model-a is higher than that of model-b on both datasets, indicating that the
fusion of bidirectional long and short network and attention mechanism strengthens the
extraction of hidden information in the input vector, obtains more detailed features, and
improves the recognition accuracy.

5.2. Validity Results

From the results of Table 4, it is clear that the proposed method achieves the promising
performance in dataset 3. This indicates that the proposed approach exhibits a strong
robustness and can be effectively applied to other patent document data processing tasks.
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Table 4. Experimental results of the proposed models on dataset 3.

Dataset 3
Models
Accuracy/% Recall Rate/% F1/%
MPreA 92.9 91.2 93.7

6. Conclusions

To accurately extract entity relationships from semi-structured patent documents, this
paper proposes a method that integrates pre-training models and attention mechanisms,
building upon ontology model construction and patent entity recognition. More specif-
ically, the pre-trained model was used to process the patent literature data to obtain a
feature vector containing entity and relationship information. The accuracy of the proposed
method was improved by extracting key features using a bidirectional long short-term
memory network and attention mechanism module. Before the tail entity and the rela-
tionship information between entities are encoded and fused, the head entity vector and
the input vector are fused with the features by using the convolutional neural network
and the attention mechanism module to further improve the accuracy of the model. The
experimental results show that the proposed method achieves a promising performance
on dataset 1, dataset 2, and dataset 3. The accurate extraction and analysis of entity rela-
tionships in patent texts enable researchers to gain a comprehensive understanding of the
technical content and innovative aspects of patents, thereby facilitating a better assessment
of their technological contributions and market value. This has significant implications
for the formulation of future development strategies and risk management for enterprises.
Meanwhile, our method can be applied to other semi-structured document information
analysis tasks, such as legal texts and medical records. However, we did not consider
non-textual data in patent documents, such as flowcharts and structural diagrams, which
are important for text analysis tasks. In future work, we intend to incorporate multimodal
data from patent texts to further enhance the efficiency of patent analysis.
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