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Abstract: Considering Industry 4.0 directions, followed by recent Industry 5.0 principles, interest in
integrating legacy systems in industrial manufacturing has emerged. Due to the continuous evolution
of the Internet of Things (IoT) and the Industrial Internet of Things (IIoT), as well as the rapid
extension of the scope and adoption of broader technologies, such integration has become feasible.
Even though newly developed equipment provides easier interoperability, the replacement of legacy
systems highly impacts cost and sustainability, which usually extends to the entire production process,
the operators and the maintenance team, and sometimes even the robustness of the production
process. Ensuring the interoperability of legacy systems is a problematic task, being dependent
on technologies and development techniques and specific industrial domain particularities. This
paper considers strategies to ensure the interoperability of legacy systems in a building-management
system scenario where local structures are approached using both industrial protocols and web-
based contexts. The solution is built following the Industry 5.0 pillars (sustainability, human focus,
resilience) and conceives the entire data acquisition and supervisory solution to be flexible, open-
source, resilient, and under the control of company engineers. The chosen environment for interfacing
and supervision is Node-RED, enabling IoT and IIoT tools, together with a complete orientation
toward digital transformation. This way, it is possible to construct a final result that enhances security
while bridging outdated protocols and technologies, eliminating compatibility risks in the context
of the evolutionary IIoT, ensuring critical process functions are possible, and aiding operators in
complying with regulations governing building-management system (BMS) operations, thus solving
the challenges that arise in the complex task of adopting the IoT backbone of digital transformation
in relation to the integration of legacy equipment. The obtained solution is tested in an automotive
industry building-management system, and the results demonstrate its performance, reliability, and
high customizability in a context of openness and low cost.

Keywords: Industrial Internet of Things; Industry 5.0; legacy systems; web integration; Node-RED

1. Introduction
1.1. General Concepts

The integration of network technologies and smart computing in the manufacturing
domain, which permits the generation of an environment that reinforces the goals of au-
tomation, reliability, and control, alongside underlining the development of an Industrial
Internet of Things (IIoT) environment, is represented by the Industry 4.0 paradigm [1].
Concretely, the core ideas associated with the Internet of Things (IoT), such as the in-
terconnection of anything, anywhere, at any time, in a manufacturing system in order
to enhance safety, efficiency, and productivity, are fused within an IIoT mesh under the
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fourth-industrial-revolution concept. The rapid evolution of IIoT and Industry 4.0 in the
last few years and the continuous use among industrial facilities have had a major impact
on several domains of interest and traditional manufacturing organizations [2]. The key to
transformation is to ensure interoperability. This can be achieved through the integration
of IIoT legacy and new protocols and technologies [3], but also legacy IoT web-based tech-
niques, which sometimes represent the only available option. The interconnection between
the physical world, represented by hardware devices, mechanical and digital machines,
objects or humans, and the virtual one, constituted on a general level by software, defines
the technological infrastructure of the IoT, which provides the capacity to transport data
without the need for interaction between the end user and elements of the network. The
extension and utilization of the IoT within the industrial division, previously defined as
the IIoT, introduces concepts such as advanced predictive and prescriptive analysis and
critical assets, along with contemporary industrial workers [4]. It generates a system that
can monitor, collect, exchange, analyze, and deliver information and is structured as a
network of interconnected industrial devices that utilize communication technologies to
reach the goal of interoperability [5].

The outdated computing software or hardware, technologies, and protocols that are
still utilized within many companies and that establish the fundamental capacities for
day-to-day operations are defined as legacy systems. Legacy systems can be characterized
by old technologies and platforms, alongside a lack of unit and integration tests, unstable
components, use of outdated development, design, architecture, and processes that can
generate vulnerabilities in regards to the security aspect, a lack of automation that can
result in an increased number of errors, as well as insufficient documentation concerning
the utilization of the existing systems and protocols [6]. However, although the respective
technologies are outdated from a modern perspective, not all legacy systems are obsolete,
as they can represent a solid foundation for an enterprise’s infrastructure, leading to them
being a critical component of the production medium.

Taking into consideration the current industry status, which utilizes legacy systems
that are mostly based on outdated local protocols, the need for the evolution and expan-
sion of the manufacturing and monitoring processes is a solid foundation for the use and
integration within an IIoT network [5,7,8]. That being said, the IIoT network will provide
increased reliability, improved performance, as well as flexibility, and it is highly customiz-
able, low-cost, and platform-independent. Another crucial aspect that was brought up,
together with the current advancements, is related to the management of energy consump-
tion, particularly due to the expansion of the industrial sector, in which attributes such as
continuous work, the computational power of the CPU, and others are a key aspect that
structures a reliable system.

The integration of network technologies and smart computing in the manufacturing
domain and the generation of an environment that reinforces the goals of automation,
reliability, and control, which underline the development of an IIoT, is represented by the
Industry 4.0 paradigm [9].

A crucial element is represented by data and, consequently, by all the components
involved in its manipulation and transfer. In terms of the currently emphasized chal-
lenges regarding IIoT, the following are significant when implementing integration: high
investment cost, secure data storage and management, connectivity outages, together
with blending the legacy and IIoT infrastructures [10]. The process of industrial transfor-
mation, particularly the section that differentiates traditional, faded systems from newer
technological advancements, is a result of the integration within an IoT architecture [11],
thus retrofitting the management of various sectors. The key elements in this regard are
information technology (IT), operational technology (OT), and their convergence.

One of the prevalent concepts in the industrial areas is Supervisory Control and Data
Acquisition (SCADA), which acts as monitoring, control, and data acquisition systems
for a large spectrum of specialized processes. From a technical perspective, this type of
application was previously encapsulated in the proximity of a device for real-time and
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continuous system monitoring, control, and data acquisition among a diversity of sensors
and actuators. Considering the need for adaptation for the industrial sector, SCADA-
type applications also seek the evolutionary part and incorporation of new functionalities
leading to technical advancement [12]. Hence, SCADA technologies are now able to be
part of a complete IoT network and handle a diversity of heterogeneous data from multiple
sources, extending the range of devices and applications to even those that are not present
in the propinquity of the system itself. SCADA is a consecrated approach for industrial
techniques, proven efficient, accurate and robust throughout decades of utilization. Its
benefits have led to the idea of incorporating it into the new area of IoT. In accordance
with reference [13], it is outlined that there are four generations of SCADA architectures,
specifically: the first generation of SCADA, which relied on a monolithic approach; the
second generation that started making use of distributed systems; the networked third
generation; and lastly, the new ideology of IoT SCADA.

From a technical impact perspective, since most SCADAs are already integrated
systems present in widely distributed sectors of activity based on older technologies,
the complete migration to newer solutions is a new practice as the legacy system still
constitutes a primary functional pillar for the industrial processes. Defining a synergy
between both SCADA and IoT systems can lead to significant results in terms of the
range of integration, robustness, stability, efficiency, reliability, and innovation, as SCADA
can benefit from the extensive newer technologies and integration capabilities that have
emerged in contemporary times, from lightweight protocols that facilitate data transmission
to dashboard environments capable of consuming data from more than one source, and
an IoT architecture can rely on the stability of the SCADA system. Although this type
of scenario is an ideal one, considering the fact that older SCADA software is built upon
outdated protocols that lack ease of extension, underlining the downsides of legacy systems
in this state-of-the-art interconnected world, it poses a challenge.

As Industry 4.0 evolved in the European Union towards a more social and environmen-
tal approach, Industry 5.0’s human focus, sustainability, and resilience currently represent
the three pillars on which any system should be conceived. This means that legacy systems
should be used over the entire life cycle to avoid waste and to consolidate the human
perspective, but, in the meantime, for any digital transformation, the important interfacing
and communication aspects should be adopted to enhance efficiency, security, and reliabil-
ity. Also, considering resilience and more human focus, the supply chain should be better
consolidated, and the human must be considered an essential part of the system. From
the software perspective this means a completely different approach than off-the-shelf
integration modules and SCADA environments. Engineers and operators should be able to
understand and develop the system without being dependent on an external production
company or specific integrators.

1.2. Actual Context

The significance of a legacy manufacturing system–IIoT integration can be observed
in related papers [14,15]. Research on the adaptation to IIoT on legacy systems confirms
the contemporary interest in this particular area of legacy system integration [16]. The
majority describes a very large theoretical perspective, including IoT adaptors, gateways,
and management architectures. For example, authors in [17] target the modernization of
long-lived industrial systems and present an overview of a multitude of technologies and
methodologies that ease the overall integration with an IIoT network and confer the legacy
migration difficulties that might occur along the process. The studies were performed
based on interpreting the results of a systematic mapping analysis and state-of-the-practice
information available within the specific domains of interest. As mentioned previously,
the most crucial aspects pertaining to the presented issues for the migration to newer
paradigms, concepts, and technologies are represented by the difficulty of retirement for
the engaged legacy systems and the overall cost of replacement for the machine. In [18], the
authors propose the retrofitting of functionalities rather than upgrading functional legacy
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systems and conduct their research based on a simple retrofitting architecture tested in a
laboratory environment.

In the perspective presented in [14], to achieve IoT connectivity, an adaptation board
was designed for the purpose of invoking legacy features as services, thus creating an
interconnected network. Afterward, the entire system is easily scalable as the board can
leverage the legacy equipment upon creating supplementary functionalities, which is
an important aspect considering the need for new features for the existing system. To
demonstrate all of the above, the authors designed a small system that consists of adapting
a small distribution line to IoT by the use of a Programmable Logic Controller (PLC) and
present the foremost advantages among cost effectiveness, adaptation, and scalability.
The same concept, the introduction of pre-existing functionalities of legacy systems as
services, and the deployment of technical extensions in an IIoT medium are also highlighted
in [19,20].

As noted in [21], one of the environmental difficulties that occur in industrial mediums
comprises the disparity of the legacy systems and the progressively customary specifica-
tion of modernization. Subsequently, the lack of interoperability defines a particularity
of former integrations, as these do not benefit from the contemporary capacities of IoT
devices. In [22], the authors proposed an API-based solution that permits comprehensive
information exchange capable of interaction with digital twins. Particular tasks belonging
to this technological segment were performed as per [19,23] to provide a contemporary
approach over certain mundane implementations, such as overviewing legacy features as
microservices.

Another fundamental characteristic to be considered around Industry 4.0 is security,
which is greatly emphasized in this contemporary context of IoT, particularly risk mon-
itoring and vulnerability checks on threats and breaches, along with data integrity and
validation within the system [24]. It incorporates data, communication network secu-
rity, data protection, and cybersecurity comprehensively, on top of the industrial control
system security. In the initial stages of development, this element must be included to
implement an end-to-end security-by-design system, achieving this goal by assessing the
existing threats and increased attack rates. This particularity defines a leveraged peril
for older-generation functional hardware that was designed to partake in local processes
and local area networks, as opposed to the integration of public internet over a complex
mesh of devices and sensors. Amid issues that occur during the integration within an
IoT network as a consequence of scarcity with regard to industry foresight, in addition to
the short amount of time to develop a plan of action for the security threats mentioned
above, the following unexplored areas are of interest: complex environments, prevalence
of remote work arrangements, and 5G connectivity. Another aspect, with respect to the
principal issues that occur within the integration of a legacy system, as an outcome of the
characteristics previously mentioned, amid a crucial one, is the increased forced-retirement
risk. This constitutes the result of it not being supported any longer and, therefore, not
receiving any updates or patches that concern erroneous and security vulnerabilities. Since
the systems were implemented at a moment in time when the contemporary processes
did not pose great importance but also reached the end of support outline, an unstable,
inefficient, and incompatible overall structure is nevertheless still largely utilized in the
sector of industrial manufacturing.

One of the focal points of the migration to an IoT architecture is constituted by the
applicability of security adaptation in what represents data transfer and consistency, as well
as user access [25,26]. As the previous generation of industrial systems has been developed
in a local circumstance, this aspect has proven to be an area of interest for adjustment to the
current state of affairs.

In this paper, we introduce a production-ready integration focused on Industry 5.0
pillars, which comprises the combination of multiple legacy applications that make use
of a diversity of software entities that include web servers and data file storage with
modern technologies that grant efficiency and consolidation to a significant extent. The case
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study was conducted on a building-management entity from an automotive manufacturing
industrial facility that imposed a complex series of constraints due to certain hardware and
software limitations. The research activity occurred in a controlled environment.

The authors propose an innovative, fully centralized solution for integrating legacy
systems, specifically largely utilized Business Management System equipment capable
of seamlessly bridging outdated protocols and techniques with contemporary digital
infrastructure and practices through a unified processing logic that defines the central
architectural platform. Through the application of digital transformation in the IIoT con-
text, the centralized hub can monitor and manage disparate legacy equipment, ensuring
effective data acquisition and communication for the individual network components. The
employment of advanced and dynamic technology that conforms to current IoT constraints
defines a viable solution that mitigates compatibility and integrability issues, streamlines
data throughout the complex sector of BMS, and reduces operator efforts in terms of control
and monitoring.

The paper is organized as follows: system architecture and implementation are pre-
sented in Section 2. Section 3 contains the main results obtained, and Section 4 highlights
the discussion of the results, as well as the main conclusions drawn upon finalizing the
study.

2. Materials and Methods

Further references to legacy solutions used in this context represent widely available
hardware and software utilized in building-management system scenarios that incorporate
data collection and visualization, which allow operators to track, monitor, and analyze sen-
sor values and the overall health of the systems in an individual matter, as the components
are isolated on their independent vendors’ platforms. This introduces the necessity, due to
the complexity of BMS scenarios, to provide a centralized manner for data acquisition and
visualization based on relevancy for the operators.

The proposed solution is split into four main areas, which regard different possibilities
and difficulties in what represents legacy system integration in an industry-conforming
medium. The main sub-section composition is as follows: the first part will cover the incor-
poration of the protocol Open Platform Communication Unified Architecture (OPC UA),
utilized extensively in the industrial environment at different machine levels. The second
sub-section will underline the possibility of implementation for an OPC UA—Message
Queue Telemetry Transport (MQTT) wrapper to enhance the current trends of digital trans-
formation, and the third sub-section outlines outdated Hypertext Transfer Protocol (HTTP)
protocol practices and legacy systems based on those, still widely available at industrial
level and lastly, an event-based approach for a task that conforms to old industrial practices
for data acquisition and storage without a transmission protocol. Although the integra-
tion scenarios are described individually, the finalized solution is a centralized one (see
Figure 1), working concomitantly to ensure a single point of access for data visualization
and monitoring.
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Figure 1. General architecture of the integration solution.

2.1. OPC UA Legacy System Integration

One of the most prevalent protocols used in the industry is OPC UA, given its inherent
characteristics (platform independence, address space and methods, security, etc.). Using
OPC UA, data acquisition is centralized in an IIoT-ready manner, easy to extend, providing
data horizontally and vertically considering the hierarchical levels. As the main IIoT
platform, Node-RED makes a good and cost-effective alternative, providing flexibility and
continuous growth.

The legacy systems for the proposed integration consist of electrical parameter mea-
surement equipment (PAC), which sends data to a SENTRON Power Manager 3.5 (PM3.5)
using Modbus, and a system based on SCADA WinCC V7. The main concern of the in-
tegration is represented by the acquisition and centralization of data from each different
equipment in the network while taking into consideration their specific constraints and
requirements. Figure 2 presents the integration architecture, underlining the connection
and different protocols used by the equipment. The main entities that define the network
are the IIoT platform, reflected by Node-RED, the inputs and data sources represented by
the PAC equipment and PM3.5, which are connected via Modbus, as well as the WinCC
system and, finally, the database and visualization software that act as outputs. One of
the main limitations observed by the authors was the communication constraints imposed
by PM3.5, which only offered the Open Platform Communication Data Access (OPC DA)
protocol. The solution was constructing a flexible and upgradable wrapper that would
allow the OPC DA–UA conversion. The authors designed the wrap based on an Ignition
gateway to have robustness, flexibility, and low cost. The wrapper can connect to any OPC
DA server and provides its own OPC UA server to which the main Node-RED platform
and other clients can connect.
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Given the aforementioned architecture and proposed solution, in the network, there
will be two separate OPC UA servers, and everything will come together to integrate a
complete solution that solves any integration problems with a main IIoT hub. The given
architecture based on OPC UA allows for an increased ease of maintenance and extension.

As the main IIoT hub, Node-RED was given the functions presented in Figure 3.
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The main research objective was to define a structure for the OPC UA data processing
that would allow for the automation of the whole process. The structure should be agnostic
of the exact number of tags that are received from the server and be able to process and
format all of them, even if more are added at a later point in time. The solution that the
authors opted for was the implementation of an object-based structure. This approach
offered seamless data processing in an organized manner, using iterative structures. The
objective of automation for the high amount of datapoints that needed to be integrated
was achieved. The main benefits observed are a shorter implementation time, the ability
to extend the system with minor intervention in the structure, if any at all, and a cleaner
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environment, not clustered by unnecessary nodes, as opposed to a classic and rudimentary
approach.

The database insertion was made using a single function node for each case. In these
functions, all needed values were dynamically obtained from the aforementioned objects,
thus shortening the implementation size considerably and eliminating the need for hard-
coded sections. This also allows a higher grade of customizability, and even if more data
points are added at a future timestamp, they will be covered without the need for an
extension.

2.2. OPC UA—MQTT Protocol Conversion

With the rise of Industry 4.0/5.0, there is a sense of urgency for adopting digital
transformation strategies that can bridge the gap between the OT/IT layers. In the current
context, there are a plethora of complex industrial protocols used by manufacturers, each
with its own characteristics and structuring that create difficulties for data transfer across
different products. In some cases, a poll/response method of communication can be
approached by ensuing a SCADA system and transforming it into a messaging middleware.
This method brings forth many challenges, considering that it uses systems with different
purposes than those for which they were originally designed. Utilizing the aforementioned
proposal also hinders system response times by polling data that, in many cases, has not
changed or leads to inability regarding its retrieval. For digital transformation, the current
tools and trends in manufacturing indicate that data must be decoupled and converted
into a format that can be understood and processed by many different systems. In this
paper, the approach was directed toward the MQTT protocol, decoupling data into a
publish–subscribe model providing high availability, security, and state awareness.

The proposed integration strategy is similar to the one previously presented but covers
MQTT. The main IIoT platform will be Node-RED and the solution is based on the subscribe
capabilities of the OPC UA server.

MQTT allowed data standardization by organizing all the information received from
the server in specific topic namespaces, respectively, and data contextualization on a higher
level using JSON. Data coming from the OT level is usually devoid of context, and by
standardizing it using topics, an order is provided, and it can be consumed easily by any IT
client.

The manner of developing the solution is highlighted in Figure 4, which presents the
subscription made to the server, the processing logic, and the standardization of the data
for its publishing within the MQTT broker.
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This concept defines a virtual space for the data, which acts as a single source of
truth for consumers. It removes any communication issues between the OT/IT layers and
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decouples data; therefore, it is no longer dependent on specific manufacturers or protocols
for its transfer and interpretation.

2.3. HTTP-Based Data Integration

One of the prevalent situations that appears on an industrial level for a multitude of
systems can be the existence of web-based solutions that host data in an isolated software
environment specific to hardware equipment based on the HTTP protocol. This type of data
acquisition constrains the information in a segregated way, not in an IoT-ready, centralized
manner, that focuses on monitoring and control based on a conglomerate of data sources
and consumers, although, by involving a networked SCADA, it is possible to extend its
functionality via a microservices architecture. In particular, this poses a hindrance as
the availability of data should conform to the IoT paradigm for the integration of legacy
systems via a reformulation of functionality for the acquisition, monitoring, and controlling.
Thus, technically, the only possibility of exposing data for certain software is via the HTTP
protocol, with or without an application programmable interface (API).

Considering the wide spread of the HTTP protocol, the number of available imple-
mentations for hardware-software industrial solutions knows an amplitude of possible
scenarios. For the integration of a legacy application, it is mandatory to analyze the im-
posed requirements and limitations of the system. In this paper, the constraints imposed by
web applications have been thoroughly analyzed, and a line of directions was constructed
based on the initial implications. First, web applications work based on a web server that
does not directly expose relevant data in its HTTP responses but rather provides an API
capable of creating a session for each login. Data are structured in a manner where data
points are significant, meaning that for each connected sensor, a specific data point exists,
which holds a series of individualistic characteristics for that particular sensor. The type of
response from the API contains the essential information regarding that physical device.
The API endpoints are capable of handling one data point per request.

Second, the application is a more rudimentary one, which does not benefit from the
integrated API endpoint capable of handling requests. Thus, another approach was needed
for the adaptation phase. For this part, deeper investigation was necessary for the area
of data acquisition, as an alternative point of contact with the required information was
essential to entail the desired finalized integration solution. The authors have conducted a
series of tests to be able to identify the specific characteristics and obtain a viable view of
the entities.

Thus, bearing in mind these considerations, it is important to structure a specific
architecture that can handle a large amount of HTTP GET requests, as this requirement is
imposed by the legacy systems due to the precise outline mentioned above.

These gaps constitute challenges for integrating the legacy systems: the amount
of heterogeneous data and the limitations imposed by the available machinery, hence
confining the possibilities of integrations for a centralized, IoT-ready solution capable of
handling a diverse repertoire of technologies.

Figure 5 depicts the overall architecture with consideration of the connection between
certain modules of the system. The main entities that construct the IIoT network are the
web servers, which can be defined as data source systems, the Node-RED module, acting as
the main IoT platform that hosts the entirety of the logic behind the operations, the database
storage facility, and, lastly, the visualization modules, which permit the observation of the
acquired data.

The authors have chosen to approach a method in which data are structured in an
incipient object that will be stored as a global variable in the Node-RED environment, thus
obtaining a performance boost at the initialization of the runtime.
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As part of the research procedures, it can be underlined the systemic process of
defining the solution itself: as part of the implementation, the automation of the entire
solution was the desired state, which posed a series of difficulties for the web services.
Instead of approaching a static solution, the authors have chosen to automate the whole
callback process for the GET requests and efficiently allow seamless data processing, as
opposed to creating a request individually per each data point. This aspect proves to be
more beneficial overall when compared to a classic approach due to the high volume of
repetitive requests.

Each technology is part of the bigger picture pertaining to a complex system for
integrating a complete solution that solves certain issues, which are observable in the
legacy applications. These issues refer to the mechanism of data extraction, the API call,
the response type, and the method utilized for point-to-point integration for high volumes
of heterogeneous data. The stepping stone of the implementation is portrayed in Figure 6
by the process of the integration itself. As observable in the visualization, Node-RED hosts
a series of particular processing units for data acquisition.
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Two main benefits that can be highlighted are that the implementation time diminishes
and the environment is not overloaded with nodes that are not necessarily useful in this
context. The linkage to Figure 6 is represented by “HTTP Requests Automated Processing”.
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This method also underlines one of the pertinent outcomes in terms of the IoT paradigm:
extensibility. Extensibility is a particular point of interest, and, as the desired result is a
mesh of interconnected entities, it aligns with the future need for extending the network
without interrupting modules that are already functional.

Even though HTTP is one of the most widely available and utilized protocols in
modern times, request responses vary depending on back-end implementation. Thus, the
research focused not only on integrating the legacy systems and their functionalities in
an IoT-ready mesh but also on the performance aspect and integrity of data. Taking into
consideration the previously mentioned point, each particular ID will be analyzed and
added to an object that contains the timestamp and all values belonging to a web call. The
sequence will further be utilized during the insertion phase for each table created.

Database insertion is a function module that deliberately obtains and utilizes dynamic
values for insertion, thus minimizing the requirement for hard-coded data in the logic
itself, allowing for a highly customizable environment and ease of extension in the case of
addition for new data points.

2.4. Event-Based Approach for Data Acquisition without Transmission Protocol

The main focal point of the section is a universal software approach for logging
data from displays and sensors through a Modbus interface, with values stored locally
in a text file. This type of legacy software consists of sensor value acquisition and local
storage in an outdated manner in text files with the specific .txt extension. This type of
data storage attributes a series of certain limitations and disadvantages, such as linear
searching across large levels of data due to the lack of indexing, no possible relationship
between row entries, lack of relationship between file-stored data and dissimilar data
types, namely integers, floats, and/or Booleans. Thus, complete association with such
an outdated legacy mechanism comprises a dynamic approach capable of satisfying the
needed requirements for data acquisition and formatting. In view of these constraints,
the ensuing implementation and integration logic was developed with high regard for
ensuring a functional, efficient, and robust approach capable of addition for subsidiary
modules.

The first step of the implementation is discovering a working methodology for the
predefined constraint of variable file affixing times, which compromised the classic im-
plementation way of enabling a simple injection node utilizing a set interval where the
flow would be started after deployment. This limitation determined the current approach,
which consisted of folder surveillance triggered by specifically updating or creating the
required file, indulging in an event-driven architecture. An event-driven architecture
presents a series of benefits in terms of network availability, as it is not overloaded but
rather only attributes value to changed data when an event is triggered. Unfortunately,
this type of efficient implementation has gained leverage only in recent years. Hence, most
legacy systems do not possess mechanisms that easily allow conversion to an event-driven
architecture.

The authors have chosen to approach this particularity by setting a flow context-aware
variable that will serve as a pivot for detecting the file updated. Moreover, using this type
of legacy software indulges a constraint that elevates the complexity of the formatting, as
data are not correctly attributed to the required datatype. To be precise, extracted data
were acquired only under buffer and string formats, hence the appearance of datatype
inaccuracies.

Furthermore, the query for database insertion was developed to undermine a dynamic
implementation based on the incoming data lines. During this step, a function to include the
addition of the timestamp in the correct format, with the transitional conversion of time in a
24-hour format, was added. The importance of the approach itself is worth mentioning here:
database access constitutes a very time and resource-consuming operation; in this particular
outline, the accent is on the performance boost, efficiency, and resource management, so
there is exclusively one database access that includes the aforementioned number of 12 lines
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for INSERT operations. Moreover, the INSERT statement is constructed dynamically to
be able to easily integrate disparate tables and extend the functionality of the module for
newly added sensors and actuators. The structure of the established insertion statement
is delineated, emphasizing the overall construction for the two specific values regarded
in this implementation: temperature and humidity. The processing logic is expressed in
Figure 7:
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3. Results

This section presents the overall obtained results with a great degree of consideration
of data integrity, insertion correctitude, and execution time. Each of these cases pertains to
the successful integration of the inceptive machinery despite the functionality challenges
and discrepancies. The outcome was attained utilizing modern practices, protocols, and
technologies, leading to the fundamental acquirement of correct, complete, and reliable
data, in a robust manner that coincides with the imposed requirements of the legacy system.

One of the pre-eminent aspects of the system implementation consists of the storage
facility. As the required data are voluminous and heterogenous, this step was crucial for
the obtainment of quantitative and qualitative data-transfer results. Taking into account the
digitalization desideratum of this proposal, data constitutes the primary element for the
successive considerations projected in the latter steps of the architectural schema, specifi-
cally the visualizations that define the supervisory and monitoring character. Attaining
the preferred graphical representation of the data in the Grafana and the encapsulated
Node-RED dashboards are definitory for the success of this integration. Thus, rigorous
testing has been orchestrated to observe the interconnectivity of the entities.

Additionally, as Node-RED is hosted locally in this scenario, an imposed testing case
is represented by the resource consumption, which will be carried out utilizing a depictive
method. The focal point of this perusal is the illustration of particular elements, such as the
Central Processing Unit (CPU) and memory usage.

Specific testing was conducted during several months of data collection, preprocessing,
and analysis to pursue the goals of accuracy, integrity, and reliability for the acquired infor-
mation, as well as ensuring operational dashboards for the monitorization of the diverse
data acquisition points. Data transmission integrity, consistency, and interoperability tests
constituted a crucial step in obtaining the finalized solution, cross-checking and confirming
timestamps and values collected from the various sources with the legacy systems’ sensor
readings, and monitoring data streams to confirm no data points are missing.

System performance checks were set into place to assess the solution’s ability to handle
high volumes of data and simultaneous data streams executed concomitantly by monitoring
peak usage conditions, confining CPU performance results and memory usage under these
circumstances.

These findings and resulting operations will be discussed to form a complete image of
the capabilities, constraints, scalability, and robustness of the solution, assessing its viability
for a BMS scenario.
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3.1. Data Integrity and Visual Results

The main concern for the correctness of this application is the integrity of the data
stored in the subsequent tables, which will illustrate sensor values of historic and real-time
data.

In this section, the graphically illustrated results will be approached to confirm the
correctness of the acquired information. Ensuring the data quality and the visual repre-
sentation of the formatted, transformed, and locally distributed data are major points of
interest. In the following representations, Grafana and the Node-RED dashboard charts
and representations, will be depicted utilizing the obtained values.

Figures 8 and 9 illustrate Grafana dashboards that underline the favorable outcome of
the processing logic. The graphics represent data acquisition results for sensors of legacy
hardware equipment that register the values for temperature and humidity in the real
industrial BMS medium, thus confirming that processing logic is viable and visualization
for diverse data points is possible, attesting to the integrity and accuracy of data readings.
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Figure 10 depicts values under the central Node-RED custom-built dashboard. Dash-
board ensures a centralized monitoring platform that can aid operators in efficiently identi-
fying trends for independent sensors and for various periods under different visualization
methods.
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Upon data distribution and representation, the results were favorable as the stream-
lined data were accurate, reliable, and consistent when cross-checking with the initial
readings. All visualization methods depicted the true state of the readings, ensuring that
data collection and integration of the legacy equipment represented a successful step in the
proposed approach.

3.2. Performance Results

A further important aspect of this particular integration scenario is constituted by the
performance of the approached processing and system architecture. As legacy systems are
the foundation for industrial processes, it is vital to obtain a balanced outcome regarding
performance. This case particularly refers to the handling of requests and subscriptions,
their order, processing time, and efficient insertion. The obtained outcome for the resource
consumption during a pre-established period of time was graphically designed under a
line chart format, to be able to identify process execution and analyze patterns utilizing
a trend. For each image, the X axis is represented by the timestamp, while the Y axis
constitutes the CPU/memory usage depending on the illustration. An important aspect to
note is the fact that spikes denoted in the constructed trend are the functional moments of
the execution of processes and operations. Figure 13 depicts how these mechanisms are
translated functionally.

For the proposed exemplified result, in regard to CPU and memory performance,
the system was tested using high volumes of data, as well as simultaneous data streams
and operations, defining peak usage conditions, in which the overall solution performed
optimally in terms of handling processing logic for the multitude of complex integrated
legacy equipment, leading to no data loss and no overconsumption of resources for standard
readings.
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3.3. Discussions

As a result of the research, it was possible to achieve a fully operational solution
capable of integrating multiple legacy systems widely utilized at an industrial level. First,
the visual results demonstrated the correctitude of data and the favorable outcome of
the acquirement phase. The stat view dashboards have been declared with the scope
of envisioning the final value inserted in the appropriate database table. Each time the
insertion completes successfully, the values are picked up from the database and displayed
on the dashboard, under the right graphical gadget.

The analysis of the results (e.g., Figures 8–10) proved correct trends of data in certain
database tables that belong to the disparate technologies. Data can be successfully compared
to the sensor input and, ultimately, the database-stored value, complying with the quality
checks, thus allowing the construction of a visual schematic capable of displaying necessary
information regarding the evolutionary status of the device. The overview of the database
acquirement was observed within the Node-RED dashboard, and flexibility was assessed
in the industrial environment.

Second, during the subsequent phase of the research attribution, the performance
characteristic, due to the imposed requirements defined by the hardware and software
constraints, compounds an area of interest. The authors have chosen to approach a testing
method that consists of the acquirement of CPU and memory data during and after per-
sistent runs of the integrated modules. Endorsing this mechanism allowed for a rigorous
testing capacity and comparative results in a conforming medium. Median values are
correlated with trends pursuing the interpretation. Figure 13 displays the aforementioned
testing method in a tangible result that confirms the resource utilization, specifically the
CPU and memory usage. The results are to be expected considering the interaction with
legacy systems that do not benefit from specifically designed protocols and mechanisms
that are lightweight and could provide an improved framework. Despite the above, the
implementation is still successful in creating a completely functional environment that
integrates state-of-the-art concepts with legacy systems on a web-based platform, holding
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into consideration the challenges exposed previously. The flows can consume only the
necessary resources, particularly during the execution of highly interactive segments.

4. Conclusions

The fourth industrial revolution and the fifth evolution define an ongoing effort
for manufacturing and process management reformation that facilitates a high-demand
digitalization method. The actual context highlights the essential demand for technical
progress by outlining the benefits of incorporating legacy systems in the contemporary
paradigm of IoT development. Among the advantages, we can accentuate the affinity
for low development costs, increased efficiency, robustness, enhanced productivity, and
reliability.

In the literature, a series of theoretical papers have been published underlining prevail-
ing difficulties and challenges in integrating outdated mechanisms and processes that are
still largely utilized in the industrial sector of factories. As the tendency is upscaling and
generating profitable operations, retiring and acquiring completely new hardware devices
would be an unwanted major investment that can be avoided by utilizing modern software
technologies capable of harnessing the robust power of legacy systems in a new, IIoT-
compliant medium. A major drawback of the literature review is the absence of applied
concepts in real-life scenarios, which include the capability of handling a production-ready
environment that displays a high level of effectiveness and efficiency, as well as robustness.

Among the limitations instilled by the legacy systems, one significant aspect, con-
sidering the interconnected nature of the IIoT environment, was the assurance of a high
level of security in a solution that will handle data from multiple sources, each pertaining
to its specific protocols and methods. Bearing in mind the complexity of the pre-existing
processes and systems, impacting challenges are also represented by maintenance times
and costs, continuous training for the employee workforce, incremental upgrades and
compatibility issues, scalability, and flexibility.

As a result of the paper, it was possible to achieve a fully operational solution capable of
integrating legacy systems widely utilized at the industrial level in a building-management
facility. Each particular module approached was designed bearing in mind these major
aspects that define the overall system and flow architecture, and although the solutions
harness data from different legacy systems, they all come together under the same Node-
RED application umbrella. A particularly important point of this attainment is the highly
customizable and adaptable nature of the Node-RED platform, along with the specific ease
of accessibility and extensibility features. Utilizing these bearings, the final integration
allows a favorable approach that incorporates IIoT characteristics in an existing medium.
The finalized solution tackles the complex integration of legacy systems with respect to the
security area, by individually treating the limitations of each equipment exposed to the
internal infrastructure of the IIoT network, ensuring a high-level security for data transfer
and data storage. Pointing to the costs required for the implementation, the open-source
aspect of Node-RED, the middleware platform used for this specific approach, ensured no
additional costs in terms of adapting the pre-existing software and hardware machinery
to the adoption of digital transformation in IIoT. The infrastructure of the overall solution
was designed to underline the scalability aspect, ensuring an easy extension in the case of
addition for specific modules, thus also aiding maintenance and workforce training, solving
the limitations and challenges imposed by integration of legacy equipment, consequently
attesting to the innovative character of the implementation, while also preserving the
resilience, human-focus, and sustainability pillars of Industry 5.0.

All solutions that require data acquirement are based on dynamicity and strive to
obtain the best results in terms of execution metrics in concordance with the physical device
that hosts the processing logic. Furthermore, the high grade of synergy includes, but is not
limited to, insertion statement automation alongside HTTPS dynamically constructed calls,
synchronization operation for file updates, and modules that incorporate best practices
for voluminous and heterogenous data acquisition, transformation, and storage. These
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separate entities facilitate the seamless integration of the aforementioned legacy systems
and their peculiarities in a suitable manner that has proven the complex, efficient, stable,
and robust character of the solution under rigorous testing scenarios over a period of more
than two years. Approaching this scenario can result in a significant reduction of costs,
especially considering the data-acquirement phase, which is entirely based on outdated
technologies.

Furthermore, another point of interest would be the integration of appropriate artificial
intelligence models, which can apply certain levels of newly customized logic, permitting
the annexation of certain contemporary modules. Utilizing this current trend would
undoubtedly add a state-of-the-art development feature.
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