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Abstract

:

As an important space-based intelligence acquisition and combat command receiving component, the low-orbit satellite broadcast signal receiving terminal is an important guarantee for realizing the full-dimensional joint operations of our military’s multi-services. This design is based on the SoC platform. Compared to the traditional low-orbit reconnaissance satellite reception and processing terminal business process, a narrowband anti-interference module is added and the interference-to-signal ratio reaches 57 dB and 47 dB when resisting interference from a single frequency band and three frequency bands, respectively. Digital beamforming is used for signal processing and beamforming gain of the whole machine reaches 14–15 dBic; compared to traditional capture and tracking modules, this terminal uses a time domain parallel frequency domain FFT fast acquisition method and a bit synchronization loop is added to the tracking loop to aiming at the problem that the frequency signal acquisition speed is not fast enough and addressing the issue that information symbol rate is not an integer multiple of the pseudo-code, thus complete bit synchronization within 60 ms, with a bit error rate of 0; the coding gain can reach 7 dB. Combined with the solution of decoding and positioning solution algorithms, this scheme used the JFM7K325T chip to complete the design simulation of the complete receiving and processing terminal.
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1. Introduction


In recent years, with the rapid development of science and technology, satellite communication has gradually become one of the most promising research directions in the current communication industry. Satellite communication is a form of communication that is not restricted by natural conditions such as terrain, landform, and climate, nor is it interfered with by human factors such as national boundaries, politics, and economy, and can achieve information transmission between any two points. Satellite broadcasting signal reception is an important part of the satellite communication process, so research on the reception and processing of satellite broadcasting signals has important theoretical and practical significance [1,2,3].



In today’s satellite communication field, low-orbit satellites have gradually attracted attention and favor in the world’s satellite navigation field with their unique advantages in constellations and signals. The US Iridium system and the GPS jointly developed and launched a new satellite timing and positioning service (STL) based on low-orbit satellites, which has become a backup or supplement to the GPS system; the European Galileo system technical team is also actively promoting the research on the Kepler system, through a low-orbit constellation composed of 4–6 low-orbit satellites, and through inter-satellite links to monitor and measure medium and high-orbit satellites with high precision, so as to greatly improve the orbit determination accuracy of the Galileo constellation. China’s low-orbit satellite technology is also developing in full swing. Low-orbit satellite constellations such as Hongyan, Integrated Space-Earth Network, and MicrocentiSpace have carried out in-orbit tests of experimental satellites [1,3,4,5,6].



For military uses, the low-orbit satellite broadcast signal receiving terminal is an important space-based intelligence acquisition and combat command receiving component for the realization of the military’s multi-service full-dimensional joint operations. In actual military applications, low-orbit reconnaissance satellites will detect enemy targets, process the reconnaissance results on the satellite, and report the results to other satellites or distribute them to the receiving terminals of our detection unit. Finally, the reconnaissance unit will process the results [1,3,7,8].



Low-orbit satellites can provide low-latency, high-speed, and high-reliability mobile communication services. In low-orbit satellite communication scenarios, the movement of the satellite carrier will cause the receiver to have a large Doppler frequency shift and rate of change during the transmission process, requiring high-performance signal capture, tracking, and anti-interference technology to achieve signal synchronization [2,4,5,6]. This article mainly studies how to achieve the reception and processing of low-orbit satellite broadcast signals in the current complex electromagnetic interference environment.



Digital beamforming uses digital phase shifting to compensate for the phase difference caused by the path difference caused by the inconsistent RF channel delay and the spatial distance difference for the incident signal in a certain direction, so as to achieve in-phase superposition, thereby achieving the maximum energy reception in that direction and completing the beamforming in that direction to receive the useful desired signal. By changing the beam weight value, the beam is pointed in different directions to achieve beam scanning. Through multi-channel parallel processing, beams in multiple directions are formed at the same time [9]. You can also select a suitable window function to reduce the intensity of the sidelobe level. Beamforming ensures the consistency of the multi-channel phase by correcting the signal phase, and then directly accumulates the multi-channel data to increase the signal power. The antenna using digital beamforming has good self-correction and low sidelobe performance. These advantages of digital beamforming are not available in modular beamforming and have a far-reaching impact on improving the performance of the receiver [10]. Although digital beamforming has been widely valued in the field of military radar due to its unique functions and advantages, its application is restricted by the accuracy and gain of beamforming. Therefore, as digital beamforming technology develops, how to improve its accuracy and gain has also received widespread attention at home and abroad [9,10,11,12].



Narrowband interference refers to interference with a signal bandwidth much smaller than the RF signal bandwidth, including single-tone interference, multi-tone interference, narrowband random processes, and low-rate digital signals. Narrowband interference is usually defined as an interference signal with an interference frequency band no greater than one-tenth of the signal frequency band. Therefore, for any satellite signal, narrowband interference signals are widespread. Each navigation satellite transmits carrier radio signals at two L frequencies (i.e., L1 and L2) [6]. In communication confrontation scenarios, since narrowband interference (NBI) is easy to generate, the power spectrum density can be very high, and a few narrowband interferences can cover a certain width. Compared with broadband suppression interference, it is more conducive to interfering with the opponent’s system and ensuring the normal operation of one’s own system. Therefore, narrowband interference is very common, and the effective means of implementing anti-narrowband interference is one of the issues worthy of key research in the current field of satellite signal reception and processing [2].



The purpose of spread spectrum signal capture is to obtain a rough estimate of the carrier frequency and code phase of all visible satellites, which is the premise for the receiver tracking loop to successfully track GPS satellite signals. At present, many scholars at home and abroad have designed and used different capture methods for various scenarios, but any method has its own trade-offs between computational complexity, hardware cost, and limitations in the scope of application. Even the most commonly used PMF-FFT method in the current communication confrontation field can effectively combine matched filtering with frequency domain parallel capture methods, compensate for their respective disadvantages while taking into consideration the advantages of both, and greatly reduce the number of FFT operation points and complexity when using filters. It can stably capture signals in weak signal and high dynamic scenarios, but it still needs to align the symbol rate with the spread spectrum code [5]. In order to solve this problem, it is necessary to generate a spread spectrum code period interrupt and perform incoherent operations, which will cause a significant increase in the amount of calculation, making it difficult to meet the high real-time and high sensitivity requirements in the current communication confrontation scenario. How to solve the problem of aligning the symbol rate and spread spectrum code during capture under the requirements of high real-time and high sensitivity capture is of great research significance [8].



The issues studied in this paper are: (1) Aiming at the problem of determining the amplitude and phase weighting coefficients of the signals of each array element required in different directions, a digital beamforming technology is proposed while taking into account the low sidelobes and constant gain of the array beam; (2) Addressing the issue that time domain anti-interference method requires a large amount of prior information and that two transformations of frequency domain anti-interference method require a large amount of computing resources, an interference suppression technology that combines time and frequency domains is proposed [2,5]. Combining the advantages that frequency domain notching does not require prior information and frequency point estimation is more accurate, and the time domain notching can completely eliminate interference, then avoiding their respective shortcomings; (3) Aiming at the problem that the frequency signal acquisition speed is not fast enough and the problem led by information symbol rate is not an integer multiple of the pseudo-code rate while using the PMF-FFT algorithm [3,4], the three-loop tracking technology with the bit synchronization loop is introduced into the tracking loop to increase the acquisition speed, achieve a large doppler frequency shift, enough acquisition sensitivity and precise loop control [7,8]; (4) Combining data demodulation, RS decoding technology and positioning solution algorithm and based on the FPGA digital processing board, the JFM7K325T chip is used to design the FPGA, thereby realizing the complete design simulation of the low-orbit satellite broadcast signal processing terminal.




2. Overall System Design


The complete data processing flow chart of low-orbit satellite signals on the satellite and on the ground is shown in Figure 1. The core steps of the processing flow on the satellite include two frequency conversions, that is, the encoded I and Q channel data process directly spread spectrum (spread spectrum code rate 10.23 MHz, code length 1023) and spectrum shifting (QPSK modulation) to the radio frequency band of 2~3 GHz for transmission. The processing flow of the receiving terminal on the ground is the reverse process of the processing flow on the satellite [1,3].



Among them, the processing flow of the receiving terminal on the ground is shown in Figure 2. The receiving terminal achieves signal reception and processing in complex electromagnetic interference environments through signal processing such as radio frequency processing, ADC, narrowband anti-interference, digital beamforming, filter, extraction and truncation, and information processing such as capture, tracking, bit synchronization, frame synchronization, data demodulation, message decoding, and positioning operations.



According to the independence of functions of each part in the above-mentioned low-orbit satellite signal processing flow on the satellite and on the ground, the system can be divided into four blocks: antenna array, radio frequency unit, baseband processing board and application processing terminal [1,6], as shown in Figure 3. Among them, the antenna array filters and amplifies the signal and then transmits it to the radio frequency local oscillator board; the radio frequency unit is responsible for moving the radio frequency signal received by the antenna array to an intermediate frequency nearby, which facilitates the subsequent baseband board to perform beamforming, acquisition and tracking process; the baseband processing board is mainly responsible for the IF signal sent from the radio frequency module to process AD conversion, beamforming, acquisition, tracking, demodulation and decoding, etc., then the processed baseband signal is sent to the application processing terminal; the data processing terminal is mainly responsible for interacting with the receiver and presents the results to users.




3. Key Technologies


3.1. Digital Beamforming Technology


In the business process of traditional low-orbit reconnaissance satellite reception and processing terminals, satellite broadcast signals cannot meet the coverage requirements of high-gain multi-beams [10]. Based on this problem, this design proposes digital beamforming technology, taking low sidelobes and constant gain of array beams into account.



Digital beamforming uses digital phase shifting to compensate for the phase difference caused by the path difference caused by the inconsistent RF channel delay and the spatial distance difference for the incident signal in a certain direction, so as to achieve in-phase superposition, thereby achieving the maximum energy reception in that direction and completing the beamforming in that direction to receive the useful desired signal [9,11,12,13,14,15,16,17]. By changing the beam weight value, the beam is pointed in different directions to achieve beam scanning. Through multi-channel parallel processing, beams in multiple directions are formed at the same time. You can also select a suitable window function to reduce the intensity of the sidelobe level. Beamforming ensures the consistency of the multi-channel phase by correcting the signal phase, and then directly accumulates the multi-channel data to increase the signal power. Compared with analog beamforming, the antenna using DBF has better self-correction and low sidelobe performance, which has a far-reaching impact on improving the performance of the receiver [14].



Digital beamforming processes the array received signal in the digital domain and uses the digital beamforming algorithm to calculate the optimal adaptive weighting vector so that the main lobe of the antenna pattern points to the desired direction and the null is aligned with the interference direction, thereby achieving the purpose of spatial domain filtering [14,15]. Array signal processing in the digital domain can use advanced digital processing technology to make the processing process more flexible and controllable. When the array parameters and target parameters are accurately known, DBF can be used to obtain an approximate optimal output signal-to-interference-to-noise ratio, so that the array antenna can achieve better signal resolution and parameter estimation performance [12,18]. However, in practical applications, the existence of various errors and non-ideal factors will cause deviations in the steering vector of the desired signal, resulting in a decrease in the gain of the desired signal or even cancellation of the desired signal, which deteriorates the output performance. In addition, high computational complexity is also a problem faced by digital beamforming technology in engineering applications [17]. Therefore, efficient and robust beamforming algorithms have important research significance and practical value.



Before signal superposition, digital beamforming needs to adjust the phase between the data of each channel to ensure that the phase error is within a certain range so that the data of each channel can be superimposed to improve the received power and signal-to-noise ratio of the received signal. The digital beamforming software structure is divided into two aspects: beam control and beamforming. Among them, the role of beam control is to align the main beam of the antenna array with the direction of the useful signal, so that the subsequent beam synthesis can maximize the gain of the synthesized useful signal; the role of beam synthesis is to synthesize the useful signal. The control method in this scheme adopts a method based on prior information and spatial domain search. The beam direction is determined by logical control, and then the phase difference between the required superimposed signals is extracted. After compensating for the phase, the beam is superimposed to complete the beamforming [11,14,18]. The schematic diagram is shown in Figure 4.



Among them, the first stage of beam steering first works based on a priori information. The beam directions of different satellites are calculated based on the a priori information, the beam-forming parameters of the corresponding satellites are read through the look-up table, and the beam-forming parameters are assigned to different channels, ultimately verifying the effectiveness of beamforming. If it is invalid, determine whether the satellite has transited. If it has transited, stop the beam-forming process [12,15,17]; if it has not transited, jump to beamforming based on airspace search. Initially, complete the beam acquisition of different satellites according to the preset beam pointing parameters; then each satellite is searched within a certain angle range from the direction of the captured beam, and then spread spectrum tracking verification and power comparison are performed. The beam direction with the highest power is selected as the tracking result and assigned to the beam-forming channel of the corresponding satellite [17,18,19].



Considering that each communication time of low-orbit satellites is short and the beam changes quickly, the beamforming in the second stage mainly uses the look-up table method [12,18]. The weighting coefficients in different directions are calculated through simulation analysis and the coefficients are solidified in the memory. Then, extract the weighting coefficient according to the specific pointing parameter for beam synthesis. The advantages of this method are less calculation, fast running speed, and simple algorithm design [15,19].



In the scheme, each unit of the beam is optimized with amplitude weighting, such as Taylor distribution or Chebyshev distribution, to achieve low sidelobe characteristics of the array beam [17], while reducing the beam gain, taking both low sidelobe and constant gain performance into account.




3.2. Time–Frequency Domain Narrowband Anti-Interference Technology


Currently, commonly used methods to combat narrowband interference include time domain interference suppression technology and frequency domain interference suppression technology [2]. Time domain interference suppression technology mainly detects and filters the received signal by utilizing the spectrum characteristics of useful signal information and interference signals. Although it can suppress interference more thoroughly, it requires a large amount of a priori information and calculations, and the algorithm converges slowly, only applicable to slowly changing interference [2,5,20,21]. Frequency domain interference suppression technology does not require the use of a priori information, which greatly saves the amount of calculation and is more suitable for satellite measurement and control links [22,23]. However, some other components will be introduced due to transformation in the frequency domain, making the interference suppression not thorough enough, and twice transformation includes the time-to-frequency domain and the frequency-to-time domain requires a lot of computing resources [21,24,25,26,27,28].



In view of the respective shortcomings of time domain interference suppression technology and frequency domain interference suppression technology, this design will use a combination of time and frequency domain interference suppression technology, which combines the fact that frequency domain notch does not require a priori information, frequency point estimation is accurate, and time domain notch can completely eliminate interference, avoiding the shortcomings of spectrum leakage and data truncation, and the contradiction between stability and convergence in frequency domain notch, and use frequency domain transformation to estimate the interference frequency point, which can be used to configure the parameters of the notch filter [24,29,30,31], then eliminate the narrow-band interference. Instead of using IFFT to restore the signal, this method only uses FFT transform to find the frequency and bandwidth of narrowband interference and directly performs time domain notch on the interference frequency. This can not only avoid signal distortion caused by the IFFT transform but also reduce the amount of calculation of overlapping FFT transform and save FPGA computing resources [32]. Based on this idea, this paper adopts an interference suppression technology that combines time and frequency domains. The principal block diagram of the time–frequency domain anti-narrowband interference technology is shown in Figure 5. The AD sampled data are divided into two channels, one channel is sent to the time domain notch filter for time domain notch processing, and the other channel is sent to the interference detecting module to accurately detect the frequency band location of the interference and then configures the notch parameters, thereby combining the advantages of the time domain and frequency domain to achieve the purpose of removing interference [25,30,33,34,35,36,37].



The principal block diagram of the time–frequency domain anti-narrowband interference technology is shown in Figure 5. The AD sampled data are divided into two channels, one channel is sent to the time domain notch filter for time domain notch processing, and the other channel is sent to the interference detecting module to accurately detect the frequency band location of the interference and then configures the notch parameters, thereby combining the advantages of the time domain and frequency domain to achieve the purpose of removing interference [22,32,34,35,36].




3.3. FFT Fast Acquisition Method Introducing Bit Synchronization Loop


The pseudo-code rate of Beidou B2a and B3I signals is 10.23 Mcps, and the pseudo-code period before scrambling is 1023, so one pseudo-code period is 100 μs. The symbol rate is variable from 2 K to 256 Kbps [7,8,38,39,40,41,42,43], which poses a huge problem for fast acquisition algorithms that information symbol rates must be an integral multiple of the pseudo-code rate. How to achieve high real-time and high sensitivity acquisition requirements and how to solve the problem of aligning the symbol rate and spreading code during acquisition is of great research significance. If the acquisition module of the front spreading code avoids the problem of misalignment between the symbol rate and the spreading code, in exchange for reducing the calculation time cost, this problem needs to be solved in the tracking module [44,45,46,47,48]. The time domain parallel frequency domain FFT fast acquisition method (hereinafter referred to as “FFT fast acquisition method”) can be implemented on the Xilinx corporation’s (San Jose, CA, USA) Zynq 7030 chip using only 40% of the logic resources. The simulation parameters are compared using the FFT frequency domain acquisition method and the FFT fast acquisition method when doing 256-point FFT. The results of the comparison and the simulation analysis are shown in Table 1 [8,42].



Based on the above analysis, this design proposes the FFT fast acquisition method that combines the time domain and frequency domain, which can achieve signal acquisition without aligning the symbol rate with the spreading code [47,48,49]. This design plans to use a Zynq 7030 chip as the basis of the signal capture module. With its low cost and small size, it can fully meet the resource implementation of fast acquisition algorithms [44,46,50].



The FPGA design diagram of the fast acquisition algorithm is shown in Figure 6. The beam-synthesized data are sent to the data buffer, then sent to 64 parallel correlators in parallel. The correlation results are sent to the buffer. The correlation length of each correlator is dynamically configurable and can support a minimum of 16 chip periods, thereby supporting a maximum symbol rate of 256 Kbps and a maximum Doppler frequency shift of 250 kHz. The length of the 64 buffers is 512, thus supporting coherent accumulation of four pseudo-code periods. Considering the spectrum leakage problem of FFT, it can obtain a gain of approximately 4.7 dB. After the correlation results are buffered, the FFT executes a 256-point complex FFT, performs a frequency domain search, calculates the SNR, and determines whether the threshold is reached. When the threshold is exceeded, the code phase and Doppler value at that moment are recorded and sent to the subsequent tracking module [51,52,53,54].



To complete the search for the entire code phase, more than 1023 × 2/64 = 32 operations are required. Each correlation time is four pseudo-code periods. Therefore, the search and acquisition time to complete one code period is 128 pseudo-code periods, which is approximately 12.8 ms. In order to speed up the calculation time of FFT, this solution uses two 256-point complex FFTs executed in parallel, and the actual capture time is measured to be 32.8 ms [47,48,49,54,55].



In order to solve the demodulation problem when the information symbol rate is not an integer multiple of the pseudo-code rate, the tracking module needs to introduce a third loop, named a bit synchronization loop, to achieve tracking and demodulation of signals containing large Doppler shift and pseudo-code asynchronous signals in satellite downlink signals [47,48]. In this scheme, the carrier loop uses the COSTAS loop, the pseudo-code loop uses the DDLL loop, and the bit synchronization loop uses the classic DTTL loop [56].



The detailed design of the three loops of the tracking module is shown in Figure 7, Figure 8 and Figure 9, respectively. It includes (1) three DDSs, which drive the carrier tracking loop, the pseudo-code tracking loop, and the bit synchronization tracking loop, respectively; (2) lead-lag timely correlators, of which there are four in parallel, which correlate different code phases to support RAKE reception; (3) pseudo-code phase error detection, carrier and phase error detection, SNR estimator, and data edge jump detector; (4) three LPF low-pass filters to track Doppler and Doppler acceleration.



The precise tracking of the code chip is divided into two steps: (1) First, the code chip tracking loop uses the non-coherent envelope correlation delay lock loop to perform a rough measurement of the code chip delay. Under the premise of ensuring the normal tracking of the code delay lock loop, the narrowest possible correlation interval is used, and the accuracy of the code chip delay estimation is limited to one code chip; (2) Then, the carrier-assisted technology is used to estimate the carrier phase through the detection algorithm, and the change value of this carrier phase in the code delay lock loop data update interval (also called differential phase) is fed back to the digital control oscillator of the code loop, and the code delay offset caused by the Doppler effect is corrected by fine-tuning the code NCO. On the basis of ensuring the reliable tracking of the code delay lock loop, a narrow loop bandwidth, and a smaller correlation interval are used to obtain the required accurate code chip delay estimation value.



This system uses carrier-assisted technology, that is, the carrier phase change is used to assist the code delay loop in tracking. Because the noise that causes carrier loop jitter is much smaller than the noise that causes code loop jitter, appropriate signal estimation technology can be used in highly dynamic environments. While the carrier tracking loop accurately tracks the carrier phase change, it can extract accurate chip delay correction to assist the code delay loop in tracking. If the chip delay change is continuous, the bandwidth of the DDLL loop can be made very narrow to suppress noise. The essence of this method is that the carrier tracking loop provides accurate chip delay changes, and the code tracking loop DDLL improves the measurement accuracy of chip delay by adopting a narrower loop bandwidth and a smaller correlation interval.



The state transition diagram of the capture and tracking module is shown in Figure 10.



After the signal is captured and tracked stably, the signal needs to be decoded, which requires steps such as (2, 1, 7) Viterbi decoding, differential decoding, parallel-to-serial conversion, frame header search, descrambling, deinterleaving to form four 255-byte data block, RS decoding, and uploading to the host computer [44]. The FPGA design of the decoding module is shown in Figure 11. Among them, the design of the VTB relay code, descrambling, and deinterleaving are all using IP cores.




3.4. Overall Machine Design


As introduced before, according to the independence of functions of each part in the low-orbit satellite signal on-board and ground data processing processes, the system can be divided into four parts: antenna array, radio frequency unit, baseband processing board, and application processing terminal.



Among them, the antenna array consists of 31 identical antenna elements. The antenna elements adopt a circular polarization method and support receiving left-hand circular polarization and right-hand circular polarization signals at the same time. The left-hand and right-hand circular polarization signals are filtered separately. After amplification, the combined signal is transmitted to the RF local oscillator board through the RF cable. The left-hand RF frequency point, which is 2860 MHz, has a close frequency with the right-hand RF frequency point, which is 2074 MHz, so the left-hand channel and the right-hand channel adopt the same design [57]. The left-handed signal is mixed in the form of LO-RF, and the right-handed signal is mixed in the form of RF-LO, which widens the frequency spacing of the left/right-hand local oscillators. The left-handed local oscillator frequency is designed to be 2860 MHz, and the corresponding left-handed intermediate frequency is 376~480 MHz, which is located in the second Nyquist zone of the ADC. The right-handed local oscillator frequency is designed to be 2074 MHz, and the corresponding right-handed intermediate frequency is 126~230 MHz, which is located in the first Nyquist zone of the ADC. Figure 12 shows the spectrum after mixing.



The left/right-handed local oscillator will leak, resulting in mutual modulation. The modulated signal is 786 MHz, which can be filtered out using a low-order low-pass filter. After the intermediate frequency signal obtained after mixing is sampled by the ADC, the spectrum of the second Nyquist zone will be moved to the first Nyquist zone. Figure 13 shows the spectrum after ADC sampling.



As can be seen from Figure 1, the sampled signal does not undergo aliasing, so it will not cause a loss in signal-to-noise ratio.



The RF unit mainly consists of three circuits, namely a down-conversion and intermediate frequency amplification circuit, a local oscillator generation circuit, and a power supply circuit [44]. There are 32 down-conversion channels, corresponding to 31 antenna array elements, and the remaining 1 down-conversion channel is reserved; the baseband processing board is mainly responsible for processing the 200 MHz bandwidth intermediate frequency signal transmitted from the down-conversion board, and after AD conversion, each signal is sent to the FPGA for beamforming separately and then sent to the subsequent SoC for signal demodulation and decoding, the SoC uses the Zynq 7030 chip. The schematic diagram of data flow is shown in Figure 14. The decoded baseband data are sent to the host computer through 1 Gigabit Ethernet. The data processing terminal, that is, the host computer, is mainly responsible for receiving target detection data, radar and communication data, image slices, vector data, digital elevation maps, and satellite real-time orbit data, in the meantime issuing control and management instructions to the receiver, and interact with receiver [44].



The SoC baseband board mainly implements digital beam synthesis, anti-interference processing, signal acquisition, tracking, and decoding, and uses a board-to-board high-speed connector to connect the baseband board and the multi-channel down-conversion board. The 32 channels of intermediate frequency signals are sent to the 32 channels of ADC for analog-to-digital conversion, and then the digital signals are sent to the beam steering FPGA. The beam steering FPGA uses Fudan Microelectronics’ JFM7K325T (K7 for short) chip which contains a large number of DSP units inside the chip. The DSP unit is mainly used for digital down-conversion and phase-shifting processes of multi-beams, narrow-band anti-interference, etc. [44]. The synthesized beams complete narrow-band anti-interference inside the FPGA. After processing, it is sent to the baseband processing FPGA. The chip contains a large number of logic resources, which is sufficient for multi-channel capture, tracking, and decoding processes. The schematic block diagram of the baseband processing board is shown in Figure 15.





4. Simulation Results


4.1. RF Link Simulation and Budgeting


This scheme uses ADS 2020 software to design the gain of the RF circuit and estimate the noise figure, InP1dB, and IIP3 values. Considering that if the received signal is required to have an anti-interference signal-to-interference ratio of >45 dB, the power range of the satellite signal reaching the ground is −127~−115 dBm, that is, the receiver can resist interference of −70 dBm (−115 dBm + 45 dB). In this case, the receiver is required not to be saturated due to the interference signal. The saturated input power of a typical high-speed ADC is about 2 dBm; the receiver’s in-band (200 MHz) thermal noise is about −90 dBm, and the amplified thermal noise is required to be greater than the quantization noise of the ADC. Based on the above two points, it is reasonable to set the receiver’s amplification factor to 55 dB. According to the above analysis, the simulation of the RF link is shown in Figure 16.



The link budget results are shown in Figure 17.



The budget result of the RF link shows that the link gain is approximately 56.7 dB. The noise coefficient of all LNAs in this RF link is usually between 1 dB and 2 dB. Assuming that all noise in the RF link is introduced by LNA, here we assume that the noise of the RF link is 1.5 dB. The RF circuit output thermal noise is approximately −37.2 dBm, the input 1 dB gain compression point is approximately −36.5 dBm, and the input third-order intermodulation cutoff point is about −20 dBm.




4.2. Digital Beamforming Simulation


This scheme uses HFSS 15.0 software to simulate the digital beamforming module. The Digital Beamforming system (hereinafter referred to as “DBF system”) generates variable beams by controlling the phase and amplitude of each element signal of the array antenna through data technology. Therefore, the beamforming problem is mainly to determine the amplitude and phase weighting coefficients of each element signal required in different directions. In engineering implementation, there are two main ways to generate weighting coefficients for beamforming: real-time calculation of weighting coefficients and look-up table calculation. The real-time calculation method is to use an adaptive algorithm to adjust the weighting coefficients based on certain decision criteria (such as detecting the signal power after beamforming). The advantage of this method is that it adjusts the weighting coefficients in real-time according to the characteristics of the synthesized signal, suppresses the sidelobes, and optimizes the received signal. It can adapt to different application environments in real-time. The disadvantage is that the calculation amount is large, and the hardware platform and algorithm optimization requirements are high. The look-up table method calculates the weighting coefficients of different directions through simulation analysis and solidifies the coefficients in the memory. The weighting coefficients of the corresponding direction are extracted according to the specific pointing parameters for beam synthesis. The advantages of this method are small calculation amounts, fast running speed, and simple algorithm design. The disadvantage is that the weighting coefficients cannot be adjusted in real time and the adaptability to interference signals is poor. Considering that the communication time of low-orbit satellites is short each time and the beam changes quickly, this scheme adopts the look-up table method.



In this scheme, Taylor distribution or Chebyshev distribution is used to optimize the amplitude weighting of each unit of the beam to achieve the low sidelobe characteristics of the array beam and at the same time reduce the beam gain, taking both low sidelobe and constant gain performance into account. Table 2 shows the gains and sidelobe levels of several typical directional beams after optimization. In these angles, the sidelobe level decreases by 1 to 8 dB. In the entire three-dimensional beam space, the gain is within 14 to 15 dBic, and the sidelobe levels are lower than −11 dB.



Figure 18 and Figure 19 show the beam characteristic diagrams of (θ, φ) = (0°, 0°) and (θ, φ) = (0°, 45°) before and after optimization, respectively. Due to space limitations, the beam characteristic diagrams of other angles before and after optimization are not listed here.



As can be seen from Figure 18, before optimization, at the desired signal direction φ = 0°, the mainboard signal strength is 15.3 dBic, and there is a sidelobe with a strength of 1 dBic at ±35° and ±80°, and nulls are formed in the remaining directions. Since the sidelobe sizes in the four directions are all greater than 0 dBic and the energy is strong, the beamforming effect is not so good; after using Taylor distribution to optimize the beamforming directivity diagram, the main lobe at the desired direction φ = 0° is slightly weakened, from the original 15.3 dBic to 15.0 dBic, but the sidelobes at ±35° are well suppressed to form nulls, and the sidelobes at ±80° are also well suppressed, with the strength reduced from 1 dBic to −5 dBic. It can be seen that the use of Taylor distribution can improve the beamforming directivity diagram to a certain extent.



Similarly, it can be seen from Figure 19 that before optimization, for the directivity diagram at the desired direction of φ = 45°, the signal strength in the main lobe direction is 13dBic, and there is a sidelobe with an intensity greater than 0dBic in the 0° and 90° directions, and no null is formed well in other directions, and the sidelobe energy is strong; after optimization using the Chebyshev distribution, although the main lobe is slightly weakened compared to before optimization, the energy drops from the original 13 dBic to 10 dBic, but nulls can be well-formed in other sidelobe directions, and the sidelobe energy is greatly weakened compared to before optimization. It can be seen that the use of Chebyshev distribution can improve the directivity diagram of beamforming to a certain extent.




4.3. Time–Frequency Domain Narrowband Anti-Interference Simulation


This scheme uses Matlab 2017 software to simulate the module of counteracting narrowband interference. Four array antennas were used to conduct an anti-narrowband interference simulation test on the BD2 B3 signal (operating frequency is 1268.52 MHz ± 10.23 MHz). The signal amplitude of the generated narrowband interference signal is -70dBm. The simulation results of anti-single-band narrowband interference and anti-three-band narrowband interference are shown in Figure 20. The test results show that when receiving the B3 frequency point, the receiver can resist up to three narrowband interferences at the same time; when resisting interference from a single frequency band and three frequency bands, the interference-to-signal ratio is ≥57 dB and ≥47 dB, respectively (signal level −133 dBm). Among them, the real-time performance of interference suppression is better than 1ms.




4.4. Capture and Tracking Module Simulation


This scheme uses Matlab 2017 software to simulate the module of capture and tracking. The simulation parameters of the capture and tracking module are shown in Table 3. The simulation result of the capture module is shown in Figure 21.



The simulation results of the carrier loop and code loop are shown in Figure 22.



The simulation results of the bit synchronization loop are shown in Figure 23 and Figure 24.



The simulation results show: (1) In a large dynamic scenario, the bit synchronization loop can complete bit synchronization within 60 ms, and the sampling point can be adjusted in real-time during operation. The loop works normally, the mean estimation error is <8.7, and the standard deviation of the estimation error is <7.5; (2) A signal with a carrier-to-noise ratio of 44 dBHz runs at a rate of 8 ksps for 100 s, and the bit error rate is 0.



The above simulation results verify the effectiveness and correctness of the algorithm. The algorithm consumes fewer resources compared to the traditional FFT frequency domain acquisition method and is easy to engineer by implementing software engineering through the JFM7K325T chip.




4.5. VTB Decoding Simulation


This scheme uses Matlab 2017 software to simulate the module of VTB decoding. The relationship curve between the Viterbi decoding bit error rate and the normalized signal-to-noise ratio is shown in Figure 25.



It can be concluded from the figure that when the bit error rate is 10−3, 10−5, and 10−7, respectively, the Eb/N0 and decision gain are as shown in Table 4.



It can be concluded from the reams of evidence above: (1) For (2, 1, 7) convolutional codes, when the free distance is 10, the upper bound of the coding gain is 7dB; (2) The coding gain increases as the bit error rate decreases, but it will not rise infinitely.





5. Conclusions and Future Work


This solution combines digital beamforming technology, time–frequency domain interference suppression technology, three-loop capture and tracking technology that introduces a bit synchronization loop, and RS decoding and other technologies based on FPGA digital processing board, using the JFM7K325T chip to design the FPGA, which is designed by Fudan Microelectronics and contains a large number of DSP units, which are mainly used for multi-beam digital down-conversion and phase shift processing, narrow-band anti-interference, etc. And use the JFM7K325T chip to perform simulation design of the whole low-orbit satellite broadcast signal receiving and processing terminal. The simulation results show that the beamforming gain of the whole machine reaches 14–15 dBic; the interference-to-signal ratio reaches 57 dB when resisting interference from a single frequency band, and the interference-to-signal ratio reaches 47 dB when resisting interference from three frequency bands; in large dynamic scenarios, the bit synchronization loop can complete bit synchronization within 60 ms, with a bit error rate of 0; the coding gain can reach 7 dB.



The low-orbit satellite broadcast signal processing terminal designed in this scheme still has room for improvement: 1. Currently, the three channels of a single frequency point have occupied about 85% of the FPGA logic resources, which is close to saturation. In the future, the process of capture, tracking, and decoding will be considered for transplanting to the ARM part. In this case, the SoC can replace the Z7030 chip with the Z7045 chip with larger logical resources to improve the computing speed and processing capabilities of the entire machine; 2. The algorithm of the bit synchronization loop can continue to be improved, reducing the time required for bit synchronization in large dynamic scenarios.
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Figure 1. Complete data processing flow chart of low-orbit satellite signals on the satellite and on the ground. 
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Figure 2. Processing flow chart of ground receiving terminal. 
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Figure 3. Schematic diagram of sub-system relationships. 
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Figure 4. Digital beamforming principal diagram. 
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Figure 5. Implementation block diagram of time–frequency domain notch technology based on FFT. 
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Figure 6. Fast acquisition algorithm FPGA design diagram. 
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Figure 7. FPGA design of carrier tracking loop. 
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Figure 8. FPGA design of code tracking loop. 
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Figure 9. FPGA design of data tracking loop. 
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Figure 10. Capture and tracking module state transition diagram. 
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Figure 11. Decoding module flow chart. 
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Figure 12. The spectrum after mixing. 
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Figure 13. The spectrum after ADC sampling. 
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Figure 14. Schematic diagram of data flow between FPGA and SoC on the baseband processing board. 
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Figure 15. Principal block diagram of baseband processing board. 
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Figure 16. Simulation link of RF channel. 
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Figure 17. RF link budget results. 
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Figure 18. The (θ, φ) = (0°, 0°) beam characteristics before and after optimization. 
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Figure 19. The (θ, φ) = (0°, 45°) beam characteristics before and after optimization. 
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Figure 20. (a) Schematic diagram of the interference-to-signal ratio of the received signal in anti-single-band narrowband interference test; (b) schematic diagram of the interference-to-signal ratio of the received signal with frequency in three-band narrowband interference test. 
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Figure 21. Ratio of maximum and average values of coherence results. 
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Figure 22. (a) PLL phase detector phase difference and PLL Doppler; (b) DLL phase detector phase difference and Doppler; (c) 1ms accumulator output; (d) tracking carrier-to-noise ratio. 
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Figure 23. Bit synchronization ring operation results: (a) estimated data code position offset; (b) actual data code position offset; (c) data code position estimation error. 






Figure 23. Bit synchronization ring operation results: (a) estimated data code position offset; (b) actual data code position offset; (c) data code position estimation error.



[image: Electronics 13 03270 g023a][image: Electronics 13 03270 g023b]







[image: Electronics 13 03270 g024] 





Figure 24. Bit error rate changes over time. 
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Figure 25. Relationship curve between bit error rate and normalized signal-to-noise ratio. 
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Table 1. Comparison results between FFT fast acquisition method and traditional FFT frequency domain capture method.






Table 1. Comparison results between FFT fast acquisition method and traditional FFT frequency domain capture method.





	Compared Items
	FFT Frequency Domain Acquisition Method
	FFT Fast Acquisition Method





	Symbol rate
	Can only be an integer multiple of the pseudocode period
	Arbitrary proportional relationship



	Pseudocode and symbol alignment
	Necessary
	Unnecessary



	Accumulation method
	Incoherent
	Coherent



	Cumulative length
	Generally, 4 cycles
	4~8 cycles



	Maximum value of Doppler frequency
	±100 kHz
	±250 kHz



	Capture time
	About 1 s
	About 60 ms










 





Table 2. Sidelobe level reduction and gain of several typical beam angles after optimization (G/T value is −9 dB/K).






Table 2. Sidelobe level reduction and gain of several typical beam angles after optimization (G/T value is −9 dB/K).





	Beam Pointing Angle (θ, φ)
	Sidelobe Level Reduction (dB)
	Gain (dBic)





	(0°, 0°)
	5
	15.00



	(20°, 0°)
	8
	14.60



	(45°, 0°)
	3
	14.89



	(65°, 0°)
	3
	14.97



	(75°, 0°)
	7
	14.63



	(75°, 30°)
	4.5
	14.30



	(75°, 60°)
	1
	14.57



	(75°, 90°)
	2.5
	14.73



	(75°, 120°)
	2
	14.71



	(75°, 150°)
	2
	14.94



	(75°, 180°)
	1
	14.92










 





Table 3. Capture and tracking module simulation parameters.
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Simulation Parameters

	
Value






	
Signal

Parameters

	
RF carrier frequency

	
2.29745 GHz




	
IF carrier frequency

	
286.75 MHz




	
Spreading code rate

	
10.23 Mcps




	
Code length

	
1023




	
Symbol rate

	
8 ksps




	
Modulation

	
BPSK




	
Carrier-to-noise ratio

	
44 dBHz




	
Simulation time

	
100 s




	
Dynamic

Parameters

	
Initial distance

	
2400 km




	
Initial velocity

	
5 km/s




	
Initial acceleration

	
1.34 km/s2




	
Initial jerk

	
98 m/s3











 





Table 4. EB/N0 and decision gain under several typical bit error rates.
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	Bit Error Rate Pb
	Soft Verdict Coding Gain (dB)
	Hard Verdict Coding Gain (dB)





	10−3
	3.24
	5.15



	10−4
	4.17
	6.06



	10−5
	4.68
	6.50



	Upper bound
	5.00
	7.00
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