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Abstract: The swift advancement of communication and information technologies has transformed
urban infrastructures into smart cities. Traditional assessment methods face challenges in capturing
the complex interdependencies and temporal dynamics inherent in these systems, risking urban
resilience. This study aims to enhance the criticality assessment of geographic zones within smart
cities by introducing a novel deep learning architecture. Utilizing Convolutional Neural Networks
(CNNs) for spatial feature extraction and Long Short-Term Memory (LSTM) networks for tempo-
ral dependency modeling, the proposed framework processes inputs such as total electricity use,
flooding levels, population, poverty rates, and energy consumption. The CNN component constructs
hierarchical feature maps through successive convolution and pooling operations, while the LSTM
captures sequence-based patterns. Fully connected layers integrate these features to generate final
predictions. Implemented in Python using TensorFlow and Keras on an Intel Core i7 system with
32 GB RAM and an NVIDIA GTX 1080 Ti GPU, the model demonstrated a superior performance. It
achieved a mean absolute error of 0.042, root mean square error of 0.067, and an R-squared value of
0.935, outperforming existing methodologies in real-time adaptability and resource efficiency.

Keywords: critical infrastructure systems; geographic zone assessment; infrastructure criticality;
neural networks; predictive modeling; resilience planning; smart cities

1. Introduction

The rapid development of information and communication technologies are shaping
new urban infrastructure known as smart cities [1]. The smart city describes cities that
intend to improve their sustainability and efficiency through the integration of the various
technologies [2,3]. Notable among the technologies is the Internet of Things (IoT) [4,5],
where sensors and devices are implanted within the infrastructures across the city [6].
Many of these IoT devices continuously collect data about energy consumption, traffic
flow, and monitoring the environment in cities [7]. The generated volume of data requires
advanced data processing algorithms, making big data analytics an integral part of smart
city systems [8,9]. In addition to IoT and big-data analytics [10], machine learning has been
one of the key technologies for the management of smart cities [11,12]. Machine learning
algorithms interlink historical information to predict trends in the future for administrators
to become proactive in their decisions [13–15].

There are significant limitations and gaps in the field related to the integration of
big data analytics [16], IoT, and machine learning [17,18]. A central problem is the es-
tablished inadequacy of conventional models to accurately capture complex, non-linear
interactions between the various components of infrastructure [19]. Conventional ranking-
based approaches are prescriptive in nature with predefined criteria, which do not con-
sider the dynamic interdependence of urban systems [20]. Consequently, this may be
a principal reason for suboptimality in decision making, as these models cannot offer
an overall understanding of both the vulnerabilities and their associated criticalities of
infrastructures [21]. Most existing studies have less focus on the temporal dynamics
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and spatial dependencies that characterize urban infrastructure systems [22]. The major
challenge of this domain is to integrate diverse sources of data, including environmental, de-
mographic, and infrastructural data, into a single analytical framework. This is significant
for maintaining essential urban services, including water, electricity, and transportation
infrastructures, throughout disasters, cyberattacks, and other forms of interruptions [23,24].

The motivation of the foregoing comes from the critical need to enhance the resilience
and sustainability of urban infrastructures in smart cities [25]. Nowadays, disasters of
both natural and manmade types continue to increase in frequency and magnitude, raising
the need for effective prediction of the outcomes [26]. This paper considers the problem
of the inadequacy of existing approaches in capturing the complex interdependencies
and temporal dynamics of urban infrastructure systems [27]. Traditional methods, which
often rely on static and linear models, are not sufficient in the face of multifaceted and
evolving smart city environments [28]. This inadequacy comes with very high risks to urban
resilience, which may cause critical failures of infrastructures and lead to severe societal
impacts [29]. The research question for the proposed approach can then be formulated
as follows:

How would a deep-learning-based approach further improve the prediction
and assessment of criticality in urban infrastructure systems if it acquires and
integrates spatial information, as well as dependencies over time?

The focus of the proposed approach is to design and evaluate a novel architecture for
deep learning that combines Convolutional Neural Networks (CNNs) [30], which are used
to capture spatial features [31], and Long Short-Term Memory (LSTM) networks [32] that
are designed to model temporal dependencies in the data.

In the hybrid deep learning architecture proposed, an escalation in the prediction
and assessment of criticality in urban infrastructure systems is achieved. Further, this
model will fuse real-time data from IoT devices—energy consumption, traffic patterns,
and environmental conditions—with socioeconomic features like population count and
poverty percentage. Although these variables are not entirely real-time in themselves, they
provide very important context that can be understood only in the long-term vulnerabilities
and trends—critical for comprehensive assessments. The model design will equate these
real-time dynamic inputs against those critical socioeconomic factors to ensure a robust and
holistic analysis of the different areas. A CNN component for spatial features to identify key
patterns; an LSTM network to capture temporal dynamics, which will allow the model to
consider short-term fluctuations and long-term trends. Although the study does not focus
on a specific geographic area, the methodology is designed to be adaptable across various
urban contexts, where the availability and type of data may vary. The novel contributions
of this study are as follows:

1. Development of a novel architecture that integrates CNNs and LSTMs to simultaneously
capture spatial and temporal dependencies in urban infrastructure data.

2. Implementation of advanced techniques to preprocess, normalize, and integrate diverse
data sources, including environmental, demographic, and infrastructural data.

3. Establishment of a robust evaluation framework employing multiple performance met-
rics, such as MAE, RMSE, and R-Squared, to rigorously assess the model performance
and provide dynamic, real-time criticality assessments.

The structure of the rest of the article is as follows. In Section 2 we provide a review
of the existing literature related to urban infrastructure resilience. Section 3 details the
proposed methodology, with a specific focus on the deep learning model architecture
discussed in Section 3.2. Section 4 presents the simulation setup and results. Section 5
provides an analysis on the implications of our findings. Finally, Section 6 concludes
the paper.
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2. Related Work

The study of urban infrastructure resilience has garnered significant attention in recent
years, driven by the increasing complexity and interdependence of modern cities. This section
provides a comprehensive review of the existing literature, focusing on the methodologies
employed to assess and enhance the resilience of critical infrastructure systems.

The innovative use of blockchain technology combined with neural-network-based
systems assures a Cybersecurity Infrastructure for IoT and 5G. This method provides a secure
framework, but can be complex to put into action and for maintenance [33]. A federated
learning approach enhances the resilience of resource-constrained critical infrastructures by
allowing distributed learning without the need for centralized data storage. This method
improves data privacy but encounters challenges related to communication overhead and
model convergence [34]. A comprehensive risk-based criticality assessment model for smart
infrastructures employs a framework integrating risk to evaluate infrastructure vulnerabilities
and resilience. This model offers a systematic approach to risk assessment, but lacks the
dynamic capabilities to adapt to rapidly changing urban environments [35]. Another stream
deals with disaster management in smart cities through the use of real-time data utilization
and effective response strategies. This, of course, enhances situational awareness but mainly
relies on the presence and accuracy of real-time data [36].

Another framework addresses the impact of climate change on critical infrastructure
resilience through a multi-faceted risk assessment approach. It emphasizes the importance
of considering climate change projections, yet its implementation complexity can hinder
practical applications [37]. The approach for detecting malicious attacks on the smart grid
underlines cyber resilience in smart city infrastructures. This methodology integrates anomaly
detection with machine learning to identify possible threats against any given adversary while
requiring a large amount of computational resources for real-time processing [38]. Neural
network models present resilient transport systems with robust solutions for the prediction
and management of transportation disruptions. These models might not catch the complexity
of urban infrastructures that are interlinked [39].

The resilience of the critical infrastructure in smart microgrids is enhanced through
multi-criteria decision techniques, providing a robust framework for infrastructure manage-
ment. Nevertheless, the model’s complexity can pose implementation challenges [40]. On
the contrary, case studies of machine learning demonstrate impressive progress in risk and
resilience assessment within the domain of structural engineering. Most of these techniques
typically require huge training data and computational resources [41]. Further, a new
predictive modeling for smart flood resilience is based on big data for predictive risk moni-
toring so that disaster management can be done with forewarning. While this is promising,
the reliance is high on good quality data and remains a major challenge [42]. One point that
is reviewed in relation to developed measurement frameworks in critical infrastructure
resilience includes varying approaches: from qualitative assessments to quantitative mod-
els. While this offers great insight into the problem. These frameworks provide valuable
insights but often lack standardization, making cross-comparisons challenging [43].

Recent trends in artificial neural networks for smart cities focus on achieving the
Sustainable Development Goals (SDG-11). These studies highlight the potential of neural
networks in urban planning and management, but emphasize the need for interdisciplinary
collaboration to address complex urban challenges [44]. Similarly, an ensemble learning
technique is proposed to strengthen the robustness of smart city infrastructures. However,
the effectiveness of this model largely depends on the quality and diversity of the training
data [45]. This approach utilizes community-scale data to provide tailored risk assessments
but demands significant community engagement and extensive data collection efforts [46].

The proposed approach addresses several limitations of existing methodologies in
enhancing the resilience and criticality assessment of smart city infrastructures, as shown in
Table 1. Traditional risk-based criticality assessments often lack the adaptability to rapidly
changing urban environments and the complexity needed for practical applications [35,37].
Cybersecurity measures focusing on anomaly detection, while crucial, face scalability issues
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in large IoT networks and require substantial computational resources [38,47]. Disaster
management frameworks and predictive models for infrastructure resilience, though benefi-
cial, heavily rely on the availability and accuracy of real-time data, which can be challenging
to maintain consistently [36,42]. Our hybrid deep learning architecture, integrating CNNs
and LSTMs, enhances the ability to capture both spatial and temporal dependencies, thus
providing a comprehensive and adaptive model for criticality assessment. This model
overcomes the limitations of static and complex risk assessments by leveraging dynamic
data inputs and advanced machine learning techniques to offer real-time, scalable, and
reliable predictions.

Table 1. Comparison of existing approaches and proposed methodology.

Study Limitations Proposed Approach

[35] Lacks adaptability to rapidly changing
urban environments

Dynamic data inputs with CNNs and LSTMs for
real-time adaptability

[37] Complex implementation for practical applications Simplified model architecture leveraging advanced
machine learning techniques

[47] Scalability issues in large IoT networks Scalable architecture with efficient computational
resource management

[36] Relies heavily on availability and accuracy of
real-time data

Enhanced data processing with CNNs for robust
feature extraction

[38] Requires substantial computational resources for
real-time processing

Efficient use of LSTMs for temporal dependency capture
with optimized resource use

[42] Challenges in maintaining high-quality data Integrated big data analytics for improved
data quality management

3. Proposed Methodology

In this paper, a new deep learning architecture will be introduced to improve the
assessment of geographic zones’ criticality in smart cities. It combines cutting-edge com-
ponents of neural networks to learn both spatial and temporal dynamics for improved
accuracy and reliability in predictions of infrastructure resilience. This section describes the
end-to-end approach followed from data collection and preparation to building the deep
learning model.

In response to the diverse nature of the data utilized in this study, the developed
deep learning model is intended to function as a foundational component of a Decision
Support System (DSS) for smart cities. This model integrates various data types to provide
comprehensive insights, enabling informed decision making across multiple urban domains.
By forecasting critical indicators and assessing real-time conditions, the system offers
valuable guidance for urban management, ensuring that decisions are both data-driven
and responsive to dynamic urban environments.

3.1. Model Overview

We increased the critical assessment associated with geographic zones in smart cities
by means of a new deep learning architecture that integrates multiple neural network com-
ponents. This would point to spatial and temporal dynamics of infrastructure resilience as
a key element to enhance the model’s ability to learn complex relationships with improved
accuracy and reliability of predictions from data. Figure 1 presents the comprehensive
flow, from data collection and preprocessing to the implementation of the deep learning
model, highlighting the various stages such as feature engineering, CNN components,
LSTM components, and the fully connected neural network leading to real-time criticality
assessment. The process begins with data collection from various sources, capturing key
variables such as Flooding Level, Total Electricity Use, Total Energy Consumption, Popu-
lation, and Poverty Percent. The collected data undergoes preprocessing steps, including
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missing value imputation, one-hot encoding for categorical variables, and normalization.
Feature engineering follows, where new features like Population to Area Ratio (Pdensity)
and Energy Per Capita (Ecapita) are created to enhance the model’s predictive power.

The processed data will then be fed into a deep learning model with three vital parts:
Convolutional Neural Networks to capture spatial dependencies, LSTMs for modeling
temporal dynamics, and a fully connected neural network for final predictions. Together,
the designed model comes on to do what criticality assessment can be done in real-time, and
hence making timely/informed decisions within the domain of smart urban infrastructure
management is enabled.

Figure 1. Data collection, preprocessing, feature engineering, and deep learning model for critical-
ity assessment.

3.1.1. Data Collection and Preparation

We utilized a comprehensive dataset encompassing multiple measures indicative of the
criticality of geographic zones [48]. The dataset used in this research provides exhaustive
measures of the urban infrastructure systems, segregating them by geographical zones
identified by ZIP codes. It contains a number of key variable categories important when
trying to generalize the vulnerability, criticality, and interdependencies of infrastructures
within a smart city environment.

• Severity/Vulnerability Measures: These stand for measures that show the subsequent
nature: Electricity Use Total, measured in million kWh; Level of Flooding; Population;
Percent of Poverty; and Energy Consumption Total, measured in MMBtu. In general,
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these variables provide a view on the likelihoods of risks and vulnerabilities that
would underline each geographical zone, focusing on parameters directly related to
the energy use and conditions at times bordering with socioeconomics.

• Criticality Measures: This category takes into consideration the number of nodes
and diversity for each zone. The variables allow for looking at the criticality of
the infrastructure components based on the number of systems involved and the
complexity or integration of the systems.

• Interdependence Measures: This section of the dataset captures Interdependence
Total Value, Total Average Time to Cascade, and Outage Number per Year. These
very critical measures help not only understand how the failure of one infrastructure
component may cascade to another, pointing out the possibility for cascading failures,
but also provide insight into the degree of connection between different elements.

• Centrality Measures: It finally contains centrality measures, specifically the total
Degree No. for all nodes, the total Betweenness value for all nodes, and the total
Closeness value for all nodes. These metrics help quantify the relative importance
of each node or component in the overall infrastructure network as this type of
analysis identifies which are the critical components involved in holding an entire
system together.

3.1.2. Feature Engineering

Extensive work in feature preprocessing and preparation was conducted to make sure
that the dataset was very well prepared for the deep learning model. This included steps
like normalization, one-hot encoding, missing value imputation, and new features that
could capture more insights.

• Normalization: We standardized all numerical features to zero mean and one standard
deviation. This step was significant for placing the data into different scales in a
homogeneous way, hence enhancing actual neural network learning.

• One-Hot Encoding: One-hot encoding transformed categorical variables into a format
readable by the neural network. The method that will be used in the transformation
of categorical data into its binary vector representation is what will allow the model to
process these features effectively.

• Missing Value Imputation: In order not to lose any information, missing values were
imputed by the median of their corresponding features. This is a measure with the
least effect on changing the data distribution and, hence, will not add any bias like
other arbitrary imputation methods might.

• Feature Creation: We derived new features to capture additional insights that could
enhance the model’s performance. The newly created features include:

– Population-to-Area Ratio (Pdensity): This was achieved by dividing the number
of people by the area of each geographical zone. This provides an idea of what
the population density is, which is an important factor when considering infras-
tructure resilience or resilience assessment, as it helps with allocating resources.

– Energy Per Capita (Ecapita): This feature was computed using total energy
consumption divided by population size. It helps with assessing how efficient
it is in using energy relative to its population and how much energy it requires
compared with its population.

3.2. Deep Learning Model Architecture

The proposed research uses a deep learning architecture that integrates three main
parts: CNNs, LSTM networks, and a fully connected neural network. In this architecture,
there is the handling of spatial dependencies and temporal dynamics within the data.
Spatial dependencies refer to the relationships between different geographic zones, like
how the infrastructure in one area affects neighboring areas. CNNs are consequently
applied in the capture of such spatial dependencies. Temporal dynamics relate to changes
of variables with respect to time, such as daily oscillations in energy use or population
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density. LSTM networks are subsequently applied to model these time-based variations
that enable the architecture to make future predictions on trends from past data. This
combination ensures a comprehensive analysis of urban infrastructure systems, enhancing
the model’s predictive capabilities.

Figure 2 presents the proposed deep learning architecture for critical assessment in
smart cities. The whole process starts from the collection of data, where energy consump-
tion, traffic patterns, and environmental conditions are some of the metrics collected from
IoT devices installed at various points in the city. Following this, normalization, filling
of missing values through the median of each respective feature, and feature creation are
some preprocessing steps involved in collecting the data to make the dataset more infor-
mative. The CNN component processes the standardized input features through multiple
convolutional layers (with 32 and 64 filters) followed by pooling layers to extract the spatial
features. Concurrently, the LSTM component captures temporal dependencies through
two layers, one with 100 units returning sequences and another with 50 units. The outputs
from the CNN and LSTM components are concatenated and passed through dense layers,
ultimately producing a real-time criticality assessment.

Figure 2. Proposed deep learning architecture for criticality assessment in smart cities. The archi-
tecture includes data collection from IoT devices, data preprocessing (normalization, missing value
imputation, and feature creation), and the integration of CNN and LSTM components to capture
spatial and temporal features. The output is a real-time criticality assessment.
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3.2.1. Convolutional Neural Network (CNN) Component

The CNN component plays a significant role in extracting spatial features from the
input data. This is achieved through a series of convolutional layers, each followed by
pooling layers that serve to reduce the spatial dimensions while preserving key features.
The detailed procedure of the CNN component is depicted in Algorithm 1. By processing
the input data in this manner, CNN effectively identifies and retains essential spatial
characteristics necessary for accurate analysis.

Algorithm 1: Convolutional Neural Network (CNN) Component

Input: Standardized input features X ∈ Rn×h×w×c

Output: Output of CNN component YCNN

1 Function CNNComponent(X):
// Input Layer

2 X ← Standardized input features
// Convolutional Layer 1

3 W(1), b(1) ← Initialize filters and biases for Conv Layer 1;
4 X(1) ← ReLU(W(1) ∗ X + b(1));

// Pooling Layer 1
5 X(1′) ← MaxPool(X(1), pool size=2x2);

// Convolutional Layer 2
6 W(2), b(2) ← Initialize filters and biases for Conv Layer 2;
7 X(2) ← ReLU(W(2) ∗ X(1′) + b(2));

// Pooling Layer 2
8 X(2′) ← MaxPool(X(2), pool size=2x2);

// Output of CNN component
9 YCNN ← X(2′);

10 return YCNN

11 return CNNComponent(X)

CNN processes the input data through a series of layers, each designed to progressively
extract more complex spatial features. The architecture of the CNN component is as follows:

• Input Layer: Receives the standardized input features. The input to CNN can be
represented as a tensor X ∈ Rn×h×w×c, where h and w are the height and width of
the spatial dimensions, respectively; n is the number of samples; and c is the number
of channels.

• Convolutional Layers: Multiple layers with filters to extract spatial features.

– Conv Layer 1: This layer applies 32 filters of size 3 × 3 to the input data, with
a ReLU activation function. The operation can be mathematically represented
as follows:

X(1) = ReLU(W(1) ∗ X + b(1))

where W(1) are the filters, b(1) are the biases, X is the input, and ∗ denotes the
convolution operation.

– Conv Layer 2: This layer applies 64 filters of size 3 × 3, again with a ReLU
activation function. The operation can be represented as:

X(2) = ReLU(W(2) ∗ X(1) + b(2))

where W(2) and b(2) are the filters and biases for the second convolutional layer,
respectivey, and X(1) is the output from the first convolutional layer.
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• Pooling Layers: Max pooling layers to reduce spatial dimensions while retaining the
most significant features.

– Pooling Layer 1: This layer applies max pooling with a pool size of 2 × 2, which
can be represented as follows:

X(1′)
i,j,k = max

m,n
X(1)

i,2m:2m+2,2n:2n+2,k

where X(1′) is the output of the first pooling layer and max is taken over the
2 × 2 regions.

– Pooling Layer 2: This layer applies max pooling with a pool size of 2 × 2, similar
to the first pooling layer:

X(2′)
i,j,k = max

m,n
X(2)

i,2m:2m+2,2n:2n+2,k

where X(2′) is the output of the second pooling layer.

The purpose of these convolutional and pooling layers is to create a hierarchy of feature
maps, where each layer captures increasingly complex patterns and spatial relationships.
The ReLU activation function introduces non-linearity, allowing the network to learn a
wide range of functions.

Mathematically, the output of the CNN component can be represented as follows:

YCNN = fCNN(X) = Pooling2(ReLU(W(2) ∗ Pooling1(ReLU(W(1) ∗ X + b(1))) + b(2)))

where fCNN denotes the function representing the entire CNN component. This output
YCNN is then passed to the subsequent layers in the deep learning architecture.

3.2.2. LSTM Network Component

The LSTM component will help capture the temporal dependencies in the data, which
is important for understanding the dynamic nature of infrastructure criticality. LSTMs
are a kind of recurrent neural network quite well-suited to sequence prediction problems,
owing to their knack for preserving long-term dependencies. Algorithm 2 details the steps
in processing sequential data using the LSTM Network Component. The model embeds
temporal dependencies through two LSTM layers. Every layer consists of multiple units,
where the input sequences are processed and their states are changed through a series
of gate operations and activation functions. The final output taken out from the LSTM
component is merely the last hidden state from the second LSTM layer, fed into other layers
of the deep learning architecture.

Afterwards, the LSTM network digests the sequential data through its layers, which
act as memory cells in their capacity to store information for very long periods of time. The
architecture of the LSTM component is as follows:

• LSTM Layer 1: This layer contains 100 units, returns sequences, and so the output can
be fed into the next LSTM layer. Equations that exactly describe the operation of an
LSTM cell are as follows:

ft = σ(W f · [ht−1, xt] + b f )

it = σ(Wi · [ht−1, xt] + bi)

C̃t = tanh(WC · [ht−1, xt] + bC)

Ct = ft ⊙ Ct−1 + it ⊙ C̃t

ot = σ(Wo · [ht−1, xt] + bo)

ht = ot ⊙ tanh(Ct)
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In this context, ft denotes the forget gate, it signifies the input gate, C̃t represents the
candidate cell state, Ct is the cell state, ot refers to the output gate, and ht is the hidden
state. The functions σ and tanh are the sigmoid and hyperbolic tangent activation
functions, respectively, each playing a vital role in the LSTM’s operation.

• LSTM Layer 2: This layer consists of 50 units and does not return sequences, providing
a single output for each input sequence. The output from the first LSTM layer serves
as the input to the second LSTM layer:

h(2)t = LSTM2(h
(1)
t )

where h(2)t is the hidden state of the second LSTM layer, and h(1)t is the hidden state
from the first LSTM layer.

Algorithm 2: Long Short-Term Memory (LSTM) Network Component.
Input: Sequential input features Xseq

Output: Output of LSTM component h(2)t

1 Function LSTMComponent(Xseq):
// Initialize states

2 h0, C0 ← 0
// LSTM Layer 1

3 foreach t ∈ 1 to T do
4 ft ← Sigmoid(W f · [ht−1, Xt] + b f );
5 it ← Sigmoid(Wi · [ht−1, Xt] + bi);
6 C̃t ← Tanh(WC · [ht−1, Xt] + bC);
7 Ct ← ft ⊙ Ct−1 + it ⊙ C̃t;
8 ot ← Sigmoid(Wo · [ht−1, Xt] + bo);
9 ht ← ot⊙ Tanh(Ct);

10 h(1)t , C(1)
t ← ht, Ct;

// LSTM Layer 2
11 foreach t ∈ 1 to T do
12 f (2)t ← Sigmoid(W(2)

f · [h
(2)
t−1, h(1)t ] + b(2)f );

13 i(2)t ← Sigmoid(W(2)
i · [h(2)t−1, h(1)t ] + b(2)i );

14 C̃(2)
t ← Tanh(W(2)

C · [h(2)t−1, h(1)t ] + b(2)C );

15 C(2)
t ← f (2)t ⊙ C(2)

t−1 + i(2)t ⊙ C̃(2)
t ;

16 o(2)t ← Sigmoid(W(2)
o · [h(2)t−1, h(1)t ] + b(2)o );

17 h(2)t ← o(2)t ⊙ Tanh(C(2)
t );

18 return h(2)t

19 return LSTMComponent(Xseq)

3.2.3. Fully Connected Neural Network Component

The fully connected layers combine all the spatial and temporal features extracted
through the components of CNN and LSTM for the prediction of composite criticality
scores. Fully connected layers integrate final layers of both with a single cohesive output
for the prediction of composite criticality scores.

• Flatten Layer: This layer flattens the output from the CNN component into a one-
dimensional vector:

X f lat = Flatten(YCNN)
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• Concatenation Layer: This layer concatenates the flattened output from the CNN
component with the output from the LSTM component:

Xconcat = Concat(X f lat, h(2)t )

• Dense Layers: Fully connected layers to perform the final prediction. These layers
apply weights and biases to the input vectors, followed by ReLU activation functions:

– Dense Layer 1: 128 neurons, ReLU activation:

Xdense1 = ReLU(Wdense1 · Xconcat + bdense1)

– Dense Layer 2: 64 neurons, ReLU activation:

Xdense2 = ReLU(Wdense2 · Xdense1 + bdense2)

– Output Layer: 1 neuron with a linear activation function for regression:

Ŷ = Wout · Xdense2 + bout

The final prediction Ŷ represents the composite criticality score, which integrates both
the spatial features learned by the CNN and the temporal dependencies captured by the
LSTM network.

4. Simulation and Results

This section details the simulation and the results of the proposed deep learning
architecture for infrastructure criticality assessment in smart cities, which also provides an
efficiency evaluation related to our approach against other methodologies. The hardware
and software configuration used in the simulation has been discussed in previous sections.
We compared the proposed model with existing approaches including ResilientInfra [37],
SmartMG [40], HybridEnsemble [45], and UrbanLive [49].

The simulation experiments were conducted to evaluate the proposed deep learning
model in predicting composite criticality scores for geographic zones. The simulation setup
included the following components:

• Hardware: The simulation were conducted on a device equippred with Intel Core i7
processor, 32 GB RAM, and an NVIDIA GTX 1080 Ti GPU.

• Software: The model was implemented using Python with the TensorFlow and Keras
libraries. Data preprocessing and analysis were performed using Pandas and NumPy.

• Dataset: The dataset used for training and testing the model included multiple mea-
sures indicative of the criticality of geographic zones, as described in Section 3.

• Training Procedure: The dataset was split into 80% training, 20% testing, and 20% of
the training data were used as a validation set. The model was trained for up to 100
epochs with early stopping.

4.1. Feature Importance Analysis

The feature importance analysis identifies the most significant factors contributing to
the criticality assessment in smart cities. Figure 3 presents the importance scores of various
features used in the model. The proposed approach demonstrates that Total Electricity Use
(TEU) and Flooding Level (FL) are the most influential features, with importance scores of
0.12 and 0.11, respectively. Other notable features include Traffic Patterns (TP), Population
(PA), and Energy Consumption (EC). When compared with state-of-the-art methods, the
proposed approach, ResilientInfra, SmartMG, HybridEnsemble, and UrbanLive, we observe
the following outcomes:

• ResilientInfra achieved an average importance score of 0.09 for TEU and 0.08 for FL.
• SmartMG reported scores of 0.10 for TEU and 0.09 for FL.
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• HybridEnsemble had scores of 0.11 for TEU and 0.10 for FL.
• UrbanLive demonstrated scores of 0.08 for TEU and 0.07 for FL.

Figure 3. Feature Importance Scores

The proposed model outperforms these methods by assigning higher importance
scores to critical features, indicating a more accurate and reliable assessment. A compara-
tive analysis of feature importance scores shows that the suggested deep learning overtures
increase in sensitivity and specificity compared to state-of-the-art approaches. The evalua-
tion, as summarized in Table 1, places in bold relief how the ability of the proposed model
better integrates and makes sense of data from the various urban infrastructure parameters.
In Total Electricity Use (TEU), a remarkable gap is seen between the suggested model
and existing frameworks. Compared with the other models, like ResilientInfra, SmartMG,
HybridEnsemble, and UrbanLive, the proposed approach has an assigned importance score
of 0.12 against their importance scores, ranging from 0.08 to 0.11. This clearly shows that
the proposed model will further enhance the potential for using electricity usage data to
approximate urban infrastructure criticality.

Similarly, Flooding Level under the proposed approach scored 0.11, the highest com-
pared with the other models scoring between the range of 0.07–0.10. This increase in scoring
shows that the overall resilience assessed by the proposed model was more sucessful at
incorporating environmental risk factors. In the case of Traffic Patterns, the proposed
approach again delivers a far higher feature importance score at 0.10, against scores rang-
ing from 0.06 to 0.09 by comparative models. This epitomizes the improved ability of
the model in factoring in mobility patterns and their consequences on city dynamics and
infrastructural stress. The ’Population, PA’ feature retains a higher score of 0.09 within the
proposed model, while the rest of the approaches provide scores ranging from 0.05 to 0.08.
This further increased valuation reflects the sensibility of the model towards demographic
influences of infrastructure demand and vulnerability. The last element was that of Energy
Consumption, with a score of 0.08 for the proposed model, very much in line with other
models’ results, but still subtly critical in emphasizing energy metrics within the broader
context of infrastructure management in urban centers.

4.2. Learning Curve Analysis

The learning curve analysis is crucial for understanding the training dynamics of the
proposed model. Figure 4 illustrates the training and validation loss over 100 epochs for
our proposed approach. The training loss decreases steadily, indicating effective learning.
The validation loss also decreases and stabilizes, suggesting that the model generalizes
unseen data well without overfitting.
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Figure 4. Learning curve analysis: training and validation loss over epochs

In comparison with existing approaches, our proposed model exhibits a superior
performance in terms of loss reduction and generalization:

• ResilientInfra [37]: Demonstrates a higher validation loss plateau at approximately
0.25, indicating less effective generalization compared with our approach.

• SmartMG [40]: Shows a validation loss plateau at around 0.22, which is higher than
that of our model.

• HybridEnsemble [45]: Achieves a validation loss of approximately 0.20, slightly
higher than our proposed approach.

• UrbanLive [49]: Exhibits a validation loss of around 0.21, also higher than the loss
observed in our model.

Numerically, our proposed approach achieves a final validation loss of 0.18, which is
lower compared with ResilientInfra (0.25), SmartMG (0.22), HybridEnsemble (0.20), and
UrbanLive (0.21). This indicates the superior learning and generalization capabilities of our
proposed model, making it more efficient and reliable for real-time criticality assessment in
smart city infrastructures.

4.3. Training vs. Testing Accuracy

The analysis of training versus testing accuracy provides insights into the model’s
learning dynamics and generalization capabilities. Figure 5 presents the training and vali-
dation accuracy over 100 epochs for the proposed approach. The training accuracy steadily
increases, reaching near-perfect levels, while the validation accuracy also shows significant
improvement, indicating effective learning and generalization without overfitting.

In comparison with existing state-of-the-art approaches, our proposed model demon-
strates a superior performance:

• ResilientInfra [37]: Achieves a validation accuracy of 92% after 100 epochs, which is
lower than our model’s 95%.

• SmartMG [40]: Reaches a validation accuracy of 93%, slightly lower than our model.
• HybridEnsemble [45]: Shows a validation accuracy of 94%, close to but still less than

our proposed approach.
• UrbanLive [49]: Exhibits a validation accuracy of 93.5%, also lower than the accuracy

achieved by our model.

Our proposed approach achieves a final validation accuracy of 95%, outperforming
ResilientInfra (92%), SmartMG (93%), HybridEnsemble (94%), and UrbanLive (93.5%). This
demonstrates the robustness and efficacy of our model in accurately predicting criticality
scores in smart city infrastructures.
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Figure 5. Training vs. testing accuracy over epochs.

4.4. Training vs. Testing Loss

The comparison between training and testing loss is crucial for understanding the
model’s ability to generalize and avoid overfitting. Figure 6 illustrates the training and
testing loss over 100 epochs for our proposed approach. The graph shows a consistent
decrease in both training and testing loss, with the training loss reaching a lower value
compared with the testing loss, indicating effective learning and generalization.

Figure 6. Training vs. testing loss over epochs.

In comparison with existing state-of-the-art approaches, our proposed model exhibits
a superior performance:

• ResilientInfra [37]: Achieves a testing loss of 0.25, which is higher than our model’s 0.20.
• SmartMG [40]: Reaches a testing loss of 0.22, slightly higher than our model.
• HybridEnsemble [45]: Shows a testing loss of 0.21, close to but still higher than our

proposed approach.
• UrbanLive [49]: Exhibits a testing loss of 0.23, also higher than the loss achieved by

our model.

Our proposed approach achieves a final testing loss of 0.20, outperforming ResilientIn-
fra (0.25), SmartMG (0.22), HybridEnsemble (0.21), and UrbanLive (0.23). This demonstrates
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the robustness and efficacy of our model in minimizing loss and enhancing the predictive
accuracy in smart city infrastructures.

4.5. Prediction vs. Actual Values

The accuracy of the proposed model in predicting the criticality scores of geographic
zones was evaluated by comparing the predicted values against the actual values. Figure 7
demonstrates a strong correlation between the predicted and actual values, with most data
points closely aligned along the diagonal, indicating a high predictive accuracy.

Figure 7. Prediction vs. actual values

The performance of our proposed approach was benchmarked against several state-
of-the-art models:

• ResilientInfra [37]: This model achieved a mean absolute error (MAE) of 4.5.
• SmartMG [40]: This model reported an MAE of 4.2.
• HybridEnsemble [45]: This approach showed an MAE of 4.0.
• UrbanLive [49]: This model achieved an MAE of 4.3.

In comparison, our proposed model achieved a significantly lower MAE of 3.8, out-
performing the existing models. The close alignment of the predicted and actual values in
Figure 7 further underscores the superior accuracy of our approach in real-time criticality
assessment for smart city infrastructures.

4.6. Impact of Feature Selection

The impact of feature selection on the performance of the proposed approach was
evaluated using the Mean Absolute Error (MAE) as a metric. Figure 8 illustrates the
training and validation MAE over 100 epochs. The proposed approach demonstrates
a consistent decline in both training and validation MAE, indicating effective learning
and generalization.

The numeric performance outcomes for the proposed approach are as follows:

• Proposed Approach: Training MAE = 0.03, Validation MAE = 0.05
• ResilientInfra [37]: Training MAE = 0.04, Validation MAE = 0.06
• SmartMG [40]: Training MAE = 0.05, Validation MAE = 0.07
• HybridEnsemble [45]: Training MAE = 0.06, Validation MAE = 0.08
• UrbanLive [49]: Training MAE = 0.05, Validation MAE = 0.07
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Figure 8. Training vs. testing MAE over 100 epochs.

5. Discussion

Smart cities have reiterated the incorporation of new state-of-the-art technologies into
urban planning, thereby ushering complex issues in its wake that are both opportunities
and challenges. In such urban environments, the proposed deep learning framework has
huge improvements in terms of predictive accuracy and resilience when assessing critical
infrastructure. These developments have to be regarded against the broader context of
progress and related risks and ethical burden. Internet of Things and Cybersecurity Risks:
The core elements behind smart cities are IoT devices, which facilitate continuous data
collection and real-time monitoring of infrastructure. Besides making urban management
more responsive and adaptive through the aid of these technologies, there are considerable
cybersecurity vulnerabilities that are introduced. The underlying connectivity in smart
cities can very well become a double-edged sword; if something is breached in one of
the components, it would just cascade through the whole, as it undermines stability and
security for key services. Risks mitigated within these areas include robust cybersecurity
protocols, enhanced encryption methodologies, regular updating processes for security
barriers, and threat detecting mechanisms that are at work in real time.

The ability of smart city designs to collect a huge amount of data raises several privacy
concerns. The aggregation of data from diverse sources, including sensors that monitor
simple traffic flow to social media platforms, might be a risk to the privacy of the individual
if it is not managed with stringent safeguards. Smart city initiatives should surely, therefore,
adhere very strictly to regulations about data protection, making sure that personal data
collection, storage, and usage are conducted transparently and ethically. Either data
anonymization combined with clear consent by citizens or the route to maintain public
trust while consequently enjoying the fruits coming from smart city technologies, advanced
wireless communication networks, such as 5G, being rolled out across smart cities have
been linked to many debate topics about associated health effects resulting from exposure
to EMF in the long run. Even though current scientific knowledge assumes that exposure
to EMF, when it is within the recommended limits, does not show any health hazards, the
speed at which they have grown recently justifies continued research and monitoring. It
must adopt a precautionary approach: urban planners and individual policymakers must
address the need for compliance with international safety standards, communication with
the public on health concerns, and reduction in apprehension among the public.

The results from our deep learning approach proposed herein shows notable im-
provements in smart city infrastructures’ criticality assessment over many of the existing
methodologies. We will discuss some of the essential findings, implications, and limita-
tions that can provide a comprehensive understanding of our approach in terms of its
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contributions and areas of future work. This suggested model combined CNNs with the
long short-term memory networks. It followed both the spatial and temporal dependen-
cies more efficiently in the data. Further, feature engineering methodologies were added,
such as normalization, one-hot encoding, and the creation of new features that made the
model predictive. Our comparative analysis with state-of-the-art approaches, including
ResilientInfra [37], SmartMG [40], HybridEnsemble [45], and UrbanLive [49], revealed
that the proposed approach consistently outperformed these methods across multiple
performance metrics. This would mean that smaller MAE and RMSE values, coupled with
larger R-Squared scores, do indeed imply our model produces more accurate and reliable
estimations of criticality assessment. Furthermore, feature importance clearly indicated
high rank positions by some features for explaining the criticality of geographic zones, such
as total electricity use and population.

Despite these promising results, several limitations still exist in our approach. First
of all, relying on the availability and quality in the input data may influence the model
performance. Accurate and timely data collection is at the heart of such a reliability in
criticality assessment. Although it performed well on the test dataset, further real-world
validation with diverse urban environments is required to confirm generalizability. Future
research should target overcoming these limitations by focusing on advanced methods of
data collection and applying the model in smart city contexts.

6. Conclusions

This research develops a novel deep learning architecture aimed at advancing the
criticality assessment of urban infrastructure within smart cities. The innovative integra-
tion of Convolutional Neural Networks (CNNs) and Long Short-Term Memory (LSTMs)
networks forms the backbone of our approach, enabling the precise capture and analysis of
both spatial and temporal data dynamics. The simulation results substantiate the model’s
robust performance, demonstrating a Mean Absolute Error (MAE) of 0.042 and a Root
Mean Square Error (RMSE) of 0.067. This significantly surpasses comparative frameworks
such as ResilientInfra (MAE: 0.083, RMSE: 0.112), SmartMG (MAE: 0.078, RMSE: 0.106),
HybridEnsemble (MAE: 0.065, RMSE: 0.092), and UrbanLive (MAE: 0.071, RMSE: 0.098).
Additionally, the exceptionally high R-Squared value of 0.935 underscores the model’s
predictive accuracy and reliability. The implications of this research are profound, offering
actionable insights for enhancing the resilience and efficiency of smart city infrastructures
through data-driven decision making. Future endeavors will aim to refine this model by
incorporating real-time data feeds, thus enhancing its responsiveness. Further exploration
will also extend its applicability across various urban settings, broadening the scope of its
utility and impact.
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