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Abstract: Edge computing enables efficient data aggregation for services like data sharing and
analysis in distributed IoT applications. However, uploading dynamic high-dimensional data to
an edge server for efficient aggregation is challenging. Additionally, there is the significant risk of
privacy leakage associated with direct such data uploading. Therefore, we propose an edge-based
differential privacy data aggregation method leveraging progressive UMAP with a dynamic time
window based on LSTM (EDP-PUDL). Firstly, a model of the dynamic time window based on a
long short-term memory (LSTM) network was developed to divide dynamic data. Then, progressive
uniform manifold approximation and projection (UMAP) with differential privacy was performed
to reduce the dimension of the window data while preserving privacy. The privacy budget was
determined by the data volume and the attribute’s Shapley value, adding DP noise. Finally, the
privacy analysis and experimental comparisons demonstrated that EDP-PUDL ensures user privacy
while achieving superior aggregation efficiency and availability compared to other algorithms used
for dynamic high-dimensional data aggregation.

Keywords: data aggregation; differential privacy; edge computing; progressive UMAP; Shapley value

1. Introduction

The Internet of Things (IoT), as a distributed and internet-based system, facilitates the
transformation of everyday objects into intelligent entities [1]. IoT applications necessitate
the aggregation of data from various sources, such as smart wearable devices, vehicle
networking data, and drone data, which facilitates the subsequent analysis, prediction, and
decision-making processes [2]. Edge computing allows for the storage and processing of
data on edge servers located closer to end users [3]. Each edge server at the network’s pe-
riphery collects and aggregates user data, effectively addressing the inefficiency associated
with the direct transmission of user data over long distances to cloud servers [4,5]. IoT
data aggregation based on edge computing is shown in Figure 1. Each user equipment
(UE) can upload data to a nearby edge server, which can then be aggregated in the cloud.
However, this method introduces new challenges related to privacy and security. From
the user’s perspective, an edge server cannot be fully trusted due to potential malicious
nodes that exploit simulated base station signals to collect user data [6]. Additionally, the
security mechanisms implemented on edge nodes may not provide sufficient preservation
against theft or attacks targeting the data stored on these servers [7]. Consequently, privacy
preservation becomes particularly critical in edge-based data aggregation.

Electronics 2024, 13, 3346. https://doi.org/10.3390/electronics13163346 https://www.mdpi.com/journal/electronics

https://doi.org/10.3390/electronics13163346
https://doi.org/10.3390/electronics13163346
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/electronics
https://www.mdpi.com
https://orcid.org/0000-0002-3864-9783
https://orcid.org/0000-0001-6477-5735
https://doi.org/10.3390/electronics13163346
https://www.mdpi.com/journal/electronics
https://www.mdpi.com/article/10.3390/electronics13163346?type=check_update&version=1


Electronics 2024, 13, 3346 2 of 23

VAU

elciheV tramS

erachtlaeH tramS emoH tramS

yrotcaF tramSnoitacudE tramSgnidliuB tramS

Cloud

Edge Server

Base Station

Base Station

Edge Server

Edge Server

Figure 1. IoT data aggregation based on edge computing.

The implementation of differential privacy (DP) mechanisms [8], which introduce per-
turbation through noise to user data prior to uploading it to an edge server, can effectively
prevent privacy breaches [9,10]. In distributed applications, data often exhibit dynamic
and high-dimensional characteristics and contain a large amount of privacy-sensitive infor-
mation [11], such as real-time healthcare information with multiple attributes like heart
rate, blood pressure, blood oxygen saturation, etc. High-dimensional data contain massive
amounts of private user data, which may be leaked during the direct upload of data, and
entail a high computation cost for privacy processing [12,13]. Moreover, the dynamics of
such data pose challenges in allocating privacy budgets in DP to ensure both their security
and availability [14]. Therefore, utilizing DP for dynamic high-dimensional data prior to
uploading is challenging, as it becomes imperative to enhance aggregation efficiency and
ensure data availability while protecting user privacy.

Dimensionality reduction can significantly enhance the efficiency of sharing and an-
alyzing high-dimensional data [15]. The noise of the DP mechanism perturbs the data
after dimensionality reduction, preventing attackers from inferring private information
in the transition from low-dimensional to high-dimensional data [16]. Thus, employing
dimensionality reduction techniques based on DP is an effective approach for securely up-
loading high-dimensional data to an edge server while preserving privacy. Many methods
for high-dimensional data processing using DP are based on dimensionality reduction,
such as principal component analysis [17–19], random projection [16,20], etc. However,
these are linear methods that only extract the linear features of input data and do not
capture any nonlinear features. Therefore, the linear methods do not provide satisfac-
tory results in many real scenarios [21]. Uniform manifold approximation and projection
(UMAP) [22], a popular manifold learning method, effectively extracts nonlinear features
from high-dimensional datasets while preserving both global and local characteristics. In
comparison to existing nonlinear approaches for the dimensionality reduction of large-scale,
high-dimensional data, UMAP not only exhibits superior performance but also has low
latency. Based on UMAP, progressive UMAP [23] enables the embedding of out-of-sample
data and efficiently handles dynamic (streaming) data, which can enhance the aggregation
efficiency of high-dimensional dynamic datasets.

As mentioned above, progressive UMAP with DP is a robust methodology employed
for the aggregation of dynamic high-dimensional data while ensuring privacy. However,
the dynamic changes in high-dimensional data in edge computing present a significant
challenge for progressive UMAP with DP. Distinct edge servers aggregate data with varying
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volumes from user equipment (UE) in each time slot [24]. The window mechanism is widely
used to divide the stream in order to aggregate time-series data [25]. A fixed window size
results in a small amount of data in certain time windows, which are prone to privacy
leakage by attacker inference [26]. Long short-term memory (LSTM) is a neural network
widely employed for the prediction of data streams, effectively capturing the dynamics
of data. Enabling adaptive adjustment of the window size through LSTM can effectively
mitigate the risk of privacy leakage [26]. However, the UEs in edge computing exhibit
diverse data sizes and dynamics. Therefore, the challenge lies in effectively dividing
time windows using LSTM in edge computing and allocating privacy budgets when
employing progressive UMAP with DP, in order to minimize IoT data availability loss
while safeguarding user privacy.

To address the above challenges, we proposed a novel data aggregation method for
dynamic high-dimensional data on edge computing, referred to as EDP-PUDL (Edge-based
Differential Privacy data aggregation leveraging Progressive UMAP with Dynamic time
window based on LSTM). This method utilizes the Long Short-Term Memory (LSTM) to
predict data dynamics, enabling adaptive adjustment of the time window size for each UE’s
data uploading. Then it performs progressive UMAP with DP to reduce data dimension
while ensuring data privacy preservation. Additionally, the privacy budget allocation
is optimized by taking into account variations in data volume from UE and the various
utilities of attribute data, aiming to minimize the negative impact on data availability. EDP-
PUDL ensures privacy preservation for user data aggregation, effectively addresses the
security aggregation problem of dynamic high-dimensional data in distributed applications,
and guarantees data availability while maintaining efficiency.

The main contributions of this paper are as follows:

1. A novel method for dynamic high-dimensional data aggregation with edge computing
was developed. It performs DP-based progressive UMAP with a dynamic time
window for the dimensionality reduction and privacy preservation of user data prior
to their upload. The data streams are divided into multiple windows of varying sizes
based on the LSTM-predicted data volume. It improves the efficiency of dynamic
high-dimensional data aggregation while guaranteeing data privacy and availability.

2. The privacy budget of DP noise for UE is allocated based on the data volume of the
UE in time windows. Then, the Shapley value of each attribute is calculated after
dimensionality reduction, and the privacy budget is allocated by the Shapley value
to perturb each attribute’s data using DP noise, which can further reduce the loss of
available data.

3. Comparative experiments were conducted on multiple public high-dimensional
datasets in real time to verify the utility of the proposed EDP-PUDL method. The
experimental results demonstrate that EDP-PUDL outperforms the mentioned al-
gorithms used for comparison on evaluation metrics including the total average
variation distance, total L2 error, misclassification rate, and runtime.

The rest of this paper is organized as follows: We review related work in Section 2 and
provide preliminaries and problem definitions in Section 3. Section 4 introduces the details
of EDP-PUDL and provides an analysis of data privacy. Section 5 provides our experimental
results and an empirical analysis of the proposed algorithm. Section 6 concludes this paper.

2. Related Work

Research on privacy preservation during data aggregation aims to ensure the con-
fidentiality of multiple data owners. Numerous methods have been proposed to ensure
privacy during the aggregation of data based on one aggregator. For instance, Yan et al. [27]
employed encrypted sharing techniques to safeguard the privacy of sensor data and ag-
gregation outcomes. However, their method is only applicable to single-dimensional data
aggregation. Yankson et al. [28] proposed a novel secure data aggregation algorithm
in the Industrial Internet of Things (IIoT) that utilizes GNN with federated learning to
enhance privacy protection for data aggregation. However, the algorithm relies on trust
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assumptions among participating parties, and any compromise in trust could undermine
the security and privacy guarantees it offers. Liu et al. [29] proposed a payment protection
level (PPL) game model based on DP, wherein each participant submits sensing data to the
platform for aggregation. Nash equilibrium points are derived in the game through deep
reinforcement learning techniques to enhance utility for both platforms and participants
during data aggregation. However, these methods only employ a single aggregator for
data aggregation. When there are a large number of UEs and a substantial volume of data,
a single aggregator may encounter insufficient bandwidth resources, resulting in significant
time delays during the process of data aggregation.

Several DP-based data aggregation methods based on multiple aggregators have been
employed. For instance, Tian et al. [30] introduced a DP-based data aggregation scheme that
utilizes certification-based aggregated short signatures to ensure data authentication and
integrity. In particular, Laplacian noise is added to aggregated data to mitigate differential
attacks. However, the method lacks a data utility guarantee. Tang et al. [31] introduced a se-
cure health data aggregation scheme that incorporates DP by securely collecting health data
from diverse sources, employing signature technology to ensure equitable incentives for
patients and introducing noise into health data to enhance privacy preservation. However,
this method also does not provide a guarantee of data utility. Wang et al. [32] proposed an
edge-based differential privacy data collection model, where raw data from wireless sensor
networks (WSNs) undergo processing by DP algorithms on edge servers, aiming to reduce
communication and storage costs. However, the model has a large computational overhead
when processing high-dimensional data considering privacy. Shang et al. [33] proposed
a robust privacy-preserving data aggregation scheme for the edge-supported IIoT. The
scheme adopts the Paillier cryptosystem to protect the privacy of users and utilizes ECDSA
signatures to improve efficiency. However, its has large computation and communication
overhead. Lyu et al. [34] introduced a data aggregation model called PPFA, which is
based on an edge-computing architecture that prevents the leakage of private user data in
aggregate statistics by incorporating a mechanism for adding DP noise. The model’s edge
nodes can periodically collect data from connected smart meters and aggregate them in the
cloud, ensuring user privacy while saving communication costs. However, these methods
cannot be effectively applied to secure data aggregation for dynamic high-dimensional
datasets.

The privacy preservation of DP for dynamic high-dimensional data has become a
significant area of research in recent years, as real-world applications often involve high-
dimensionality and dynamic data. For example, the framework proposed by Ren et al. [11]
achieves real-time decentralized statistical estimation while preserving privacy for dynamic
high-dimensional data using the Laplace mechanism and Kalman consistency information
filtering (KCIF), but it is not suitable for IoT data aggregation due to computing complexity.
Imtiaz et al. [35] developed and implemented an online health prediction system that
utilizes DP and federated learning techniques to predict dietary habits and the health
data of users from fitness tracking apps and wearable devices based on high-dimensional
health data streams. However, the method encounters high latency when trying to achieve
good performance due to the generation of a large number of communication rounds.
Therefore, we developed an DP-based data aggregation method on edge computing, which
aims to address the challenges of ensuring data privacy, availability, and efficiency when
aggregating dynamic high-dimensional data.

3. Preliminaries and Problem Definition

This section introduces our preliminaries and notions. We also define the problem pre-
cisely. The mathematical symbols frequently used in this paper are summarized in Table 1.
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Table 1. Summary of symbols.

Symbol Description

ϵ Privacy budget for a dataset
UEj j-th user equipment (UE)
Dj Data in UEj
|Dj| Data volume of Dj
ϵj Privacy budget for dataset Dj
ϵj(k) Privacy budget for k-th attribute of Dj
d Original dimensionality
l Reduced dimensionality
n Total items in the data record
X(nj, d) The original high-dimensional data in UEj
Y(nj, l) The data after dimensionality reduction in UEj
Y
′
(nj, l) The noise perturbation dataset of Y(nj, l)

Zi The data aggregated in i-th edge server
Z The data aggregated in cloud server
St

i The set of UE selected by the i-th base station at time t for uploading data
UE(i, t) All sets of UE covered by the i-th base station at time t that can be selected
wt Window at time t
|wt| Size of wt
SVt

j (k) Shapley value of k-th attribute in Dj within window wt

3.1. Differential Privacy

Differential privacy (DP) technology can ensure that inserting or deleting a record
from a database does not affect the query result, thereby guaranteeing its privacy. The
relevant definitions and theorems are presented below.

Definition 1 (Neighboring datasets). Two datasets D and D′ are neighboring datasets (neighbors)
if D ⊂ D′ and |D′| = |D|+ 1 or vice versa.

Definition 2 (ϵ-DP [36]). Two datasets D and D′ are neighbors. Privacy algorithm F gives ϵ-DP
if any output O of algorithm F of D and D′ satisfies the following inequality:

Pr[F(D) = O] ≤ exp(ϵ)× Pr[F(D′) = O]. (1)

The smaller the parameter ϵ, the closer the probabilities of F(D) = O and F(D′) = O,
indicating a higher level of privacy preservation provided by algorithm D.

Noise perturbation is the primary mechanism employed to achieve the preserva-
tion of DP. Global sensitivity, as a fundamental parameter, significantly affects the noise
mechanism.

Definition 3 (Sensitivity [8]). For f : D → Rd, the global sensitivity of function f is

∆ f = max
D,D′
∥ f (D)− f (D′) ∥1, (2)

where R represents the mapped real number space, and d denotes the query dimension of function f .
Specifically, when d = 1, the sensitivity of f is the maximum difference between the values that the
function f may take on a pair of neighbor datasets.

There are three noise mechanisms commonly used in DP, namely, the Laplace mech-
anism, the Gaussian mechanism, and the exponential mechanism [37]. The exponential
mechanism is typically employed for non-numerical data, which was beyond the scope
of this study. It should be noted that the Laplace mechanism provides ϵ-DP, while the
Gaussian mechanism offers (ϵ, δ)-DP. The notion of the privacy provided by Gaussian noise
has a more relaxed definition compared to that of Laplacian noise. However, considering
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its proximity to the original data, we opted for using the Laplace mechanism to perturb
private data.

The Laplace mechanism achieves ϵ-DP through the actual output value of the noise
perturbation generated by the Laplace distributions, as shown in Theorem 1.

Theorem 1 (Laplace mechanism [8]). For f : D → Rd, algorithm F satisfies ϵ-DP if the output
of algorithm F satisfies the following equation:

F(D) = f (D) + (Y1, Y2, . . . , Yd), (3)

where Yi ∼ Lapi(∆ f /ϵ) (1 ≤ i ≤ d) is an independent Laplacian variable, and the amount of
noise is proportional to ∆ f and inversely proportional to ϵ.

Theorem 2 (Parallel composition [38]). Suppose f satisfies ϵ− DP and fi satisfies ϵi − DP,
where fi is a DP function of Di, which is a disjoint subset of dataset D, Di ⊂ D, i = 1, 2, · · · , n,
and Di ̸= Dj if i ̸= j. Then, mechanism f defined by f (D) = ( f1(D1), f2(D2), · · · , fn(Dn) ) is
max1≤i≤n{ϵi} − DP.

Theorem 3 (Sequential composition [39]). Suppose f satisfies ϵ− DP, and fi satisfies ϵi − DP,
where fi is a DP function for Di, which is a subset of dataset D. For any dataset D with n subsets
of data Di ⊂ D, i = 1, 2, · · · , n, a set f (D) = ( f1(D1), f2(D2), · · · , fn(Dn) ) is sequentially
performed on D. Then, f (D) is ∑n

i=1 ϵi − DP.

3.2. UMAP

The uniform manifold approximation and projection (UMAP) method is a dimen-
sionality reduction algorithm that leverages manifold learning techniques and topological
data analysis [22]. UMAP constructs fuzzy topological representations for both high-
dimensional data and low-dimensional embeddings of data. Subsequently, it updates the
low-dimensional embedding to ensure its fuzzy topological representation aligns with that
of the high-dimensional data. In the subsequent sections, we provide a brief introduction
to this methodology.

3.2.1. High-Dimensional Input Space

Given a dataset X = {x1, x2, . . . , xn} in a high-dimensional space Rn×d, the j-th
neighbor of xi is denoted as x(j)

i , where n represents the sample size, and d denotes
the dimensionality. To construct a k-nearest neighbors (kNN) graph, we identify set
Si =

{
x(1)i , x(2)i , . . . , x(k)i

}
consisting of k neighboring points for each data point xi. UMAP

calculates the probability distribution between pairs of data points based on their distances
in dataset X. Probabilities are initially computed as local, one-directional probabilities be-
tween a point and its neighbors in data space, then symmetrized to yield a final probability
representing the relationship between pairs of points. The similarity between points in the
input space is measured using either a Gaussian or a radial basis function (RBF) kernel.
The probability that point xi has its neighbor point at position xj can be computed based
on their similarity:

pj|i =

{
exp(− ∥xi−xj∥2−ρi

φi
) if xj ∈ Si

0 Otherwise,
(4)

where ∥ . ∥2 is the ℓ2 norm. φi is a local connectivity parameter set to match the local
distance around its k-nearest neighbors. Parameter ρi denotes the distance from each point
xi to its nearest neighbor:

ρi = min(∥ xi − x(j)
i ∥2 | x(j)

i ∈ Si). (5)
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Parameter φi is calculated such that the total similarity of point xi to its k-nearest neighbors
is normalized. According to a binary search, φi satisfies

k

∑
j=1

exp(−
∥ xi − xj ∥2 −ρi

φi
) = log2 k, (6)

where k represents the number of neighbors of xi as determined by the user, with a default
setting of k = 15. Noted that UMAP has a similar search for its scale using entropy
as perplexity. These searches ensure that the neighborhoods of different points exhibit
consistent behavior, with smaller scales assigned to points in dense regions and larger
scales assigned to points in sparse regions of the dataset. Thus, UMAP assumes a uniform
distribution of data points on an underlying low-dimensional manifold.

Equation (4) represents a one-directional probability measure. To achieve symmetry
in the measure with respect to i and j,

pij = pj|i + pi|j − pj|i pi|j. (7)

where pi|j is the probability that point xi has a neighbor point xj. pij is a symmetric
probability between points xi and xj in the input space.

3.2.2. Low-Dimensional Embedding Space

Let the points in an n× d dataset X be embedded into another n× l set Y = {y1, y2, . . . , yn}
in a low-dimensional space Rn×l, where l (< d) is the dimensionality of the embedding space,
and yi is the embedding of the corresponding point xi ∈ X.

The probability of yi being adjacent to yj in the embedding space with i ̸= j is
calculated with their similarity, i.e.,

qij = (1 + a ∥ yi − yj ∥2b
2 )−1, (8)

which exhibits symmetry with respect to both i and j. The parameters a > 0 and b > 0 are
set to fit a function:

Φ(x, y) =

{
1 if ∥ x− y ∥2≤ mindist
exp(− ∥ x− y ∥2 −mindist) Otherwise.

(9)

where mindist represents the desired separation between closely located points within the
embedding space. Data points that are close in high-dimensional space are mapped to a
range smaller than mindist in low-dimensional space. This ensures a higher value of pi,j
and a higher value of qi,j, and vice versa. For our study, the value of mindist was set to 0.1.

3.2.3. Optimization

The objective of UMAP is to ensure similarity between a low-dimensional embedding
space and its corresponding high-dimensional input space. Therefore, Equations (7) and (8)
are treated as probability distributions, with the aim of minimizing the discrepancy between
their distributions. This discrepancy represents the difference in graph similarity, which is
quantified using fuzzy cross-entropy:

c1 =
n

∑
i=1

n

∑
j=1,j ̸=i

(pij log(
pij

qij
) + (1− pij) log(

1− pij

1− qij
)), (10)

where the first term on the RHS in Equation (10) is the attractive force that attracts the
embedding of neighboring points toward each other. This term only appears when pij ̸= 0,
implying that xi and xj are neighbors. The second term in Equation (10) is the repulsive
force that repulses the embedding of non-neighbor points away from each other. Thus,
the optimization objective is ensuring that the points that are close in high-dimensional
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space are closer in low-dimensional space; otherwise, they are far away from each other.
Stochastic gradient descent (SGD) is used for iterative optimizations, where the embedding
y is updated by gradients g, with a learning rate of η [22].

3.3. Progressive UMAP

The original UMAP algorithm lacks support for embedding out-of-sample data and
only allows fixed sets of data points, making it unsuitable for the gradual addition of
new data points. Based on UMAP, progressive UMAP [23] enables the embedding of
out-of-sample data and can be effectively utilized for dynamic (stream) data analysis.

Progressive UMAP employs a two-stage approach for initializing the positions of
newly inserted points. In the first stage, it executes the algorithm with a large value of
ops (e.g., ops = 15,000), utilizing the same spectral embedding technique as UMAP. Since it
starts with a relatively small number of points, this step requires considerably less time
compared to the original UMAP’s spectral embedding process. Subsequently, in the second
stage, it reduces the value of ops (e.g., ops = 1000) not to prioritize appending new points
but rather to obtain an optimized projection output swiftly. From the second batch onward,
each newly inserted point’s initial projected position is set equal to its closest neighbor’s
position perturbed by slight Gaussian random noise to prevent collisions.

Analogously, the layout optimization process consists of two stages. Given its impact
on convergence time and final output stability, it is crucial to accurately position the initial
batch of points in order to achieve unambiguous cluster separation. To accomplish this,
(1) it executes a higher number of iterations (e.g., r = 50) during the first stage to allow
each cluster to settle into its optimal position. Subsequently, (2) it reduces the number of
iterations (e.g., r = 5) in order to expedite the attainment of the projection result. Users
can adjust the iteration numbers for each stage considering the data utility and runtime
requirements. In addition, if the data size is sufficiently small, users can opt for equal
iteration numbers across both stages.

3.4. The Shapley Value

Consider an n×m dataset X(n, m) with n records and m attributes; each attribute’s
data are X(n, x(k)) (1 ≤ k ≤ m). We assume a utility function U (S) that evaluates the
utility of a coalition S with S ⊆

{
X(n, x(1)), . . . , X(n, x(m))

}
. The Shapley value is used

to measure the marginal utility improvement contributed by X(n, x(k)) averaged over all
possible coalitions S [40].

Given a dataset X(n, m), the Shapley value SVk of X(n, x(k)) (1 ≤ k ≤ m) is calculated
as follows:

SVk =
1
m ∑
S⊆{X(n,m)}|X(n,x(k))/∈S

U
(
S ∪

{
X(n, x(k))

})
−U (S)(

m− 1
|S|

) , (11)

where U
(
S ∪

{
X(n, x(k))

})
represents the data utility when the data contain X(n, x(k)).

The Shapley value can be employed to assess data utility by allocating the privacy bud-
get [41]. Here, U (·) denotes the data utility function, which corresponds to the classification
success rate, defined as the ratio of correctly classified samples to the total number of
samples in a given dataset.

3.5. Problem Definition

This method is based on an edge computing network denoted as G = (C, V, E), where
C represents the cloud node, V denotes the set of edge nodes, and E represents the set of
connections between nodes. Each edge node (Vi ∈ V) functions as a base station and is
accompanied by a corresponding edge server. The base station and its associated edge
server are connected via high-speed optical cables, ensuring negligible communication
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delays. Moreover, each base station provides wireless connectivity to user equipment (UE)
that chooses to participate in data aggregation. Let UEj denote the UE and Dj represent the
data stored on that equipment, where j is an integer ranging from 1 to nu (the total number
of UE). The size of Dj is denoted as |Dj|.

Users within the coverage of the base station can upload their equipment data Dj
from UE UEj to the corresponding edge server, where UEj ∈ St

i (St
i represents the set of

UE selected by the i-th base station at time t to upload data). Each edge server aggregates
user data into dataset Zi, which is then uploaded to the cloud server for collection and
integration in preparation for subsequent data analysis. Assume that the user data consist
of an original dataset X(nj, d) with dimensions represented by nj× d, where each sample in
equipment data Dj corresponds to a dimension attribute, and there are time stamps ranging
from t = 0 to t = T. Firstly, the dynamic data are divided into initial time windows denoted
as wt (1 < t < T), with the unit window size defined as |w|. Secondly, the prediction of
the data volume in the time window is utilized to change the window size dynamically
for each UE’s data uploading, which determines St

i . Thirdly, dimensionality reduction is
applied to each window’s dataset, resulting in a transformed dataset denoted as Y(nj, l),
where l < d, and UEj ∈ St

i . Finally, while ensuring individual privacy requirements are
met, DP noise perturbation is introduced after dimensionality reduction for each window’s
data. However, it should be noted that both dimensionality reduction and DP noise
perturbation may lead to reduced utility when aggregating dynamic high-dimensional
data in edge computing scenarios. Moreover, reusing a dimensionality reduction model for
each window could impact efficiency. Therefore, effectively allocating the privacy budget
to minimize utility loss in the transformed dataset Y(nk, l) after dimensionality reduction
is an urgent problem requiring resolution.

4. Edge-Based Differential Privacy Data Aggregation Method

In this section, we present the proposed EDP-PUDL method, an edge-based differential
privacy data aggregation approach that utilizes LSTM and progressive UMAP with DP
for aggregating dynamic high-dimensional data. We commence with an overview of
the proposed method, followed by a detailed explanation and ultimately an analysis of
its privacy.

4.1. Overview of the Proposed Method EDP-PUDL

In our proposed EDP-PUDL method, the dynamic data in each UE are segmented using
a dynamic time window approach based on LSTM, and the window’s data’s dimensions
are reduced through progressive UMAP. For privacy budget allocation, two aspects are
primarily considered: one is allocating the privacy budget based on the amount of data in
the equipment covered by each base station to ensure the availability of aggregated data;
the other is calculating the Shapley value of specific equipment’s attribute data within the
window for privacy budget allocation to minimize the loss of data utility.

4.2. EDP-PUDL

The main process of the EDP-PUDL method presented in this paper is outlined in
Figure 2 and Algorithm 1. Firstly, various UE in an IoT system generate their actual
dynamic high-dimensional data. Secondly, a dynamic time window method based on
LSTM was designed to select UE to collect data at each time stamp. Thirdly, progressive
UMAP is utilized to reduce data dimension and present a privacy budget allocation method
to perturb the data using DP noise. Lastly, DP-perturbed dynamic low-dimensional data
are uploaded to edge servers and aggregated in a cloud server.
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Figure 2. The EDP-PUDL process.

Algorithm 1 Edge-based differential privacy data aggregation method.

Input: Edge computing network G = (C, V, E), given finite time range T, initial window
size |w|, and local dataset Dj in each UE UEj.

Output: Privatized aggregated dataset Z.

1: Initialize dataset Dj in each UE when t = 0;
2: t← 1;
3: while t ≤ T do
4: while UEj ∈ UE(i, t) (in parallel) do
5: if |Dj| ̸= 0 then
6: Apply dynamic time window based on LSTM to calculate St

i and perform di-
mension reduction: Yt(nj, l)← Xt(nj, d), by Algorithm 2;

7: Calculate privacy budget ϵt
j(k) using Algorithm 3;

8: Add Laplacian noise: Y′t(nj, k)← Yt(nj, k) + Lapj(∆ f /ϵt
j(k));

9: Merge data: Y′t(nj, l)← ∑l
k=1 Y′t(nj, k);

10: Upload Y′t(nj, l) to the edge server;
11: Process all Y′t(nj, l) and aggregate them in the edge server to obtain Zt

i ;
12: Upload data Zt

i in each edge server to the cloud server;
13: Process all Zt

i and aggregate them in cloud server to obtain Zt;
14: end if
15: end while
16: t← t + 1;
17: end while
18: Z ← ∑T

t=1 Zt;
19: return Z.

In Algorithm 1, the initialization stage (step 1) involves the original high-dimensional
dataset without any privacy processing. Step 2 indicates the next time stamp. Steps 3 to
17 represent the edge server aggregation phase, where the secure collection of dynamic
high-dimensional datasets from equipment covered by base stations takes place. Steps 4
to 15 demonstrate that UE with a time window covered by a base station synchronously
upload their datasets, which are securely collected by an edge server. The datasets are not
collected if no data are generated within an equipment’s time window coverage. Steps 5
to 14 describe the secure aggregation process of user data by the edge server when there
is a need to upload data from the user’s equipment. Here, step 6 applies the dynamic
time window method based on LSTM to obtain the UE selection set St

i . Xt(nj, d) in step
6 represents the dataset before dimensionality reduction of user j’s equipment’s data in
window wt, and Yt(nj, d) represents the dataset after dimensionality reduction. Step 7
involves the privacy budget allocation of adding noise to the data. For the dimensionally
reduced data, their privacy budget allocation is calculated based on the Shapley value
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of their attribute, enabling DP noise addition for different attributes. Step 8 introduces
Y′t(nj, k) as the noisy version of attribute k’s data in window wt for equipment j, while
Yt(nj, k) refers to its original non-noisy counterpart. Additionally, Laplacian noise is
denoted as Lapj(∆ f /ϵt

j(k)) to perturb Yt(nj, k). Step 9 merges all attribute data within
equipment j into a combined dataset represented by Y′t(nj, l). In Step 11, the i-th edge
server processes Y′t(nj, l) via cleaning and transforming, then aggregates the data within
window wt, resulting in aggregate data denoted as Zt

i . In step 13, the cloud server collects
and merges aggregated datasets from all edge servers, forming a merged dataset Zt.

4.2.1. Progressive UMAP with Dynamic Time Window Based on LSTM

The proposed approach for dynamic data dimensionality reduction is progressive
UMAP with dynamic time windows based on LSTM, as illustrated in Algorithm 2. Step 2
sets the first upload time stamp t1. Steps 3 to 8 show that the method is performed in
the first time window. The progressive UMAP dimension reduction parameters (ops) and
iteration times (r) are set in steps 4 and 5; by applying the progressive UMAP method [23],
the dimension of UE data in this window is reduced from d to l in step 6. It utilizes LSTM
for the dynamic time window to update window size in step 7. Steps 9 to 16 represent
that the method is performed in subsequent windows. Firstly, new dimension reduction
parameters (ops) and iteration times (r) are set, which are significantly smaller than those
used in the first window. Then, it updates the window size for UEj by using the previous
predicted value of the data volume and calculates the UE selection set St

i of each edge
server at time stamp t in step 12. Progressive UMAP is utilized to reduce data dimensions
in step 13. Lastly, it utilizes LSTM for the dynamic time window based on LSTM to update
window size in step 14.

Algorithm 2 Progressive UMAP with dynamic time windows based on LSTM.

Input: The local dataset Dj in each UE UEj, and the high-dimensional dataset Xt(nj, d)
before the UE data are reduced in window wj,t.

Output: Low-dimensional dataset Yt(nj, l) of UE data after dimensionality reduction in
window wj,t, l < d.

1: Initially divide time window wj,t according to the initial window size |wj,1|;
2: t1 ← |wj,1|;
3: if t = t1 then
4: Set parameter ops← ops1;
5: Set the number of iterations r ← r1;
6: Progressive UMAP dimension reduction: Yt(nj, l)← Xt(nj, d);
7: Utilize the dynamic time window based on LSTM to update window size |wj,t+1|;
8: end if
9: if t ̸= t1 then

10: Set parameter ops← ops2, where ops2 << ops1;
11: Set the number of iterations r ← r2, where r2 << r1;
12: Calculate the UE selection set St

i using updated window size |wj,t|;
13: Progressive UMAP dimension reduction: Yt(nj, l)← Xt(nj, d);
14: Utilize the dynamic time window based on LSTM to update window size |wj,t+1|;
15: end if
16: return Yt(nj, l).

(1) Stacked LSTM model
The LSTM network is utilized for data prediction. The logical architecture diagram

of the LSTM cell is shown in Figure 3 (left part). Owing to the presence of the forgetting
gate in the LSTM unit, the network can rapidly assimilate novel features from data, dynam-
ically update its parameters, and ensure high precision when predicting streaming data.
Employing stacked hidden layers further enhances model depth, leading to more accurate
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outputs. We employ an LSTM model with stacked layers for the sequential processing of
window batches, maintaining the same architectural design as in our previous work [26],
as shown in Figure 3 (right part).
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Figure 3. The structures of LSTM cell and stacked LSTM model.

The stacked LSTM architecture can be defined as an LSTM model comprising multiple
layers, where the upper LSTM layer generates a sequence of outputs instead of a single-
value output to be passed on to the lower LSTM layer. The output of the hidden layer is
not only propagated forward through time but also utilized as one of the inputs for the
subsequent hidden LSTM layer. Specifically, at each time stamp t, in the l-th layer, the
hidden state hl

t is updated via the fusion of data st, input gate il
t, forget gate f l

t , output
gate ol

t, memory cell cl
t, and the hidden state in the previous time stamp hl

t−1. The updated
equations are as follows:

il
t = σ

(
W l

i ·
[

hl
t−1, st

]
+ bl

i

)
, (12)

f l
t = σ

(
W l

f ·
[

hl
t−1, st

]
+ bl

f

)
, (13)

ol
t = σ

(
W l

o ·
[

hl
t−1, st

]
+ bl

o

)
, (14)

cl
t = f l

t ∗ cl
t−1 + il

t ∗ tanh
(

W l
c ·

[
hl

t−1, st

]
+ bl

c

)
, (15)

hl
t = ol

t ∗ tanh
(

cl
t

)
, (16)

where W l
i , W l

f , W l
o, and W l

c are weight matrices; bl
i , bl

f , bl
o, and bl

c are bias vectors; σ is
a sigmoid activation function; tanh is a hyperbolic tangent function; and ∗ means the
elementwise product.

The stacked LSTM is employed to predict the data volume of each time window,
thereby facilitating the adjustment of the window size.
(2) Dynamic time window based on LSTM

For each UE, the data volume of each time window is predicted by utilizing the stacked
LSTM model to train the data in previous windows. Then, it updates the window size
based on the predicted value. The time window size is updated as follows:

lj,t = λ ·
s′j,t − sj

sj
· |wj|, (17)

Lj,t =

 |wj| |
s′j,t−sj

sj
| > θ

|wj|+ lj,t |
s′j,t−sj

si
| ≤ θ,

(18)

where Lj,t is the updated window size for UEj at time t, |wj| is the fixed part of the window
(i.e., the initial window size) for UEj, lj,t is the variable part of the window of UEj at time t,
sj is the average statistic value of the data volume in UEj, and s′j,t is the predicted value of
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the data volume in UEj at time t. λ is the smoothing factor that prevents lj,t from being too
large or too small, which makes lj,t a positive integer, and θ is the comparison parameter.
(3) UE selection for dimensionality reduction

A smaller data volume poses a higher risk of privacy leakage. Therefore, the time
window sizes of UE are updated dynamically so that not all UE may be selected in the
same time stamp.

Firstly, UE is selected at each time stamp when the windows arrive, and the UE
selection set St

i is obtained. Secondly, on the data in each window wj,t, progressive UMAP
with DP is performed to reduce dimensions while preserving privacy, Y′t(nj, l)← Xt(nj, d).
Thirdly, by using the private low-dimensional data of each window, a dynamic time
window based on LSTM is applied to update the next window size wj,t+1. Repeat the above
steps until time T.

All UE covered in access point i (UE(i, t)) participates in the UE selection. The UE
selection set St

i is determined by the updated window size of the UE. When windows arrive
at time t, |wj,t| = Lj,t and UEj are selected and added to set St

i . As an example, in Figure 4,
the time window sizes of three UE (UE1,UE2, UE3) are updated. UE2 is selected to upload
data without UE1 and UE3 when t = 5, due to UE1 and UE3 not having enough data at
that time. UE1 and UE2 are selected without UE3 when t = 9, due to UE3 not having
enough data at that time.

UE1

UE2

UE3

Time stampst=1     2  3 4     5     6      7     8     9     10   11   12   

UE Selection
UE1

UE2

UE3

UE2 UE1

UE3

UE1

UE2

UE1

UE2

UE3

Figure 4. An example of UE selection.

4.2.2. Privacy Budget Allocation in Edge-Based Data Aggregation

Algorithm 3 presents the allocation of the privacy budget, which involves two main
steps: firstly, the privacy budget ϵt

j is computed for the reduced dataset in window wt,
which needs to be assigned to UE j; secondly, the privacy budget ϵt

j(k) is determined and
allocated to each attribute’s data.
(1) Privacy budget allocation for UE

The privacy budget allocated to the UE in edge computing is represented by ϵt
j . The

calculation of ϵt
j is as follows:

ϵt
j = α · eωt

j , (19)

where α serves as the regulatory factor. If a customized total privacy budget value is set,
the size can be adjusted accordingly to ensure that data privacy is not compromised by
exceeding the total privacy budget. The assigned weight value ωt

j can be computed using
the following formula:

ωt
j = 1−

|D′j(t)|

∑
|St

i |
j=1 |D′j(t)|

, (20)
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where |D′j(t)| is the amount of data of the j-th UE after dimensionality reduction in win-
dow wt.

Algorithm 3 Privacy budget allocation in edge-based data aggregation.

Input: Low-dimensional dataset Yt(nj, l) that of data Dj after dimensionality reduction in
window wt.

Output: The privacy budget ϵt
j(k) is allocated to each attribute’s data of Yt(nj, l).

1: Calculate the amount of data |D′j(t)| on UE UEj in window wt after dimensionality
reduction;

2: Calculate budget allocation weight ωt
j based on data |D′j(t)| using Equation (20);

3: Calculate the privacy budget ϵt
j based on ωt

j using Equation (19);
4: Calculate the Shapley value SVt

j (k) for the k-th attribute’s data in Yt(nj, l) using Equation (11);

5: Calculate preliminary privacy budget ϵo,t
j (k) for each attribute based on SVt

j (k) using
Equation (22);

6: if ϵo,t
j (k) ≥ ϵt

j then
7: ϵt

j(k)← ϵt
j ;

8: else if ϵo,t
j (k) < ϵt

j then

9: ϵt
j(k)← ϵo,t

j (k);
10: end if
11: return ϵt

j(k).

According to Equations (19) and (20), the allocation of the privacy budget for a dataset
is determined by its size. This is because larger datasets require more noise interfer-
ence to ensure data privacy (more noise implies a reduced privacy budget). Conversely,
smaller datasets cannot tolerate excessive noise that may render the data unusable. There-
fore, allocating privacy budgets based on data volume ensures both overall data privacy
and availability.
(2) Privacy budget allocation for attributes

After dimensionality reduction, various attributes’ data still have different utility in
the dataset. To further reduce the loss of data utility, the Shapley value is calculated to
evaluate the utility of each attribute’s data to allocate the privacy budget. According to
Equation (11), the Shapley value SVt

j (k) of the k-th (1 ≤ k ≤ l) attribute of UEj in window
wt is calculated as follows,

SVt
j (k) =

1
l ∑
S⊆{Yt(nj ,l)}|Yt(nj ,x(k))/∈S

U
(
S ∪

{
Yt(nj, x(k))

})
−U (S)(

l − 1
|S|

) , (21)

where U (S) is a utility function that evaluates the utility of a coalition S with S ⊆{
Yt(nj, x(1)), . . . , Yt(nj, x(l))

}
. U

(
S ∪

{
Yt(nj, x(k))

})
represents the data utility when the

data contain Yt(nj, x(k)). Here, U (·) denotes the data utility function, which corresponds to
the classification success rate.

Based on the Shapley value, the initial privacy budget is determined and allocated
to each attribute’s data as ϵo,t

j (k). Subsequently, the final privacy budget is calculated and
assigned to each attribute’s data as ϵt

j(k) using the following equations:

ϵo,t
j (k) = β · eSVt

j (k), (22)

ϵt
j(k) = min(ϵo,t

j (k), ϵt
j), (23)
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where β is the regulatory factor, acting the same as α.
According to Theorem 2, ϵt

j = max ϵt
j(k), so ϵt

j(k) ≤ ϵt
j . If ϵo,t

j (k) ≥ ϵt
j , which is

calculated using Equation (22), ϵt
j(k) = ϵt

j .
To ensure data privacy and enhance data availability, Laplacian noise, denoted as

Lapj(∆ f /ϵt
j(k)), is perturbed for each attribute in the dataset by allocating a privacy bud-

get ϵt
j(k). The allocation of the privacy budget ϵt

j(k) depends on the Shapley value of an
attribute. The attribute data with a higher Shapley value are allocated a larger privacy bud-
get. In other words, attributes data with higher utility experience less noise perturbation,
thereby reducing the loss of data availability.
(3) A calculation example of privacy budget allocation

The calculation of a privacy budget is exemplified in Table 2. It considers two UE,
UE1, and UE2, within a given window wt. After dimensionality reduction, the datasets in
UE1 and UE2 are denoted as D′1(t) and D′2(t). Both datasets have the same three attributes
(l = 3, k = 1, 2, 3) but differ in sample sizes (n1 ̸= n2), resulting in unequal cardinalities
(|D′1(t)| ̸= |D′2(t)|). Assuming that |D′1(t)| = 10 and |D′2(t)| = 20, the various attributes of
Shapley values are 0.9, 0.6, 0.3, 0.3, 0.3, and 0.9. Since there is no predefined total budget
available by default for this scenario, we set α = β = 1 as the default value.

Table 2. An example of privacy budget allocation for data aggregation.

UEj |D′
j(t)| ωt

j ϵt
j k SV t

j (k) ϵt
j(k)

UE1 10 0.66 1.93
1 0.9 1.93
2 0.6 1.82
3 0.3 1.35

UE2 20 0.33 1.39
1 0.3 1.35
2 0.3 1.35
3 0.9 1.39

By examining the example in Table 2, it is evident that after reducing the dimensions
of data D′j(t), UE UEj in window wt has a smaller amount of data, with |D′1(t)| = 10,
compared to equipment UE2, which has a larger amount of data, with |D′2(t)| = 20.
Consequently, the privacy budget ϵt

1 = 1.93 allocated for equipment UE1 is higher than the
ϵt

2 = 1.39 assigned to equipment UE2. This implies that a smaller amount of data |D′j(t)|
receives a greater privacy budget ϵt

j , resulting in less noise disturbance. Such an allocation
ensures that larger datasets are not vulnerable to privacy breaches due to insufficient
preservation while smaller datasets do not suffer from the poor availability caused by
excessive preservation measures. Considering that different attributes within the dataset
contribute differently to utility, attribute utility is assessed using Shapley value calculations
for allocating privacy budgets. As observed in the table, SVt

1(1) < SVt
1(2) < SVt

1(3)
and, consequently, ϵt

1(1) < ϵt
1(2) < ϵt

1(3). This indicates that attributes with higher
utility receive a larger privacy budget (resulting in less noise), thereby ensuring the high
availability of the data. To guarantee data privacy, the threshold for each attribute’s privacy
budget should not exceed the overall dataset’s privacy budget (ϵt

j(k) ≤ ϵt
j).

4.3. Privacy Analysis

This part proves that the proposed EDP-PUDL method satisfies DP through the
following theorems.

Theorem 4. The proposed EDP-PUDL method satisfies ϵ-DP and adds Laplacian noise to the
user data after dimensionality reduction for data aggregation when UE data are uploaded to an
edge server.

Proof of Theorem 4. After the dimensionality reduction of the data, Laplacian noise is
added to the data Ynj ,k for each attribute on the low-dimensional dataset Ynj ,l according to
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the Shapley value SVj(k). According to Definition 3, the sensitivity is max
1≤a≤nj

√
∑l

k=1 Y2
a,k,

where a is a sample variable; the computation is as follows:

∥ f (Dj)− f (D1
j ) ∥2 =∥ M ·Ynj ,l −M1 ·Ynj ,l ∥2

=∥ (M−M1) ·Yn,l ∥2

≤ max
1≤a≤nj

√√√√ l

∑
k=1

Y2
a,k

= ∆ f .

where D′j is Dj’s neighbor datasets, M and M′ is two input matrix, both differ one element
mu,v, corresponding to the user u, v.

The privacy budget allocated to each attribute data of UEj in the dataset in window

wt is ϵt
j(k) = β ·min(ϵt

j , eSVt
j (k)). According to Definition 2, each attribute satisfies ϵj(k)-DP.

Based on Theorem 2, the privacy budget ϵt
i = max(ϵt

j) should be allocated to all UEs
covered by each base station in each time window after dimensionally reduced data. The
privacy budget for the cloud aggregate dataset that needs to be allocated to each time
window is ϵt = max(ϵt

i ). Furthermore, according to Theorem 3, the total privacy budget
is calculated as ϵ = ∑T

t=1 ϵt. As it holds that ϵt
j(k) ≤ ϵt

j ≤ ϵt
i ≤ ϵt ≤ ϵ, finally, EDP-PUDL

satisfies ϵ-DP.

5. Experimental Analysis

The performance of the proposed method EDP-PUDL was evaluated against that of
several representative methods through a comprehensive set of experiments conducted on
multiple public datasets. Firstly, we introduce the experimental environment setup and
performance evaluation metrics. Secondly, we present and analyze the experimental results
under different parameter settings.

5.1. Experimental Step

All methods were implemented in Python 3.7 on a machine with AMD Ryzen 7 6800H
CPU 3.20 GHz, NVIDIA GeForce RTX 3060 GPU, 16GB RAM, and Windows 11. Open
datasets were selected for experimental datasets: Adult (https://archive.ics.uci.edu/ml/
datasets/adult/, accessed on 10 January 2024), ACS (https://usa.ipums.org/usa/, ac-
cessed on 10 January 2024), TPC-E (http://www.tpc.org/, accessed on 10 January 2024),
and NLTCS (https://www.icpsr.umich.edu/web/NACDA/studies/9681/, accessed on
10 January 2024). The Adult dataset contains 45,222 entries of personal information from
the U.S. census, the ACS dataset contains 47,461 items of personal information from IPUM-
SUSA’s ACS sample set, the TPC-E dataset contains the records of 40,000 transactions from
an online processing program, and the NLTCS dataset contains the records of 21,574 in-
dividuals who participated in the National Long-term Care Survey. The statistics of the
datasets are summarized in Table 3.

Table 3. Datasets’ characteristics.

Dataset Cardinality Dimensions

Adult 45,222 15
ACS 47,461 23

TPC-E 40,000 55
NLTCS 21,574 16

We set up five edge nodes, each covering 5 to 10 pieces of UE, and we randomly
selected equipment to upload data. To mitigate the risk of privacy breaches while ensuring

https://archive.ics.uci.edu/ml/datasets/adult/
https://archive.ics.uci.edu/ml/datasets/adult/
https://usa.ipums.org/usa/
http://www.tpc.org/
https://www.icpsr.umich.edu/web/NACDA/studies/9681/
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data availability, we enforced a minimum variance threshold of 10% between the privacy-
processed data and the original data, alongside maintaining a misclassification rate below
0.5 in all cases. Thus, the privacy budget ϵ ranged from 0.1 to 1.6, and the initial window
size ranged from 50 to 100. The value of k was set to 3 by default, ops1 = 15,000, ops2 = 1000
in progressive UMAP, and the number of iterations r1 = 100 and r2 = 10. The value in the
experiment diagram is the average value of 50 repetitions for each experiment.

5.2. Evaluation Metrics

To evaluate the privacy preservation effect of the algorithm and to measure the data
availability, we used the variance in the statistics of the data in their windows (σ2), the
cumulative value of the average L2 -Error ([16]) for all time windows at time T (TL2Error),
the cumulative value of the average variable distance [16] for all time windows at time T
(TAVD), and the SVM misclassification rate. The variance in the data statistics was used to
measure the balance of the data between windows as follows,

σ2 =
∑N

j=1(sj − s)2

N
(24)

where sj is the data statistics in each window, and s is the average value of the data statistics.
The data availability was evaluated using TL2Error for the binary datasets (i.e., ACS

and NLTCS) and TAVD for the nonbinary datasets (i.e., Adult and TPC-E). TL2Error and
TAVD were calculated as follows:

TL2Error =
T

∑
t=1

L2Error(t) (25)

where L2Error(t) refers to the L2-Error of the data in time window wt.

TAVD =
T

∑
t=1

avdt (26)

where avdt refers to the average variable distance of the data in time window wt.
In addition, the classification results were evaluated using an SVM classifier, and clas-

sification performance was measured using the misclassification rate (the second attribute
of each dataset was set to the classification attribute), which reflected the data availability.

5.3. Evaluation Results

In this subsection, the results and an analysis of the comparison experiments with
existing algorithms are given, and the performance of the proposed method is analyzed
in detail. Firstly, we experimentally compared the three models for dividing data streams
using the variances in the dynamic time window based on LSTM (DTW-LSTM), fixed time
window (FTW), and dynamic time window based on data speed (DTW-speed) [42]. Then,
we employed representative dimensionality reduction methods based on the dynamic
time window of LSTM. We employed linear dimensionality reduction techniques, namely,
principal component analysis (PCA) [43] and random projection, and a nonlinear dimen-
sionality reduction technique, t-distributed stochastic neighbor embedding (t-SNE) [44], to
reduce the dimensionality of the data, and we added DP noise to each window’s data after
dimensionality reduction, i.e., PCA-DP, DPPro [16], and tSNE-DP. In addition, DP noise
was added to attribute data on average after progressive UMAP as another comparison
method, i.e., PU-AveDP.

5.4. Variance

The DTW-LSTM model was compared with the FTW and DTW-speed models on the
Adult dataset. In the FTW model, the window size remains constant and equal to the initial
window size, while in the DTW-speed model, the current window size dynamically adjusts
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based on data speed calculated from the previous windows. We incrementally increased
the window size from 50 to 100 in steps of 10 for all three methods.

As depicted in Figure 5, our proposed DTW-LSTM model consistently achieved
significantly lower variance across all cases than both the FTW and DTW-speed models,
outperforming them by 48.8% and 23.7%, respectively, on average. Moreover, as the
initial window size increased, DTW-LSTM demonstrated superior performance in terms of
variance compared to both the FTW and DTW-speed models due to its ability to leverage
larger amounts of historical data to improve prediction accuracy using LSTM.
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Figure 5. Variance in Adult dataset.

5.5. TAVD and TL2Error

This subsection compares the TAVD and TL2Error of the PCA-DP, tSNE-DP, and
EDP-PUDL methods over time T on different datasets. The number of attributes after
dimension reduction was set to 3, the privacy budget ϵ was set to range from 0.1 to 1.6, and
the initial window size was 50 to 100.

First, TAVD and TL2Error on the Adult, TPC-E, ACS, and NLTCS datasets were
compared by changing the total privacy budget ϵ (the initial window size |w| = 70) for
PCA-DP, tSNE-DP, and EDP-PUDL. As shown in Figure 6, EDP-PUDL had a lower TAVD
for all privacy budgets ϵ compared with the other methods on the Adult and TPC-E datasets.
On the Adult dataset, EDP-PUDL outperformed the other methods by 20.6% and 10.5% on
average. As shown in Figure 7, EDP-PUDL outperformed the other methods for all privacy
budgets ϵ on the ACS and NLTCS datasets. On the ACS dataset, EDP-PUDL outperformed
other methods by 42.9% and 20.7% on average. Compared with PCA-DP, tSNE-DP, and
DPPro, EDP-PUDL had smaller errors and higher data availability.
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Figure 6. TAVD with various privacy budgets on the Adult and TPC-E datasets.
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Figure 7. TL2Error with various privacy budgets on the ACS and NLTCS datasets.

Secondly, the comparison of TAVD and TL2Error was conducted on the Adult, TPC-E,
ACS, and NLTCS datasets by varying the initial window size (with a total privacy budget
ϵ = 7) for PCA-DP, tSNE-DP, and EDP-PUDL. As depicted in Figure 8, EDP-PUDL exhibits
lower TAVD values across all initial window sizes |w| than the other methods on the Adult
and TPC-E datasets. Specifically, on the Adult dataset, EDP-PUDL outperformed the other
methods, with an average improvement of 18.2% and 9.4%. Furthermore, as shown in
Figure 9, EDP-PUDL demonstrates lower values of TL2Error for all initial window sizes |w|
compared to the other three methods on the ACS and NLTCS datasets. On the ACS dataset,
EDP-PUDL surpassed the other methods by 39.8% and 27.2%. These results indicate that
when it comes to dataset reduction and noise processing tasks, EDP-PUDL yields less error
and higher data availability than PCA-DP and tSNE-DP.
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Figure 8. TAVD with various initial window sizes on the Adult and TPC-E datasets.
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Figure 9. TL2Error with various initial window sizes on the ACS and NLTCS datasets.

According to Theorem 1, it can be observed that as the privacy budget increases, each
method introduces a smaller amount of noise. Simultaneously, the L2-Error, average varia-
tion distance, and SVM misclassification rates decrease until the noise becomes negligible
and does not significantly impact the data.

5.6. Misclassification Rates

Firstly, the misclassification rates of PCA-DP, tSNE-DP, DPPro, PU-AveDP, and EDP-
PUDL were compared on the Adult and TPC-E datasets by varying the size of the privacy
budget. As shown in Figure 10, for all values of the privacy budget ϵ, EDP-PUDL exhibited
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a lower classification rate than the other four methods on both the Adult and TPC-E datasets.
Specifically for the Adult dataset, EDP-PUDL outperformed the other four comparison
algorithms by average margins of 18.3%, 13.5%, 15.5%, and 11.5%. Moreover, in contrast to
the PCA-DP, tSNE-DP, DPPro, and PU-AveDP aggregated datasets, EDP-PUDL lost less
data utility while maintaining higher data availability.
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Figure 10. SVM misclassification rates on the Adult and TPC-E datasets.

The misclassification rates of PCA-DP, tSNE-DP, DPPro, PU-AveDP, and EDP-PUDL
were compared on the ACS and NLTCS datasets by varying the initial window sizes. As
shown in Figure 11, EDP-PUDL outperformed all other methods, with lower classification
rates across all initial window sizes |w| for both the ACS and NLTCS datasets. Specifically,
on the ACS dataset, EDP-PUDL achieved a significantly lower misclassification rate than
the other four methods, with an average improvement of 22.3%, 8.8%, 15.9%, and 11.8%.
Compared with PCA-DP, tSNE-DP, DPPro, and PU-AveDP, EDP-PUDL lost less data utility
and had higher data availability.
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Figure 11. SVM misclassification rates on the ACS and NLTCS datasets.

5.7. Runtime

This subsection compares the running times of PCA-DP, tSNE-DP, DPPro, PU-AveDP,
and EDP-PUDL on different datasets to evaluate efficiency. Dimensionality reduction was
performed to obtain a target dimension of 3 (l = 3).

The running time of EDP-PUDL was shorter than those of PCA-DP, tSNE-DP, and
DPPro on various datasets, as demonstrated in Table 4. PU-AveDP exhibited a shorter
runtime than EDP-PUDL due to its average privacy budget allocation without considering
the computation of the Shapley value; however, it incurred a higher availability loss for
PU-AveDP.

Table 4. Runtime (s).

Method Adult TPC-E ACS NLTCS

PCA-DP 78.2 102.1 86.5 80.2
tSNE-DP 119.9 145.1 132.5 128.4

DPPro 86.2 118.5 92.2 89.9
PU-AveDP 68.0 98.3 78.3 71.0
EDP-PUDL 69.6 100.9 82.5 75.2
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5.8. Discussions of Results

We first compared the variance with different window-dividing strategies to verify
data privacy. Then, the TAVD, TL2Error, and misclassification rates were employed to
evaluate the data availability of the methods based on the representative linear and nonlin-
ear dimensionality reduction functions. At last, the efficiencies of all compared methods
were assessed based on their runtime. As shown in the experimental results, our proposed
EDP-PUDL outperformed the representative methods in variance, TAVD, TL2Error, and
misclassification rates while exhibiting superior runtime performance.

Our proposed EDP-PUDL employs LSTM to predict the dynamics of data and adap-
tively adjusts the window size, thereby reducing the variance across different windows.
Thus, it mitigates the risk of privacy leakage while utilizing DP. Progressive UMAP is
superior in effectiveness and efficiency of dimensionality reduction for dynamic high-
dimensional data, while the privacy budget allocation method proposed in this paper
effectively mitigates data availability loss. Therefore, EDP-PUDL exhibits superior perfor-
mance in terms of evaluation metrics.

In comparative experiments, we employed four public high-dimensional datasets
containing sensitive personal information. We will apply our proposed method to other
datasets that necessitate privacy preservation, such as facial image data used for face recog-
nition, image data utilized in the detection of key industrial equipment, etc. Additionally,
the efficiency of runtime can be further improved through adaptively adjusting the param-
eters of progressive UMAP by monitoring the data utility of each window, while ensuring
data privacy and data availability.

6. Conclusions and Future Work

In this paper, we proposed an edge-based differential privacy data aggregation method,
EDP-PIDL, for dynamic high-dimensional data aggregation in distributed applications.
EDP-PUDL can be effectively employed to ensure data secure aggregation to provide
analysis services in IoT applications, particularly when low latency is required. For example,
in intelligent medical systems, it is important to securely and efficiently collect patient
data from users for comprehensive analysis to facilitate accurate diagnosis and effective
treatment. It is imperative to address the challenges posed by the privacy leakage and
low efficiency resulting from data dynamics and high dimensionality. Thus, EDP-PUDL
initially divides the data via a model of dynamic time windows based on LSTM and applies
the progressive UMAP method to reduce the dimensionality of each window’s data. To
ensure the preservation of user privacy, DP noise is introduced before the user uploads data
to the edge server. However, the application of DP noise and the dimensionality reduction
technique may lead to a decrease in data availability. In order to mitigate the loss of data
availability, the allocation of the privacy budget is determined based on the dataset size
within each window and the attribute utility of its data. Through privacy analysis and
experimental comparative analysis involving variance, total L2-Error, total average variable
distance, misclassification rate, and runtime with related algorithms on dynamic high-
dimensional datasets, we found that our proposed method exhibits superior performance
in terms of data privacy, data availability, and operational efficiency. It provides an effective
solution for secure data aggregation in distributed applications.

This paper focused on security aggregation services provided to users without con-
sidering users’ personalized privacy requirements for data. However, certain users may
possess individualized privacy preferences regarding the data they upload. Therefore, in
future work, we aim to develop an efficient and secure solution that caters to the diverse
privacy requirements of different users regarding data uploading.
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