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Abstract: To address the challenges of excessive model parameters and low detection accuracy
in printed circuit board (PCB) defect detection, this paper proposes a novel PCB defect detection
model based on the improved RTDETR (Real-Time Detection, Embedding and Tracking) method,
named MFAD-RTDETR. Specifically, the proposed model introduces the designed Detail Feature
Retainer (DFR) into the original RTDETR backbone to capture and retain local details. Subsequently,
based on the Mamba architecture, the Visual State Space (VSS) module is integrated to enhance
global attention while reducing the original quadratic complexity to a linear level. Furthermore, by
exploiting the deformable attention mechanism, which dynamically adjusts reference points, the
model achieves precise localization of target defects and improves the accuracy of the transformer
in complex visual tasks. Meanwhile, a receptive field synthesis mechanism is incorporated to
enrich multi-scale semantic information and reduce parameter complexity. In addition, the scheme
proposes a novel Multi-frequency Aggregation and Diffusion feature composite paradigm (MFAD-
feature composite paradigm), which consists of the Aggregation Diffusion Fusion (ADF) module
and the Refiner Feature Composition (RFC) module. It aims to strengthen features with fine-grained
awareness while preserving a certain level of global attention. Finally, the Wise IoU (WIoU) dynamic
nonmonotonic focusing mechanism is used to reduce competition among high-quality anchor boxes
and mitigate the effects of the harmful gradients from low-quality examples, thereby concentrating
on anchor boxes of average quality to promote the overall performance of the detector. Extensive
experiments are conducted on the PCB defect dataset released by Peking University to validate the
effectiveness of the proposed model. The experimental results show that our approach achieves the
97.0% and 51.0% performance in mean Average Precision (mAP)@0.5 and mAP@0.5:0.95, respectively,
which significantly outperforms the original RTDETR. Moreover, the model reduces the number of
parameters by approximately 18.2% compared to the original RTDETR.

Keywords: feature composite paradigm; fine-grained awareness; receptive field synthesis mechanism;
RTDETR; defect detection

1. Introduction

With the more sophisticated electronic circuits and the increasing market demand for
high-quality computing products, the print circuit board (PCB), as an essential electronic
device, plays a crucial role in the stability of the entire electronic industry’s application.
In the process of PCB manufacturing, circuit defects are one of the key factors leading
to performance degradation. The common defects of PCB mainly include six categories:
missing holes, mouse bites, open circuits, short circuits, spurious signals, and stray cop-
pers. Automatic PCB defect detection refers to the use of computer vision technology to
detect these defects, which is crucial to ensure the quality of PCB products. However, the
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defects present on PCB are typically small and subtle, such as tiny soldering contact issues,
incomplete or missing solder balls, and minute flaws. These issues affect the connectivity
and reliability of the circuit and are difficult to detect by traditional inspection methods
or manual detection approaches. Therefore, it is necessary to explore rapid and accurate
defect detection technologies in PCB production.

Automatic PCB defect detection can be primarily categorized into two groups based
on features: traditional, manual methods and deep learning methods. As industrial defects
often manifest as regions of abrupt pixel changes in images, it enables traditional manual
algorithms like edge detection operators [1] to locate defect areas. Traditional edge detection
operators include Prewitt, Sobel, and Canny. From the perspective of frequency domain
analysis, abrupt defects typically appear as significant high-frequency parts in the spectrum.
Transform-based methods such as Fourier transform [2], Gabor transform [3], and wavelet
transform [4] usually convert the image into the frequency domain for defect detection.
There are some studies, such as the work proposed by Chetverikov et al., that detect abrupt
defects on textile surfaces based on texture orientation. Hou et al. implemented the Gabor
wavelet transform to extract frequency domain information in coordination with support
vector machines [5] and random forests [6] for automatic defect classification. Wu et al.
proposed an algorithm for diagnosing printed circuit solder joint defects based on Back
Propagation (BP) neural networks [7] and genetic algorithms [8]. Before classifying features,
they introduced genetic algorithms to select and remove redundant features to avoid the
overfitting problem of BP neural networks. However, these methods struggle to handle
complex backgrounds or low signal-to-noise ratio defects and have high requirements
for imaging conditions. When detecting small targets in complex backgrounds, these
traditional machine learning approaches will yield a high false detection rate.

In recent years, deep learning networks play a vital role in improving the performance
of PCB defect detection, due to their powerful learning capability and strong feature repre-
sentation ability on relatively large datasets. Generally, the prevalent Convolutional Neural
Network (CNN) architectures exhibit high accuracy and good generalization capability
on defect representation. Concretely, Park et al. addressed the issue of CNN performance
degradation caused by a small training image dataset, named MarsNet [9], which enhances
the resolution of feature maps through improvements in the dilated residual network
(DRN) [10]. Wu utilized the Mask RCNN [11] for effective classification and localization of
solder joint defects, achieving promising results. Ross B. Girshick et al. introduced the Fast
R-CNN [12] with a multitask learning strategy, sharing feature layers during training to pro-
mote model generalization and detection speed. Ding et al. presented TDD-Net [13], which
builds upon Faster RCNN [14] by integrating Res-Net and feature pyramid networks (FPN)
for multi-scale anchor-based detection of small defects on PCBs, demonstrating robustness
and generalization of performance. Hu et al. updated Faster RCNN with GARPN [15] and
ShuffleNetV2 [16] units to improve detection speed and mAP. Li et al. extended the FPN
model through semantic fusion across high and low-level layers and introduced a focal loss
function [17] to further boost detection performance. Although transformer models [18],
proposed by Vaswani et al., show limited performance in end-to-end object detection due
to high computational costs and challenges in achieving high accuracy for small object de-
tection, the parallel execution of the transformer model with ResNet to optimize detection
of small targets has broad applicability, but may introduce huge computational burdens
unsuitable for high-efficiency and real-time industrial applications. YOLO architecture [19]
achieves fast end-to-end object detection with a simple design, yet its detection accuracy
and robustness may decrease in complex backgrounds or dense target scenarios. Notably,
RTDETR [20], proposed by Zhao et al., performs real-time end-to-end detection based on
transformers, effectively handling multi-scale features through internal scale interactions
and cross-scale fusion, showing superior performance compared to equivalently scaled
YOLO detectors. Based on the good performance of RTDETR on diverse object detection,
the main motivation of this work is to explore an efficient yet lightweight deep model based
on improved REDETR.



Electronics 2024, 13, 3557 3 of 19

As can be gleaned from the above review, the deep learning approaches for PCB defect
detection exhibit higher accuracy and better robustness compared to traditional machine
learning methods. However, detecting small defect targets often involves significant shape
variations, irregularities, and diverse manifestations under different conditions, thereby
increasing the complexity of detection algorithms. To improve the precision of detecting
small defects while minimizing model complexity and boosting operational efficiency, we
propose a Multi-Frequency Aggregate Diffusion Feature Flow Composite Paradigm for PCB
defect detection, abbreviated as MFAD-RTDETR. The main contributions are summarized
as follows:

(1) In terms of fine-grained feature representation on complex PCB defects, a novel multi-
frequency aggregation and diffusion feature composite paradigm (MFAD-feature
composite paradigm) is designed to enhance fine-grained features while preserving
global attention, which includes the Aggregation Diffusion Fusion (ADF) module and
the Refiner Feature Composition (RFC) module.

(2) With regard to detail preservation for small defects, a Detail Feature Retainer (DFR) is
developed to better capture and retain local feature details through adaptive point
movement and gating mechanisms.

(3) Regarding efficient feature fusion on PCB defects with various scales, a receptive
field synthesis mechanism is introduced to achieve effective fusion between different
scale features, thereby obtaining rich multi-scale information and reducing parameter
complexity.

Our code for this model is available on: https://github.com/ZouXiaowei-zxw/MFAD
(accessed on 1 March 2024).

2. Methodology

In this section, the detailed framework of RTDETR is depicted firstly to present the
main stages of PCB defect detection. This is followed by an elaboration of the overall
framework of MFAD-RTDETR and seven specific modules updated in the proposed model.

2.1. RTDETR Network

The original RTDETR model is an efficient and powerful single-stage object detection
framework [20]. It introduces a real-time end-to-end object detector that outperforms early
models in terms of real-time performance, accuracy, and stability. It eliminates the need
for post-processing, maintains stable inference speed without latency, and proposes an
IoU-aware query selection algorithm, significantly enhancing model performance and
providing an effective approach for initializing target queries. The core architecture of the
RTDETR comprises three components: the backbone network, the hybrid encoder, and the
transformer decoder equipped with an auxiliary prediction head. The detailed framework
of RTDETR is shown in Figure 1.

(1) As shown in Figure 1, the backbone network is responsible for feature extraction
and primarily comprises ConvBN modules and Basic Block modules. The ConvBN module,
which includes a convolutional layer and a batch normalization layer, extends the network’s
receptive field. The Basic Block module, based on the ResNet architecture, consists of two
convolutional layers and a residual connection, which effectively address the vanishing
gradient problem and enhance the model’s representational power and performance.

(2) The hybrid encoder serves as the network’s feature fusion component, incorpo-
rating an attention-based intra-scale feature interaction (AIFI) module [20], which uses
a single transformer layer to extract rich high-level semantic information and effectively
capture relationships between conceptual entities within the image. The Cross-Scale Fea-
ture Fusion (CCFM) module employs a feature pyramid network (FPN) for feature fusion,
with the fusion module consisting of two 1×1 convolutions and several RepBlocks, thereby
significantly leveraging the integration of features across different scales. Finally, based
on IoU-aware queries, a specific number of image features are selected from the encoder
output sequence as initial target queries for the decoder.

https://github.com/ZouXiaowei-zxw/MFAD
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(3) The decoder is equipped with an auxiliary prediction head, which iteratively
optimizes the target queries to generate bounding boxes and confidence scores.
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2.2. The Proposed MFAD-RTDETR Model

This study aims to construct a lightweight MFAD-RTDETR model, which is shown
in Figure 2. The main structure of MFAD-RTDETR, similar to that of RTDETR, also
contains three main components: the backbone network, the hybrid encoder, and the
decoder. As traditional feature extraction methods are insufficient in handling complex
tasks of detecting small defects on PCBs, the proposed MFAD-RTDETR not only effectively
improves attention to details but also minimizes network parameters. Briefly, compared
with RTDETR, the main improvements of MFAD-RTDETR are the following seven aspects.

(1) The scheme first proposes a DFR module that employs an adaptive point move-
ment mechanism [21] and a gating mechanism [22] to better capture and retain local
feature details.

(2) Subsequently, the introduction of the VSS [23], centered on the Mamba architecture
and the Cross-Scan Module (CSM), not only strengthens global attention but also reduces
the original quadratic complexity to a linear level.

(3) The multi-frequency fusion module mainly comprises the FDASI and SSFF mod-
ules, which facilitate more effective feature extraction and multi-frequency fusion.

(4) Moreover, a deformable attention (DAttention) mechanism [24] is introduced to
dynamically adjust the offsets of reference points, thereby achieving precise localization of
defect regions. It significantly enhances the efficiency and accuracy of the transformer in
handling complex visual tasks.

(5) Meanwhile, a receptive field synthesis mechanism has been introduced to em-
ploy the Dilated Reparam Block (DRB) [25]. This approach uses small convolutional
kernels during the training phase, which can equivalently transform into nondilated lay-
ers with sparse larger kernels during the testing phase, thereby reducing the number of
network parameters.

(6) Furthermore, a novel MFAD-feature composite paradigm is proposed. It consists
of two parts: the first part is the ADF module, which aggregates different frequency feature
flows and injects them into the improved Frequency and Dimension-Aware Selective
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Integration (FDASI) Module. The FDASI module selectively highlights defect features in
specific areas of the image. Then, the diffusion mechanism propagates these local details
throughout the entire network, enabling the model to comprehensively capture essential
features and structures. The second part is the RFC module, which employs the Scale
Sequence Feature Fusion (SSFF) [26] strategy for initial shallow-to-deep fusion, enhancing
the global attention while preserving detailed features. Additionally, a detail detection
head P1 is introduced to improve the recognition of minute features.
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(7) Finally, with the help of the dynamic nonmonotonic focusing mechanism of
WIoU [27], which assesses anchor box quality based on “outlier,” this approach mini-
mizes competition among high-quality anchor boxes and mitigates the impact of adverse
gradients originating from low-quality examples. It efficiently prioritizes anchor boxes of
moderate quality, thus improving the comprehensive performance of the detector. As a
result, this efficient and lightweight model remarkably boosts the detection accuracy of
small defects and network complexity.

2.2.1. The DFR Module

When dealing with the diversity and complexity of data, conventional convolution
operators may fail to capture detailed features effectively [28]. To cope with this problem,
we innovatively combine SMPConv and CGLU to develop a DFR module. As shown in
Figure 3a,b, this module mainly comprises the Self-Moving Point Convolution (SMPConv)
module and the Convolutional GLU module. Concretely, the Self-Moving Point mechanism
involves defining the SMP operator as the weighted sum of neighboring points for a query
point x ∈ R, influenced by their distance to point X. Points beyond a certain distance (de-
pending on the radius) do not affect the query point, enabling the model to capture complex
patterns and variations in the data more accurately than the fixed-point representations.
Each convolution layer has independently learnable parameters and shares position param-
eters to create arbitrarily large kernels while reducing the number of learnable parameters,
thus achieving precise detail features. And the gating mechanism in CGLU consists of
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two linear projection stages, one of which is activated by an activation function and then
multiplied elementwise. By introducing depth-wise separable convolutions (DWConv),
each token gains a gated channel attention based on nearest neighbor features, allowing
more flexible selection and retention of local feature details. In addition, the DFR module is
designed to accurately locate and extract fine features, enhancing the capability to extract
fine-grained features.
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2.2.2. VSS Block

Traditional transformer-based attention mechanisms suffer from high computational
complexity and the limitations of fixed global attention. To address this, a VSS block based
on the Mamba architecture is introduced, which effectively alleviates these issues. As
shown in Figure 4, the Mamba (S6) architecture draws inspiration from the concept of a
state machine.
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The input xt is first mapped through a selective mechanism to obtain Bt, △ and Ct.
Next, △ and zero-order hold technology are used to discretize A and Bt, as shown in
Figure 5. In the S6 block, the discretized Bt is multiplied by the input xt, and the discretized
A is multiplied by the previous state ht−1. These products are then summed to obtain the
new state ht. Finally, the new state is multiplied by Ct to yield the output xt. Furthermore,
the Mamba architecture offers acceleration advantages through parallel scan operations
and hardware-aware algorithms. The 2D-Selective-Scan (SS2D) module builds on the
S6 foundation by adding a Cross-Scan Module (CSM), which decomposes images into
small patches and scans them in a row and column order: from top-left to bottom-right,
bottom-right to top-left, top-right to bottom-left, and bottom-left to top-right, generating
scan sequences in four directions. These sequences are reshaped and merged into a new
sequence, not only enhancing global attention and compressing hidden states but also
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reducing complexity to a linear level. As shown in Figure 5, the VSS block leverages the
SS2D module to effectively capture input features through long-range dependencies. It
excels in global feature integration and significantly improves computational efficiency
through its design, achieving a balance between accuracy and efficiency in the network.
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2.2.3. Multi-Frequency Fusion Module

In the original RTDETR, the classic CCFM only fused features at different scales, which
easily led to the loss of important details during down-sampling and caused information
redundancy due to repeated stackings. To deal with this situation, the Dimension-Aware
Selective Integration Module (DASI) [29] aims to represent detailed features. However,
it preprocesses different scales independently, thus breaking the correlation between dif-
ferent scales. To address this issue, depicted in Figure 6, we alter course to approach
it from the perspective of multi-frequency fusion. Natural images encompass a diverse
frequency spectrum, with high and low frequencies playing different roles in capturing
image features: the former focuses on local details, while the latter captures the global
structures. To effectively integrate these features, this work designed the FDASI module. In
the preprocessing stage of FDASI, the Frequency-Aware Fusion (FAF) module was devel-
oped. This module addresses three different frequency features by dividing them into three
groups and inputting them pairwise into the Select Feature Fusion (SFF) module, which
includes the Coordinate Attention (CA) module. After a single parallel multi-frequency
operation, the features are multiplied elementwise with relatively high-frequency features
to obtain fused high-frequency features and then combined with the original low-frequency
features. This process results in fused features that contain rich multi-frequency informa-
tion, providing more comprehensive input features for the subsequent modules. These
features are subsequently fed into the DASI module, as described in Equations (1)–(4). In
the equations, hi, Ii, and ui represent high-dimensional features, low-dimensional features,
and the current layer’s features, respectively. ui

′ represents the selective aggregation result
of each partition, F′

u denotes the output after channel dimension merging, B(·) and δ(·)
represent batch normalization (BN) and the rectified linear unit (RELU), and F̂u is the final
output. If the output of the activation function α > 0.5, the model gives higher priority
to fine-grained features. Otherwise, it emphasizes contextual features. The approach
preserves rich multi-frequency information while paying attention to detail features.

α= sigmod(ui) (1)

ui
′ = αIi + (1 − α)hi (2)

F′
u = [u1

′, u2
′, u3

′, u4
′] (3)

F̂u = δ(B(Conv(F′u))) (4)

To effectively integrate multi-frequency information from both deep and shallow
layers, we introduced the Scale Sequence Feature Fusion (SSFF) module. As illustrated in
Figure 7, this method can combine the high-dimensional information from deep feature
maps with the low-dimensional information from shallow feature maps. Therefore, this
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integration achieves comprehensive capture and representation of defect features across
different scales.
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2.2.4. DAttention Module

The transformer usually suffers from high computational complexity and low effi-
ciency. As shown in Figure 8, the deformable attention module is introduced to address
these issues. Specifically, DAttention improves the model’s focus by generating multiple
reference points and dynamic offsets, allowing it to concentrate on a small number of key
areas. This significantly enhances the efficiency and accuracy of the visual transformer
when handling complex visual tasks. Integrating DAttention into the internal scale feature
interaction module enhances the network’s ability to capture global dependencies and
intricate local details within images. As shown in Figure 8a, a set of uniformly distributed
reference points is first generated on the feature map, with their offsets learned through
the offset network from query points q. Then, based on these deformable points, the
corresponding k̃, ṽ, and relative position bias are projected from the sampling features. This
method dynamically optimizes the performance of output features in multi-head attention.
Figure 8b shows the detailed structure of the offset network used to generate offsets for the
deformable points. It achieves precise localization of target defect areas through dynamic
adjustment of reference points’ offsets.
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2.2.5. DRBC3 Module

Traditional convolutional layers suffer from excessive parameter quantities, low com-
putational efficiency, and fixed receptive fields.

As shown in Figure 9, the Dilated Reparam Block (DRB) is introduced to address
these issues, which updates traditional convolutional layers with dilated convolutions.
The size of the original convolution kernel and the size of the dilated convolution kernel
are utilized within these dilated layers, effectively acting as large kernel convolutions
with fewer parameters. Through reparameterization, multiple small kernel convolutional
layers with different dilation rates and batch normalization layers are consolidated into an
equivalent large-kernel convolutional layer. This operator not only optimizes the learnable
parameters and computational efficiency, but also significantly boosts the network’s ability
to capture spatial information, providing a broader receptive field without increasing the
network depth.
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2.2.6. MFAD-Feature Composite Paradigm

Traditional FPN methods in feature extraction typically process features of different
scales serially or hierarchically, which can lead to information loss or redundancy. Partic-
ularly when dealing with multi-layer scales, this stepwise processing can not only cause
these issues but also increase computational complexity. To effectively address this problem,
we propose a multi-frequency aggregation diffusion feature composite paradigm based on
PCB defect detection from the perspective of parallel frequency processing. As shown in
Figure 1, this paradigm consists of two parts. The first part is the ADF, which targets feature
flows of different frequencies from layers 4, 5, and 10. Along the blue solid lines, different
frequency features generated by the backbone network are aggregated and injected into
FDASI, selectively highlighting defect features in critical areas of the image. Then, along
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the blue dashed lines, the diffusion mechanism effectively propagates these high-frequency
details throughout the network. After diffusion, information of different frequencies within
a certain range can complement each other, enhancing the capability of spatial relationship
modeling. The second FDASI further aggregates the initially aggregated and diffused
features with the features from the backbone network, allowing the model to comprehen-
sively capture crucial high-frequency information in the data. After the second diffusion,
these features are fused with the first diffusion features to consolidate and enhance fine-
grained features. The second part is the RFC. It inputs initially extracted high-frequency
information from layers 4, 5, and 6 of the backbone networks and uses Scale Sequence
Feature Fusion (SSFF) for the initial composite of deep and shallow layers, preliminarily
locating local details. This fusion, combined with the enhanced high-frequency features
from ADF, helps retain and strengthen detail features in the early stages, preventing the
loss of important details during subsequent processing. Next, it introduces features from
the detail preserving layer 4 of the backbone network. To balance the focus on local details
and global structure, mid-frequency semantic information from ADF is also extracted.
These three feature streams are then sent into SSFF for deep compositing of deep and
shallow layers, enhancing the capability of multi-frequency information compositing while
focusing on high-frequency features. Additionally, the model introduces a multi-frequency
information detail detection head P1. Designed for fine-grained PCB defect detection,
this head performs multi-frequency domain analysis by integrating high-frequency and
mid-frequency features, thereby scaling up the precision and reliability of detail detection.
Experimental results confirm that this approach effectively detects minute detail defects.

2.2.7. The Loss Function WIoU

The traditional Generalized Intersection over Union (GIoU) has limitations. When
two bounding boxes are in an inclusion relationship, GIoU degrades to IoU, failing to
distinguish their relative positions. Moreover, when the two boxes intersect, convergence is
slow in the horizontal and vertical directions. In addition, GIoU loss may overly focus on
the smallest enclosing rectangle, resulting in a small overlap area between the predicted and
ground truth bounding boxes. To address these issues, we adopt a dynamic nonmonotonic
focusing mechanism. This mechanism evaluates the quality of anchor boxes using an
“outlier” and introduces a gradient gain allocation strategy. This strategy reduces the
competition among high-quality anchor boxes while effectively mitigating the negative
gradient impact from low-quality examples. Furthermore, it can dynamically optimize the
loss in order to weight small objects, thereby enhancing the model’s detection performance.
Particularly when handling complex visual tasks, it allows for greater focus on anchor boxes
of ordinary quality, thereby significantly improving the overall performance of the detector.

3. Experiment and Result Analysis
3.1. Experimental Environment and Data Preprocessing

The configuration of our experiments includes an NVIDIA GeForce RTX 2060 SUPER
GPU, and an Intel (R) Core (TM) i5-12400F CPU. The development language is Python
3.10.9, and the deep learning platform is the torch-2.0.1+cu117 based on the ubuntu22.04
system. The dataset used in the experiments was released by the Intelligent Robot Open
Laboratory of Peking University. There are 693 pieces of original data in the dataset, which
were divided into six categories: rat bite, leaky hole, short circuit, open circuit, burr, and
pseudo-copper. Some classic defects are shown in Figure 10. The quantity of images in
the PCB dataset and the number of each defect type are listed in Table 1. We augment the
dataset to 1386 images using the rotation, scale, and translation operators. The dataset was
then randomly divided into 970 samples for the training set, 138 samples for the validation
set, and 278 samples for the test set, at a ratio of 7:1:2. The batch size was set to two, with a
training duration of 300 epochs. The initial learning rate was set at 1 × 10−4, and the final
learning rate was set at 1.
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Table 1. The quantity of images in the PCB dataset and the count of each defect type.

Defect Type Missing
Hole

Mouse
Bite

Open
Circuit

Short
Circuit Spur Spurious

Copper

Number of images 230 230 232 232 230 232
Number of defects 199 215 166 190 204 193

3.2. Evaluation Metrics

The prevalent precision (P), recall (R), mean Average Precision (mAP) [30], F1 score [31]
and GFLOPs [32] were set as the detection performance evaluation criteria. Specifically, the
F1 score, which aims to consolidate precision and recall into one indicator, is a harmonic
mean of P and R. mAP computes the average AP across all classes, providing a compre-
hensive evaluation of the model’s overall performance in multiclass classification tasks.
Moreover, the index of GFLOPs is used to measure the computational complexity.

3.3. Experimental Result Analysis
3.3.1. Comparison Experimental Analysis

Keeping the other structures unchanged, we solely compare the detection performance
of different attention modules. The DAttention module is compared with other advanced
attention modules, and the comparison results are shown in Table 2. Despite the slightly
higher GFLOPs introduced by incorporating DAttention, its detection metrics outperform
those of other attention modules. Notably, with an mAP50 of 97.0% and an mAP50-95 of
51.0%, the effectiveness of the attention mechanism in DAttention is clearly demonstrated.

The comparison results of AP values of various defect detection methods are report-ed
in Table 3. It can be seen that MFAD-RTDETR achieves better results compared with other
algorithms. In particular, the value of AP for detecting missing hole defects in the test set
reached 99.5%. Although the performance of YOLOv3, YOLOv5, and YOLOv6 models is
comparable to the proposed model in detecting missing hole defects, the proposed model
significantly outperforms these advanced detection models in other defect categories. These
findings further verify the effectiveness of the design scheme.
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Table 2. Performance comparison of different attention modules. Bold fonts indicate the best results.

Method Precision (%) Recall (%) mAP50 (%) mAP50-95 (%) Parameters GFLOPs

AIFI 95.1% 92.4% 94.6% 49.1% 19879464 57.0
HiLoAttention [33] 95.6% 92.9% 95.6% 50.5% 17281921 178.3

BiLevelRoutingAttention [34] 93.5% 87.2% 91.6% 46.7% 16437147 161.9
DAttention 96.5% 94.5% 97.0% 51.0% 16268912 176.5

Table 3. Comparison of AP values. Bold fonts indicate the best results.

Model Spur Open Circuit Mouse Bite Spurious Copper Missing Hole Short

RTDETR [20] 89.6% 93.4% 92.7% 97.0% 98.5% 96.3%
Faster R-CNN [14] 82.9% 94.4% 89.2% 88.2% 97.5% 94.8%

YOLOv3 [35] 91.7% 92.0% 92.9% 98.3% 99.5% 96.6%
YOLOv5 [30] 89.4% 94.3% 88.2% 97.0% 99.5% 97.2%
YOLOv6 [32] 84.2% 90.4% 83.3% 95.8% 99.5% 96.2%
YOLOv8 [36] 87.3% 94.7% 83.2% 94.6% 99.2% 95.1%

MFAD-RTDETR 92.9% 94.8% 98.4% 99.0% 99.5% 97.4%

The metrics of the proposed algorithm are compared with other object detection
algorithms, and the results are listed in Table 4.

Table 4. Comparison of various advanced object detection algorithms. Bold fonts indicate the best
results.

Model Precision (%) Recall (%) mAP50 (%) mAP50-95 (%) F1-Score

RTDETR 95.1% 92.4% 94.6% 49.1% 0.937
Faster RCNN - - 91.2% 43.8% -

YOLOv3 95.4% 94.3% 95.8% 50.3% 0.948
YOLOv6 92.6% 88.9% 91.6% 46.8% 0.907
YOLOv8 93.9% 89.3% 93.2% 48.1% 0.915

GOLD-YOLO [37] - - 93.4% 48.6% -
MFAD-RTDETR 96.5% 94.5% 97.0% 51.0% 0.955

As presented in Table 4, the MFAD-RTDETR uses 1386 samples to achieve 97.0%
mAP50 values and 51% mAP50-95 values, respectively. In addition, the proposed model
surpasses the second metrics in both mAP50 and mAP50-95 by nearly 1.2% and 0.7%,
respectively. It also outperforms the recent GOLD-YOLO model. Furthermore, the results
show that the F1 score achieved 0.955, indicating an ideal tradeoff between precision
and recall.

3.3.2. Ablation Experiments

To verify the contributions of different modules, this work conducts extensive ablation
experiments. The ablation results are listed in Table 5. Compared with the original RTDETR,
integration of the DFR module improves the mAP50, mAP50-95, and F1-score metrics by
0.3%, 0.8%, and 1.0%, respectively. The intuitive explanation is that the proposed detail
preserver can effectively perform the preliminary extraction of details. After adopting
DAttention and the VSS Block, the model also shows improvements in mAP50, mAP95,
and F1 score metrics. This indicates that this attention mechanism and the Mamba-based
approach can further promote experimental results. Furthermore, after integrating the
ADF and RFC modules, the model yields improvements of 1.1%, 1.6%, and 0.4% in mAP50,
mAP50-95, and F1-score, respectively. It can be inferred that the proposed MFAD-feature
composite paradigm significantly enhances model performance. And the introduced
WIoU further increases the mAP50 and mAP50-95 values, indicating that it can better
focus on anchor boxes of ordinary quality, thereby facilitating more focused learning of
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important features. At the same time, the model has approximately 18.2% fewer parameters
compared to the original RTDETR. In other words, these modules proposed in this study
have significant contributions for the detection of tiny industrial defects on PCB.

Table 5. Results on Ablation experiments.
√

means the corresponding module is embedded in the
model. Bold fonts indicate the best results.

RT-DETR DFR DAttention VSS ADF RFC WIoU mAP50 mAP50-95 Params (M) F1-Score
√

94.6% 49.1% 19879464 0.937√ √
94.9% 49.5% 19740400 0.947√ √
95.3% 49.3% 19882920 0.951√ √
95.8% 49.9% 19266088 0.944√ √
96.1% 50.1% 15506748 0.955√ √
96.2% 49.6% 15433251 0.951√ √
95.6% 49.4% 19879464 0.942√ √ √
95.5% 49.8% 19854892 0.944√ √ √ √
95.7% 49.9% 19129200 0.952√ √ √ √ √
96.6% 50.3% 18672780 0.954√ √ √ √ √ √
96.8% 50.7% 15747420 0.956√ √ √ √ √ √ √
97.0% 51.0% 16268912 0.955

3.3.3. Visual Analysis of Experimental Results

To better prove the robust performance of the MFAD-RTDETR model, we visualized
the changes in the loss function during the whole training and validation process of MFAD-
RTDETR in Figure 11. From Figure 11, it can be seen the giou_loss curves of training and
validation both ultimately converge smoothly to less than 0.5, while the cls_loss curves
converge between 0.4 and 0.5. Additionally, the l1_loss curves converge to within 0.1.
Furthermore, mAP50 and mAP50-95 eventually stabilize between 0.8 and 1.0, and above
0.5, respectively. In the end, after 300 epochs in the training process, all curves converge
smoothly and flat, indicating that the model training results are relatively ideal. To further
verify the effectiveness of the proposed model on each defect category, the normalized
confusion matrixes of the RT-DETR and MFAD-RTDETR models at their respective optimal
performances are shown in Figure 12. The comparative visualization demonstrates that the
MFAD-RTDETR model achieves ideal performance, which surpasses the original RT-DETR
model across defect categories except for the missing_hole defect. As the detection accuracy
for the missing_hole defect reaches 100%, the MFAD-RTDETR model proposed in this paper
exhibits excellent performance in detecting small defect targets, thereby confirming its
effectiveness and reliability in real-world industry scenarios. Therefore, this advancement
indicates significant potential for the application of the MFAD-RTDETR model in detecting
small object defects in the industrial field.

Moreover, we adopt the PR curve and F1-condifence curve to prove the robustness of
our MFAD-RTDETR model for PCB defect detection. The PR curve and F1-condifence curve
of the MFAD-RTDETR model are shown in Figure 13. Based on Figure 13, the PR curve
for the test set is very close to the upper right corner, which indicates that the classifier’s
performance is exceptional. Additionally, the F1-confidence curve reveals that the proposed
model achieves a good balance between precision and recall, demonstrating strong stability
and reliability.
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In addition, the visualization of heat maps corresponding to before and after the
addition of the P1 detection head is shown in Figure 14. Obviously, the addition of the P1
detection head significantly enhances the detection performance and the detection effect
on the test set is ideal. As shown in Figure 14a, the network without the P1 detection head
performed poorly in detecting defects, failing to identify all defect points. Even when
defects were detected, the heat map showed noticeable inaccuracies in localization, unable
to precisely mark the exact locations of the defects. In contrast, after introducing the P1
detection head, a marked improvement was observed. In Figure 14b, the network with the
P1 detection head successfully detected all missing holes on the PCB, with the heat map
accurately pinpointing the location of each defect, demonstrating high localization precision.
This improvement indicates that the P1 detection head plays a crucial role in enhancing
the network’s overall detection performance and further confirms its effectiveness and
reliability in practical applications. In summary, these results clearly demonstrate the
positive impact of adding the P1 detection head, particularly in handling complex and
fine-grained detection tasks, where its advantages become even more pronounced.

To better validate the effectiveness of detection on six types of defects, the partial
detection results of MFAD-RTDETR are shown in Figure 15. The detection confidence for
all defects, except for mouse bite and open circuit, is above 80%, while the confidence for
mouse bite and open circuit ranges between 70% and 80%.
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4. Conclusions

In this paper, we propose an improved PCB defect detection scheme based on the RT-
DETR model, which intends to address the issues of low accuracy in PCB defect detection
with current general object detection algorithms. The method introduces a DFR in the origi-
nal RTDETR backbone to capture and preserve local feature details. Following processing
through the VSS based on the Mamba architecture, it enhances global attention and reduces
complexity. The deformable attention mechanism dynamically adjusts reference points to
achieve the precise localization of target defects. Additionally, a receptive field synthesis
mechanism enriches multi-scale semantic information while reducing model complexity.
Furthermore, the model proposes the MFAD-feature composite paradigm, comprising
the ADF and RFC modules, aimed at facilitating fine-grained feature perception while
maintaining global attention. Finally, utilizing the WIoU dynamic nonmonotonic focus-
ing mechanism, the model focuses on average-quality anchor boxes to improve detection
performance. Experimental results demonstrate that the proposed algorithm achieves the
97.0% and 51.0% detection performance in mAP@0.5 and mAP@0.5:0.95, which exhibits
significantly improved detection accuracy for small PCB defects compared to other defect
detection networks; while there is still room for robust real-time PCB defect detection, we
will incorporate more effective attention mechanisms and lightweight strategies to explore
efficient yet simple PCB defect detection solutions in the future.
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