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Abstract: The efficiency of information retrieval systems primarily depends on the effective repre-
sentation of documents during query processing. This representation is mainly constructed from
relevant document terms identified and selected during their indexing, which are then used for
retrieval. However, when documents contain only a few features, such as in short documents, the
resulting representation may be information-poor due to a lack of index terms and their lack of rele-
vance. Although document representation can be enriched using techniques like word embeddings,
these techniques require large pre-trained datasets, which are often unavailable in the context of
domain-specific short documents. This study investigates a new approach to enrich document repre-
sentation during indexing using generative AI. In the proposed approach, relevant terms extracted
from documents and preprocessed for indexing are enriched with a list of key terms suggested by a
large language model (LLM). After conducting a small benchmark of several renowned LLM models
for key term suggestions from a set of short texts, the GPT-4o model was chosen to experiment with
the proposed indexing approach. The findings of this study yielded notable results, demonstrating
that generative AI can efficiently fill the knowledge gap in document representation, regardless of
the retrieval technique used.

Keywords: document indexing; short documents; generative AI; LLM; GPT; index term; information
retrieval

1. Introduction

Document indexing is the process of creating indexes for documents using a specific
indexing scheme, which serves to accelerate document retrieval in search systems [1].
Indexing structures are organized by terms, which are mainly extracted from the documents
themselves. These index terms are crucial in constructing document representations,
typically in the form of term vectors, within information retrieval (IR) systems. The
effectiveness of IR systems heavily relies on these document representations, commonly
referred to as bag-of-words (BoW) [2], as they are matched with user queries by comparing
their term vectors. When documents have minimal textual features and extensive figures,
indexing and retrieving such documents becomes particularly challenging. Most existing
approaches in the IR research field primarily focus on enhancing web-document and long-
document retrieval [1,3–5] because there is a large amount of these types of resources
available for experimentation, such as the TREC Corpora [6]. Short and domain-specific
documents are less tackled by the scientific community due to the lack of availability and
access to these resources. Yet, such resources are commonly used in business contexts
for activity analysis, business process control, and decision-making. They are essential in
fulfilling users’ information needs. Examples of these resources include activity reporting
documents, business workflow files, and accounting documents. We refer to these as short
documents due to their minimal content. In related literature [7,8], short documents may
include microblogs (e.g., X posts), short responses from work seminars, and abstracts.
These types of short document often suffer from a limited number of terms, which can be
insufficient to capture the full semantic meaning of the content they represent.
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In fact, our problem statement directly arises from genuine needs identified during
previous work in the industry [9]. Documents integral to core business operations typically
feature figures, domain-specific terms, acronyms, and abbreviations. Unlike web and long
documents, these documents lack a comprehensive basis for extracting meaningful features
for document representation. In this context, automatic indexing may be ineffective, thereby
impacting retrieval efficacy.

To date, studies related to IR have focused on enhancing the matching between
user queries and documents [10–12]. The indexing stage in IR systems is often handled
traditionally, involving the extraction and preprocessing of terms followed by the selection
of those deemed relevant to the document’s content. Relevance is typically calculated based
on the frequency of terms within the document corpus or on the degree of their relationship
with concepts from external knowledge resources [13,14].

Although automatic indexing can be performed traditionally on short and domain-
specific documents, two main issues remain challenging to address: (1) how to obtain terms
that best represent the content of documents, and (2) how to handle term specificity and
scarcity. The first issue involves identifying terms that are most relevant to the subject
matter of the documents. Recent studies propose using combined weighting schemes based
on term frequency and semantic metrics [15–17] to identify relevant terms in documents to
be indexed. However, term frequency may be useless for short documents, which contain
only a few textual features. The second issue concerns obtaining accurate BoW representa-
tions of document content and user queries, even when the terms are rare or specific to a
particular knowledge domain. This process requires handling information contextualizing
these terms. Existing approaches to document indexing and retrieval address domain
specificity and term rarity using external knowledge resources such as domain ontolo-
gies [5,18], thesauri [19,20] and lexical databases like WordNET [10,21,22]. However, these
lexical resources suffer from limited coverage [21], particularly in specialized domains, and
building knowledge resources from scratch may be complex and time-consuming. With the
advent of artificial intelligence (AI), models using word embeddings [23] and deep learning
techniques [24] have gained growing interest. These techniques have demonstrated their
ability to capture nuanced semantic relationships between words [25,26].

In general, although significant progress has been made in document indexing through
ontological approaches and term weighting schemes, many of these methods assume a
variety and abundance of document terms. However, there is a notable gap in approaches
addressing term scarcity and specificity, particularly in domain-specific short documents.
These documents often suffer from information-poor features that are insufficient for
effective indexing and retrieval.

In this study, we propose to use generative AI to produce relevant terms representing
the content of documents for indexing purposes. Given the limited knowledge content in
short documents, we assume that generative AI can identify additional relevant terms by
leveraging pre-trained models that use advanced natural language processing and learning
methods. The recent AI tools such as ChatGPT [27], Claude [28] and Gemini [29] show
remarkable multitask capabilities in content analysis and creation, due to their extensive
pre-training on diverse and vast datasets. The ability of these models to understand text
topics can be harnessed to enhance IR tasks. Therefore, this paper investigates how to
improve short-document indexing by leveraging generative AI, to enrich document index
terms, traditionally extracted from documents, with additional relevant terms suggested by
generative AI. To achieve this, we first conducted a comparative study of renown generative
AI tools to identify the one best suited to capture key terms relevant to domain-specific
short texts. The findings of this comparative study demonstrated the ability of the GPT-4o
model to accurately suggest key terms regardless of the domain specificity of the given
texts. In the next phase, we applied the GPT-4o model within our proposed indexing
approach to a set of domain-specific short documents and compared the results with both
the traditional indexing method and an automated subject indexing tool. The findings of
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this study revealed significant improvements in document retrieval using the index terms
generated by our proposed approach.

The remainder of this paper is organized as follows: Section 2 provides background
information and recent related work on document indexing, with a focus on domain-
specific documents. Section 3 introduces the approach that leverages generative AI for
document indexing and outlines the research steps followed to implement this approach.
Section 4 presents the experimental results. Section 5 discusses the findings and validates
the concept of the proposed approach. Finally, conclusions are presented in Section 6.

2. Background and Literature Review
2.1. The Indexing Task

The IR field has seen significant developments over the years. Two key aspects are
fundamentally addressed in IR systems: the indexing process and the retrieval process.
Indexing is the process of creating document indexes using an indexing scheme, such as
inverted index, signature, or dense vector index [1]. This task requires selecting a list of
terms from the documents themselves or from external resources to create index terms [30].
The retrieval process entails selecting relevant documents based on their representations
(i.e., term vectors) that match user queries. A final step involves ranking the documents
based on the results of the query matching. This paper focuses on document indexing, as it
is a fundamental step in IR systems and central to the purpose of this work.

Prior to indexing, documents go through a preprocessing stage that includes techniques
like tokenization [31], stopword removal, and lemmatization or stemming [32]. Tokenization
is the process of dividing the text into individual words, known as tokens, using a list of
separators to identify them. Stopword removal involves identifying and removing frequent
words, like pronouns, prepositions, and conjunctions, that do not provide meaningful in-
formation and may bias the analysis of term relevance. Lemmatization is the process of
grouping word variants into a single and common base form (e.g., retrieve, retrieved, retriev-
ing, retrieval) [33]. One step in this process could be stemming, which consists in cutting or
replacing prefixes and suffixes to obtain the root form of words. Following the preprocessing
stage, term frequency (TF) techniques such as the standard term occurrence frequency, can be
calculated to weight the occurrences of terms during the retrieval stage using measures like
TF-IDF [34] and BM25 [35]. These measures help to create balanced term vectors of document
BoW representations. For short documents, however, the use of TF techniques may be less
effective, as the terms are few and rarely repeated.

After text preprocessing, document indexes are created and stored in a specific scheme,
typically an inverted index structure for its fast retrieval capabilities. An inverted index
consists of a collection of terms (words) and posting lists [1]. Each term in this structure
points to the documents that contain it. These terms are referred to as index terms. The
posting list records document identifiers, term frequencies, and other information such as
term positions within the text. This data structure enables the matching of user queries with
documents in an IR system using index terms. However, because a vocabulary mismatch
can occur between document terms and query terms, IR studies continue to innovate to
improve both indexing and retrieval tasks.

In general, the indexing of text collections can be conducted using automatic and
semi-automatic processes. Two types of approaches are employed for (semi-) automatic
indexing [30]: subject indexing and content-based indexing. In subject indexing, documents
are indexed using terms from established knowledge organization systems (KOS), such
as subject headings thesauri and universal classification systems. Such approaches are
typically used in digital library applications. In content-based indexing, relevant and
unique terms are extracted directly from the document content to be used as index terms.
This study focuses on the content-based approach.
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2.2. Content-Based Indexing and Document Representation in IR

Existing techniques for content-based indexing primarily focus on term selection from
documents using weighted measures. However, only a limited number of studies have
addressed the research area of document indexing in the recent years [36]. Most IR-related
studies predominantly focus on document representation during retrieval, assuming that
document indexes used to construct term vectors can be consistently enriched using external
knowledge resources for domain-specific documents [5,10]. In the biomedical domain, the
Medical Subject Headings (MeSH) thesaurus is commonly used to disambiguate domain-
specific terms. In the study by Boukhari and Omri [15,37], the authors proposed to combine
the Vector Space Model (VSM) and Description Logic (DL) to enhance biomedical document
representation. The MeSH thesaurus was used to identify morphological variants and
the most relevant concepts within documents. Gabsi et al. [38] introduced a semantic
weighting scheme to disambiguate biomedical terms to build document representation. The
approach determines the importance of relevant MeSH concepts in documents through term
frequency and semantic similarities with unambiguous MeSH concepts. Other research
in the biomedical domain employs Wikipedia as a knowledge base to address synonymy
and polysemy or to leverage Wikipedia’s interlanguage links to convert concept vectors
between languages [39,40]. In [17], Aliwy et al. proposed using word sense disambiguation
(WSD) and named entity recognition (NER) in both indexing and retrieval tasks for digital
library management systems. During the indexing phase, a Part-of-Speech (POS) tagging
process is first applied, followed by a combination of three NER techniques: rule-based
chunking with filtering, conditional random fields (CRF), and bidirectional LSTM-CNN,
employing a voting mechanism to annotate and index library content.

Some studies propose using concept clusters to create clustered indexes. These clusters
are used to classify documents into homogeneous groups for easier searching [41] or to
identify document relatedness to enhance search results [42]. In the legal field, Costa and
Pedrosa [43] proposed the BoC-Th approach to generate concept clusters from word vectors,
weighted by their semantic relevance within a legal-specific thesaurus. In [8], Kozlowski
and Rybinski proposed a clustering algorithm SnSRC, to cluster short texts related to
brainstorming seminars by comparing term sets using cosine similarity to identify sense
frames. The resulting clusters provided a related representation of short texts.

Summarization is another technique used to enhance document indexing. The aim of
the approach is to reduce document size without losing meaning, to speed up the indexing
time, to optimize storage space using relevant terms from the summarization step [44,45].
However, this approach is more suitable for medium to long text documents.

Recent advances in NLP offer new techniques like word embeddings to understand
semantic relationships between words, and the latest IR-related studies have leveraged these
techniques for document retrieval [46,47]. Word embeddings capture the semantic meaning
of user queries and documents by representing query and document terms as vectors in
a continuous vector space. Models such as Word2Vec [48], GloVe [49], or BERT [50] that
are trained on extensive text corpora to capture word semantics are typically used for this
purpose. Some studies have developed new embedding models derived from state-of-the-
art models for specific domains. Examples include specialized pre-trained BERT models
such as BioBERT [51] for the biomedical domain, SPBERT for scientific literature [26], AMP-
BERT [52] for antimicrobial peptide predictions, and COVID-Twitter-BERT [53] for COVID-
19 content on Twitter. In [54], Dai and Callan explored the use of BERT’s contextualized
term representations for indexing purposes. They proposed a Deep Contextualized Term
Weighting framework (DeepCT) based on BERT’s representations to obtain context-aware
term weights. These deep term weights can be used in an inverted index structure to identify
the importance of terms in documents, enabling more efficient retrieval.

Although word embeddings have led to significant improvements in text represen-
tation, these techniques are primarily designed for retrieval tasks rather than indexing
tasks. They require a minimum of consistent index terms and large pre-trained datasets
to generate rich term vectors. In domain-specific IR studies, the lack of training data is
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often addressed by using specialized ontologies to index documents with machine learning
techniques. In a recent study by Sharma and Kumar [16], the authors proposed a hybrid
semantic document indexing approach that combines the Skip-gram model with negative
sampling-based machine learning and a domain ontology to identify relevant concepts for
indexing unstructured documents.

Current trends in semantic indexing encourage the use of AI to automatically index
documents according to appropriate predefined concepts [30]. Examples of AI tools for
automated subject indexing services include Annif [55] and Finto AI [56]. Annif uses a
controlled vocabulary in English, Finnish, and Swedish, and a combination of NLP and
machine learning techniques to suggest a list of terms for indexing from a given text or
document. Finto AI is based on Annif API; however, authors limited the generated indexes
to 20 terms. Today, the new generation of deep neural network models, such as trans-
formers [50], have achieved outstanding results in training massive amounts of text data,
leading to the rise of several large language models (LLMs) [57]. Examples include GPT [58],
LaMDA [59], and LlaMA [60]. The GPT (Generative Pre-trained Transformer) model, one
of the most popular LLMs, enables to predict new words or next sequences of words
based on the context provided by the preceding words [50]. Recent research has begun to
leverage the GPT model in fields like text classification and sentiment analysis [61–63]. In
IR-related work, LLMs are specifically used in Retrieval-Augmented Generation (RAG)
approaches [64,65]. The RAG technique combines the LLM capabilities with IR tasks to
bypass re-training when input prompts are outside the LLM’s data scope. Given a source
like Wikipedia, the LLM uses the content of a set of documents as context with the original
input prompt to generate specialized responses. This technique enables the LLM to access
the most recent information and produce up-to-date outputs [66].

In summary, despite significant progress in IR research, most existing approaches
assume the availability of a diverse and abundant set of document terms. However, there is
a notable gap in addressing term scarcity, particularly in domain-specific short documents.
Unlike web or long documents, short documents often lack sufficient information-rich
features for effective indexing and retrieval. While recent IR techniques leverage rich term
vectors, such as word embeddings, to represent documents, these methods still require a
consistent initial representation of documents through their index terms, something that
short documents often lack. This study aims to fill this gap by enriching document index
terms with additional terms. In this context, because LLMs have demonstrated remarkable
capabilities in capturing the informational context of a given text, we hypothesize that they
can identify contextually relevant terms for short-document indexing, thereby augmenting
traditional indexing methods. The central hypothesis of this research is that augmenting
document index terms with LLM-generated terms will improve the retrieval accuracy of
short documents. This study seeks to validate this hypothesis.

3. Materials and Methods
3.1. Motivation

Because domain-specific short documents suffer from term sparsity and lack of com-
prehensive information, using knowledge structures with weighted schemes or advanced
NLP techniques like word embeddings and machine learning seems essential to enrich
document representation. However, in specific knowledge domains, document corpora
for training are often limited or missing, whereas machine learning methods need a large
number of these training documents to be efficient [67]. The use of knowledge resources to
support learning tasks also presents challenges in this case. On one hand, existing thesauri
and subject headings are highly specialized. Each domain needs its own knowledge struc-
ture. On the other hand, domain-specific knowledge structures are challenging to build
and maintain [68], particularly due to the complexity and time investment needed, as well
as the need for specialized expertise.

Therefore, we propose to test a new technique for short-document indexing without
the need of creating new knowledge structures. The main idea is to use generative AI
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based on an LLM to capture the key concepts representing the content of a document and
use them as additional key terms for indexing. This approach serves as a form of data
augmentation, enabling the effective indexing of documents with limited features. The
resulting index terms combine concepts extracted from the documents and those generated
by the AI. This approach is motivated by the advancements witnessed with the recent AI
tools in understanding and creating consistent content in various domains. Indeed, LLMs
that use transformers are well-trained on massive amounts of diverse text data from the
internet and other sources, making them fine-tuned for tasks like contextual understanding
in particular knowledge fields [58]. Such models are valuable resources for improving the
indexing of short documents.

3.2. Research Proposal

Figure 1 illustrates our proposed approach that combines a generative AI with the
traditional indexing technique to enhance the retrieval of short documents.
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Basically, documents undergo preprocessing while simultaneously being analyzed
by the generative AI. The preprocessing selects unique candidate terms from documents
for indexing. The generative AI suggests a list of n terms. In the next step, the prepro-
cessed candidate terms are merged with the AI-suggested terms to obtain a list of terms
representing the content of each document. This list is then filtered to keep only unique
terms, including compound words. It is important to note that we do not apply stemming
and lemmatization during preprocessing, as the selected terms may be rare and specific
to knowledge domains. The resulting terms are stored in an inverted index structure,
commonly used in IR systems.

Overall, the proposed GenAI-based indexing approach follows three steps:

• Data selection: for each document, a list of tokens and concepts is selected in this step
using traditional preprocessing tasks and a generative AI. Depending on the used
LLM model, the suggested terms may differ from document terms. For this reason,
we use both techniques to minimize any loss in the selected terms.

• Data augmentation: the resulting list of tokens from the preprocessing task is aug-
mented with new terms suggested by the generative AI. Duplicated terms are removed.
Compound words are considered unique terms.

• Data storage: the resulting list of index terms is stored in an inverted index structure.

It should be noted that this proposal does not rely entirely on generative AI, as the
outcomes of such techniques can vary depending on the context provided, and these tech-
nologies are rapidly evolving. Generative AI is used only as a means to enrich document
index terms. Moreover, this combined approach to document indexing ensures that genera-
tive AI, at worst, does not detract from the quality of terms traditionally extracted and, at
best, enhances the index terms produced.

To implement and test the validity of this proposal, we took the following research steps:

• Selection of a generative AI: We conducted a benchmark of LLMs to evaluate their
term suggestion capabilities, ultimately choosing the one best suited for our purpose.
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• Selection of IR strategies: To assess the effectiveness of the index terms during docu-
ment retrieval experiments, we chose two types of term vectors to perform the retrieval
task: traditional vectors and enriched term vectors. These vectors were used to match
query terms with document terms during experimentation.

• Data selection: This step consisted of selecting short documents in domain specific
fields to apply the GenAI-based indexing approach.

• Experimentation for indexing and retrieval tasks: To validate the core concept of
the proposal (i.e., enhancing traditional indexing with LLM-generated terms), we
compared the performance of the GenAI-based indexing approach against other
indexing methods.

3.3. Generative AI Selection
3.3.1. AI Tools’ Characteristics

To identify the generative AI API that best fits our goal of indexing documents across
multiple knowledge domains, we conducted a benchmark test of some leading AI tools
to test their word suggestion abilities with domain-specific short texts. This step was
necessary to assess the feasibility of the approach before conducting experiments on a larger
dataset. The AI tools selected for this test were ChatGPT 3.5 [69], ChatGPT-4o [70], Gemini
1.5 Pro [29], and Claude 3.5 Sonnet [28]. The AI tools were selected based on their popularity
and ratings on specialized websites [71,72]. ChatGPT is one of the most revolutionary
AI tools developed by OpenAI, renowned for its remarkable content creation capabilities.
Gemini (formerly Bard) is Google’s equivalent of ChatGPT. Claude is a cutting-edge AI tool
developed by Anthropic, offering impressive content generation features like ChatGPT and
Gemini. Table 1 presents the general characteristics of the selected generative AI tools.

Table 1. Characteristics of the selected generative AI tools.

Features ChatGPT-3.5 ChatGPT-4o Gemini 1.5 Pro Claude 3.5 Sonnet

LLM GPT-3.5 GPT-4o Google Gemini Claude 3.5

Number of
parameters 175 Billion [73] >1 Trillion [73] Unknown Unknown

Context
window size 1

4096 tokens [69]
(≈3154 words) 128,000 tokens [70] 128,000 tokens 2 [29]

200K tokens
(≈150,000 words) [28]

Inputs Text

Text, Images, documents
(Word documents, Plain
text files, PDFs, several

source code file formats)

Text, Images

Text, Images, Documents
(Word documents, Plain text

files, PDFs, Spreadsheets,
several source code

file formats)

Knowledge
cutoff September 2021 October 2023 Early 2023 April 2024

API Access for
free tier

API key generation
(after sign up), limited
number of requests and

tokens per minute

API key generation (after
sign up), limited number

of requests and tokens
per minute

API key generation
(after sign up),

pay-as-you-go pricing
for usage

Need approval from the
commercial team to obtain
an API key, pay-as-you-go

pricing for usage
1 AI tools can process and generate a text based on text input up to a maximum number of tokens (words,
characters. . .). 2 A limited version can go up to 1 million tokens [29].

Based on these characteristics, GPT-4o stands out with a very large number of parame-
ters (over 1 trillion) [73] compared to the other models, which theoretically makes it more
efficient and accurate. The LLM Parameters are numerical values (weights) learned and
adjusted during training to capture the model’s knowledge and capabilities. The more
parameters a model has, the more data it can process with greater expressiveness. The
latest version of Claude AI is also noteworthy, as it has interesting characteristics similar
to ChatGPT-4. It also has a recent cutoff knowledge (April 2024), which is essential for
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generating up-to-date data. Gemini has also interesting characteristics with an important
context window size compared to ChatGPT-3.5, but since only short texts were involved in
our experiments, this aspect was not a limitation.

3.3.2. Benchmark for Key Term Suggestion

The experimentation of these tools involved providing a text (or a document when
possible) directly into the chat platform of each AI tool and requesting a list of terms
representing the provided textual content for indexing. We used 15 short texts (Appendix E),
consisting of abstracts related to electronics, mathematics, and biomedicines, extracted
from MDPI journals published in 2023. The number of words in the selected abstracts
varies between 132 and 227. The choice of scientific abstracts was intentional to test the
basic abilities of these tools to understand and suggest terms from well-written texts in
specific knowledge domains. These abstracts were selected based on three criteria: the
length of the text (it must be short), the specificity of the text (it must contain specific terms
from a particular knowledge domain), and the understandability of the text (to assess the
results). The main question asked was: “Can you suggest a list of key terms from this text
(or document) for indexing purposes?”. Starting from this question, several tests were
conducted on the selected AI tools. Table 2 presents the tests carried out with their results.
It should be noted that the generated key terms were assessed by comparing them to the
keywords proposed by the authors in their articles, as well as by drawing on our expertise
in these fields, with the contribution of three domain experts (one from each field).

Table 2. Tests of selected AI tools in key term suggestions.

Tests ChatGPT-3.5 ChatGPT-4o Gemini-1.5 Claude-3.5

Test 1: Request for n
relevant terms

Number of suggested terms 15 to 20 20 to 25 11 to 18 16 to 25

Number of shared terms 6 to 15

Relevancy 1 99% 99% 99% 99%

Test 2: Request for n
relevant terms with n ≥ 30

Number of suggested terms 30 to 35 30 to 45 27 to 30 30 to 35

Number of shared terms 15 to 21

Relevancy 99% 99% 97% 99%

Test 3: Request for n
relevant terms with n ≥ 60

Number of suggested terms 60 to 65 60 to 70 18 to 26 60

Number of shared terms 9 to 23

Relevancy 99% 99% 98% 98%

Test 4: Request for n
relevant terms with n < 45

Number of suggested terms 20 to 35 20 to 43 14 to 29 20 to 32

Number of shared terms 8 to 14

Relevancy 99% 99% 99% 99%
1 Relevance to the topic of the provided text (calculated based on the number of relevant suggested terms over all
the suggested terms).

In the initial attempts (Appendices A–C), we did not set a limit on the number of
terms suggested by the AI tools. By default, for all the short texts provided, the AI tools
suggested between 11 and 25 words, depending on the length and content of the provided
abstracts. GPT-4o provided the largest number of key terms (20 to 25) compared to Gemini
and Claude. Regarding shared terms between all the AI tools, at most half of the suggested
terms are shared, including identical single terms or approximate similar compound words
(excluding synonyms). We also noticed that Claude and ChatGPT models shared the most
key terms, with an average similarity of 96% (calculated over all the tests), even though
the GPT models suggested more words overall. When we asked for more terms from
the AI tools in Test 2, Test 3, and Test 4, ChatGPT models again suggested the largest
number of words. Many repeated terms appeared in the suggested lists due to the use
of several compound words differentiated by synonyms. Indeed, we observed that the
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more terms we requested, the more new synonyms and derived terms were introduced
into the suggestions. In Test 3 and Test 4, Gemini did not understand the assignments
despite rephrasing the request in several ways, which explains the lower word count in its
suggested lists compared to other AI tools. The ChatGPT models and Claude provided
coherent lists of terms in each test, but ChatGPT-4o was more accurate and exhaustive in
word suggestion. In general, the number of shared terms was specifically high between
Claude and the used GPT models, while Gemini shared fewer terms with them. This
explains the low numbers of shared suggested terms between all the tools tested.

Regarding term relevancy, the suggested terms were mainly relevant to the content of
the provided abstracts, with only a few marginal errors. For instance, in the following article
“https://www.mdpi.com/2079-9292/12/5/1247 (accessed on 10 June 2024)”, the authors
used the term “COVID-19” to explain that there is a growing use of video conferencing
since the pandemic period. All the AI tools included this term in their suggested list
of words. However, the article is actually related to computer science and delves into
issues and methodologies regarding data privacy and protection in video conferencing
applications. Using COVID-19 as an index term in this context may be confusing and could
lead to retrieval errors, especially for queries related to COVID-19 information, since the
article is not about COVID-19 itself. In general, relevancy decreased slightly when we
asked for more than 30 and 60 terms, respectively. Indeed, the more terms we requested,
the greater the margin of error became.

Regarding the form of the suggested lists, the ChatGPT and Claude models presented
the key terms in a similar enumerated list format. In most cases, the key terms followed
their order of appearance in the text (Appendices A and B). Gemini’s suggestions were more
organized, presenting key terms in a categorized manner derived from the structure of the
provided text. Nonetheless, many of the suggested terms were more topics than key terms
(e.g., “Performance Compared to Baseline Methods”, “Relationship between Resources
and Corporate Revenue”). Furthermore, Gemini’s suggestions occasionally included
parentheses for additional details or explanations (e.g., “Physical Experiment (Elite 6Dof
robot)”, “Manual Detection Challenges (Discrepancies in Appearance)”) (Figure A4 in
Appendix C).

3.3.3. Conclusion of the Benchmark

The figures in Table 2 show that GPT-4o leads in term suggestion, with an average
of 39.12 suggested terms across all tests, followed by GPT-3.5 with an average of 35
terms, Claude with an average of 34.75 terms, and finally, Gemini with an average of
21.62 suggested terms. In test 1, where the AI tools were not constrained by the number
of suggestions, GPT-4o suggested an average of 22.5 terms, Claude suggested 20.5 terms,
GPT-3.5 suggested 17.5 terms, and Gemini suggested 14.5 terms. When a minimum of 30
terms was imposed for word suggestion, as in test 2, both GPT 3.5 and Claude adhered
closely to this threshold, each averaging 32.5 suggested terms. GPT-4o again exceeded
expectations with an average of 37.5 suggested terms, while Gemini suggested an average
of 28.5 terms. In test 3, where a higher minimum threshold was imposed (≥60), GPT-4o
met this target, suggesting an average of 65 suggested terms. GPT-3.5 followed with an
average of 62.5 terms, and Claude suggested exactly 60 terms. Gemini struggled with this
assignment, resulting in a significantly lower average of 22 suggested terms.

Regarding term relevancy, all LLMs demonstrated significant abilities in suggesting
terms relevant to the provided texts. Specifically, the GPT models reached an average
relevancy rate of 99%, followed by Claude at 98.75%, and finally Gemini at 98.25%.

Based on this benchmark, GPT-4o, GPT-3.5, and Claude excelled with consistent lists of
suggested key terms at each test with satisfactory relevancy. We also noticed that the GPT
models are better at adapting to word count constraints while preserving consistency in sug-
gesting key terms. To conclude, GPT-4o has the best ratio number of suggestions/relevancy
with a ratio of 39.12/99%. GPT-3.5 followed with a ratio of 35/99% and Claude with a ratio

https://www.mdpi.com/2079-9292/12/5/1247
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of 34.75/98.75%. Gemini had the lowest ratio at 21.62/98.25%. These findings naturally led
us to choose the GPT-4o model for our GenAI-based indexing approach.

In addition to these statistics from the benchmark, empirical observations during the
testing of the AI tools also supported our conclusions. For instance, although Gemini
presented a coherent list of suggested words during the tests, the type and form of the
proposed terms were not suitable for indexing purposes. In addition, some inconsistencies
were noticed during the use of Gemini. The latter had difficulties understanding certain
requests even when they were similar to previous ones (Figure A5 in Appendix D). It
also displayed inconsistencies in counting the number of suggested words (Figure A6 in
Appendix D). Furthermore, the tool sometimes changed the answering format without a
specific request from the user (Figure A7 in Appendix D). As a result, although Gemini is
an interesting generative AI tool with many features, the weaknesses observed during this
benchmark indicate that it is not suitable for key term suggestion from given texts.

Regarding GPT models and Claude, no specific inconsistencies were observed. Nonethe-
less, we must point out that the free plan of Claude 3.5 Sonnet is restrictive when used with
prompts as it allows a limited number of requests per day. A paid version is necessary to
conduct experiments without restrictions and to use the API in source codes. Furthermore,
obtaining an API key requires approval from the commercial team of Anthropic. The acces-
sibility and affordability of the AI API are also important criteria to consider in selecting a
generative AI.

In view of these conclusions, we decided to conduct the experimentation of the GenAI-
based indexing approach with the GPT-4o model, as it demonstrated more conclusive
results in this benchmark. The accessibility to the API was also an important factor in
this choice, despite the rate limit (i.e., the number of tokens per minute), which is not
significantly restrictive, given the short length of the texts used. In addition, GPT-4o, which
is based on GPT-4, is the largest pre-trained model to date compared to GPT-3.5, leveraging
more data and computation power [73]. This makes it well-suited for addressing the
knowledge gap in domain-specific contexts.

3.4. IR Experimentation Strategies

To evaluate the consistency of the index terms for document retrieval regardless of
the term-matching techniques, two IR strategies were adopted. Typically, during docu-
ment retrieval, user queries consisting of a list of words are compared with document
indexes. These representations, known as word vectors, are compared in the vector space
using a similarity measure [74]. In this study, two types of word vectors are used in the
experimentation: the traditional BoW representation, which relies on word vectors of each
query and candidate documents, and word embeddings, where dense vectors of words are
produced. In the context of short documents featuring a few words with some disparity, the
Continuous Bag of Words (CBOW) [48] training model of Word2Vec appears as the most
appropriate model to use in this case. Indeed, Word2Vec has two main models to learn
word embeddings: CBOW and Skip-Gram. CBOW relies on predicting a target (middle)
word given the context (surrounding) words. Skip-Gram employs the opposite approach.
The order of words is not important in CBOW, as it uses a BoW representation, which
aligns with the context of this study. The main goal behind using two types of word vectors
is to analyze and compare the impact of index terms on document retrieval. The cosine
similarity measure (Equation (1)) is used to compute the similarity between the produced
word vectors.

cos
(→

ai ,
→
bj
)
=

∑n
r=1 airbjr√

∑n
r=1 a2

ir

√
∑n

r=1 b2
jr

(1)

3.5. Data Selection

To experiment with the approach, 9350 short documents were selected, related to three
different themes: finance, COVID-19, and sports. These documents, mainly composed of
a few words and many figures, were extracted in CSV format from Kaggle datasets [75].



Electronics 2024, 13, 3563 11 of 24

The number of terms (excluding figures) in the extracted documents ranges from 5 to
52 words. Given that two strategies were adopted in the IR system for word vectors and
since Word2Vec requires pre-trained data, it was necessary to split data into a training
set and a testing set. In our context, 70% (~6550) of the extracted datasets were used for
pre-training and 30% (~2800) for testing. The training set is used to train the CBOW model
of Word2Vec, while the testing set is used to evaluate its performance during document
retrieval. We also used this testing set for indexing.

4. Experimental Results

The approach was implemented using the open-source software platform Apache
Lucene (version 9.5). The equipment used for this experimentation was a Core i7 CPU
machine with a 64-bit Windows operating system and 16 GB of RAM. The short documents
downloaded from Kaggle were stored within the Lucene storage system. Lucene uses
index file formats to store document-related indexes using an inverted index structure,
where an index contains a set of documents, each referenced by an integer document
number. Multiple documents can share the same indexes since they may contain similar
terms describing their content. For the generative AI component, the GPT4-o model was
integrated into our Lucene-based experiment platform using a generated API key.

In the following, two types of experimental results are analyzed to evaluate the ap-
proach: indexing results and retrieval results. The indexing results include data related
to the number of indexes generated using our GenAI-based indexing approach. These
results are compared with those obtained from other indexing methods, specifically tradi-
tional indexing and FintoAI-based indexing, which is a specialized indexing tool. In the
retrieval results, the indexes produced by these three approaches are utilized to evaluate
the effectiveness of the generated index terms during document retrieval.

4.1. Indexing Results

Table 3 presents the indexing results using the GenAI-based indexing approach. These
figures are compared with a traditional indexing approach (i.e., without data augmentation
with a generative AI) in Table 4. For 2800 documents, 32,546 index terms (i.e., unique words)
were suggested by GPT-4o, and 33,217 index terms were obtained in total after merge and
filtering with terms directly extracted from the documents. Based on our benchmark, we
chose to let the AI API decide for the number of suggested terms for each document, which
also helped avoid the risk of generating out-of-context terms. This strategy resulted in an
average of 22.41 terms per document.

Table 3. Results of the GenAI-based indexing approach.

Results

Total number of index terms 1 33,217
Number of unique suggested terms (with GPT-4o) 32,546

Average number of suggested terms (with GPT-4o) per document 2 22.41
1 This number refers to all unique terms in the inverted index base. 2 This number includes repeated terms when
they are shared between documents.

Table 4. Results of the traditional indexing approach.

Results

Total number of index terms 1 12,052
Average number of index terms per document 2 10.24

1 This number refers to all unique terms in the inverted index base. 2 this number includes repeated terms when
they are shared between documents.

In contrast, the traditional indexing approach, which relies only on document terms,
produced 12,052 index terms with an average of 10.24 terms per document. Note that the
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number of terms per document may include terms shared between documents, as the terms
selected/suggested for a document can also be relevant for others.

Overall, the GenAI-based approach yielded 175.6% of data augmentation in index
terms compared to the traditional approach.

To further evaluate the GenAI-based indexing approach, we compared its results with
Finto AI, a dedicated automatic indexing tool for subject indexing for textual documents.
Finto AI uses a generic ontology covering multiple knowledge domains. It takes text data
or text file formats as input and provides a list of suggested terms for indexing as output.
However, the tool limits the number of word suggestions to 10, 15, and 20 words. For
this comparison, we chose the maximum number of words for indexing, which is 20. As
shown in Table 5, using Finto AI instead of GPT-4o resulted in 29,814 index terms, and
after merging and filtering with unique terms extracted from the documents, the total
increased to 30,953 index terms. These figures are significant and closely align with the
results obtained from the GenAI-based indexing approach.

Table 5. Results of the FintoAI-based indexing approach.

Results

Total number of index terms 1 30,953
Number of unique suggested terms by FintoAI 29,814
Average number of index terms per document 2 20

1 This number refers to all unique terms in the inverted index base. 2 this number includes repeated terms when
they are shared between documents.

4.2. Retrieval Results

To assess the effectiveness of the resulting indexes on document retrieval, we con-
ducted experiments with traditional word vectors and with dense vectors using the CBOW
model of Word2Vec [76], which was trained on the preprocessed training set to create word
embeddings. The resulting index terms from the three indexing approaches—GenAI-based,
FintoAI-based, and traditional—were used separately in the retrieval process for compari-
son purposes. We executed 18 queries across three themes: finance, COVID-19, and sports,
with 6 queries related to each theme from the dataset. The retrieval results were evaluated
using traditional IR metrics: precision (Equation (2)), recall (Equation (3)), and F1 score
(Equation (4)). These metrics are calculated for each query. Tables 6 and 7 summarize
these results, where the average (Av) precision, average recall, and average F1 score of the
18 queries are presented.

precison =
#correctResults

#totalFound
(2)

recall =
#correctResults

#correctResults + #missedResults
(3)

F1 = 2 × precision × recall
precision + recall

(4)

The experimental findings highlight the clear advantages of the GenAI-based indexing
approach over other methods. The index terms generated by this approach significantly
enhanced precision and recall across all queries compared to the traditional approach,
regardless of the retrieval technique used. These results underscore the significant influence
of index terms on document retrieval. Figures 2 and 3 provide detailed retrieval results
by document themes after applying the GenAI-based indexing approach. Figure 2 focuses
on the findings related to the use of traditional BoW vectors, while Figure 3 focuses on the
findings related to the use of word embeddings. We can notice that both strategies produced
almost similar results. The most accurate results were observed in queries related to COVID-
19, primarily because documents in this domain are more specific and share less common
information with documents from other topics. Overall, the use of word embeddings did
not systematically impact the retrieval results. With both retrieval strategies, the precision
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consistently exceeded 0.8, while recall hovered around 0.9. These similarities in the results
confirm the consistency of the index terms used in the GenAI-based indexing approach.

Table 6. Retrieval results of 18 queries using traditional word vectors and index terms resulting from
each indexing approach.

Indexing Approach Av Precision Av Recall Av F1

Traditional 0.556 0.334 0.418
FintoAI-based 0.593 0.582 0.588

GenAI-based (GPT-4o) 0.884 0.928 0.905

Table 7. Retrieval results of 18 queries using word embeddings (Word2Vec) and index terms resulting
from each indexing approach.

Indexing Approach Av Precision Av Recall Av F1

Traditional 0.616 0.445 0.517
FintoAI-based 0.723 0.566 0.635

GenAI-based (GPT-4o) 0.895 0.915 0.905
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indexing approach.

Regarding the traditional indexing approach, its IR results are the least relevant among
the other findings, with an average F1 score of 0.418. This outcome seems expected given
that the documents were indexed using a poor-knowledge indexing approach. The use of
word embeddings had an interesting impact on the retrieval results, with a 23.7% improve-
ment in the average F1 score. This highlights the importance of having a rich document
representation. Additionally, these results demonstrate that using word embeddings with
short documents does not considerably improve their retrieval. Indeed, regardless of
the indexing approach used, the impact of using dense vectors with Word2Vec was less
significant than anticipated, especially with the GenAI-based approach. We can attribute
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this low impact to the specificity and scarcity of terms across documents, beside the lack of
a large pre-trained dataset [77]. Word embeddings techniques require sufficient pre-trained
data to learn word context and be effective. The more a model is pre-trained, the more
significant its impact will be.
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The FintoAI-based approach yielded a substantial number of index terms during the
indexing process, comparable to the GenAI-based approach; however, the retrieval results
were not significantly relevant, and in some cases, the results were irrelevant without the
use of dense vectors. In fact, Finto AI is supported with a general ontology; therefore, using
it as an automatic indexing service does not guarantee the generation of highly relevant
index terms for specific documents. Consequently, these slight results indicate that the
produced index terms with Finto AI are not entirely relevant for every document topic.

After the initial experiments, we added 2200 documents from the training set for indexing
using the GenAI-based indexing approach, bringing the total number of indexed documents
to 5000. Table 8 presents the detailed results of testing the same 18 queries. The resulting
scores of the IR metrics remain consistent and they are comparable to the scores obtained in
the initial tests, with an average F1 score of 0.808 for queries processed with traditional word
vectors, and an average F1 score of 0.836 for queries processed with word embeddings.
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Table 8. Retrieval results of 18 queries on 5000 indexed documents using traditional word vectors
and word embeddings (Word2Vec).

Queries Av Precision Av Recall Av F1

Finance-related queries 0.770 0.818 0.792
COVID-19-related queries 0.837 0.853 0.844

Sports-related queries 0.791 0.786 0.788

Finance-related queries using word embeddings 0.855 0.805 0.828
COVID-19-related queries using word embeddings 0.861 0.879 0.870

Sports-related queries using word embeddings 0.813 0.811 0.811

5. Discussion

This study aimed to test the hypothesis that augmenting document index terms with
LLM-generated terms can improve the retrieval accuracy of short documents. The experi-
mental results demonstrated that the GenAI-based indexing approach yielded an average
of 22.41 index terms per document, significantly more than the 10.24 index terms produced
by the traditional indexing approach. Overall, our approach generated 33,217 index terms,
FintoAI-based indexing produced 30,953, and the traditional approach produced 12,052.
These initial findings suggest that AI techniques can substantially increase the number
of index terms. However, although both GenAI and FintoAI approaches produced more
terms than the traditional approach, these results does not mean that the generated terms
are consistently valuable for enhancing document retrieval. Thus, the retrieval experi-
ments aimed to verify the effectiveness of the produced index terms. With both retrieval
strategies—traditional term vectors and word embedding vectors –, the index terms from
the GenAI-based indexing approach achieved a consistent average F1 score of 0.905. In com-
parison, the FintoAI-based indexing approach resulted in an average F1 score of 0.588 with
traditional term vectors, which improved to 0.635 with word embeddings. The high F1
score obtained with the GenAI-based indexing indicates the superior relevance of the terms
produced by our approach compared to those from the FintoAI-based indexing. The addi-
tional experiments, which involved indexing 5000 short documents using the GenAI-based
indexing approach, also demonstrated consistently significant results. Queries processed
with traditional word vectors yielded an average F1 score of 0.808, and those processed
with word embeddings achieved an average F1 score of 0.836. These findings support
the validity of our research hypothesis, confirming that the LLM-generated terms, used
to augment traditional indexing, provide significant improvements in document retrieval.
The validation of this hypothesis suggests that GPT-4o is well-suited for capturing signifi-
cant terms from short texts, even within specific knowledge domains. With its extensive
pre-training on large datasets, GPT-4o can identify terms that are commonly and frequently
used in a given information context, making them relevant for indexing and retrieval.
Recent studies [16,17] that have attempted to improve the indexing task in IR systems using
weighted schemes supported with ontologies and machine learning have seen improve-
ments in document retrieval accuracy of around 30%. In contrast, our approach achieved
over a 75% improvement with both retrieval strategies—traditional term vectors and word
embedding vectors. Nevertheless, it is important to note that this effectiveness depends on
the GPT model maintaining up-to-date data. This limitation represents a key constraint of
this study.

Ultimately, the findings from the experimentation validate the research hypothesis by
demonstrating the capability of generative AI, particularly GPT-4o, to identify relevant key
terms from texts that extend beyond those present in the documents themselves. This capa-
bility highlights GPT-4o as a practical solution for enhancing traditional indexing methods,
especially when documents have limited textual content. By generating additional terms,
generative AI can significantly improve IR systems by providing more comprehensive in-
dex terms. Furthermore, this data augmentation approach in indexing can address the gaps
left by the absence of domain ontologies and thesauri, which are essential for improving
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IR tasks in specific fields, as generative AI can produce additional terms contextualizing
document content.

6. Conclusions

This paper studied a new approach to document indexing by leveraging LLMs like
the GPT-4o model. The approach is specifically dedicated to short documents characterized
by extensive figures and limited textual content, including domain-specific terms. Such
documents present challenges in IR systems, from the indexing process to retrieval. While
most IR-related studies focus on document retrieval techniques, this study focuses on
the indexing process, arguing that effective indexing can significantly improve document
retrieval. Applying generative AI in short-document indexing aims to bridge the infor-
mation gap in document content by providing new index terms to each short document
to be indexed. The first results of this study confirm the efficacy of using generative AI,
particularly GPT-4o, one of the most advanced pre-trained models available. Furthermore,
this experimentation demonstrated that it is possible to achieve significant advancements
in IR tasks without relying on domain-specific ontologies and thesauri. The main limitation
of this work is that LLMs are relatively recent technologies, and their features are still
evolving along with their accessibility. These constraints can affect their sustainability
when integrated into specific systems. Additionally, the cutoff knowledge of LLMs is a
concern, as it is decisive to use the most up-to-date versions to ensure accuracy. Due to these
limitations, our approach does not rely entirely on generative AI. Nevertheless, when a
quick and easy-to-implement solution is needed, particularly for short-document retrieval,
generative AI can be a practical means to support the indexing task, as demonstrated in
this study.

Today, there is growing interest in using generative AI capabilities in specific research
fields such as text classification and sentiment analysis [62,63]. This study reveals another
interesting use of this technology to enhance IR systems. Based on our findings, future
work will focus on two directions. The first is to explore the use of generative AI in
short-document classification, with the aim of leveraging the resulting classifications to
recommend documents with similar topics during retrieval tasks in IR systems. The second
direction will focus on testing our GenAI-based indexing concept on domain-specific long
documents to capture key concepts relevant for representing document topics in indexing.
This approach could be particularly valuable in scientific literature [26], where identifying
pertinent terms can be challenging, even when using term weighting schemes.
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Appendix E

Table A1. List of MDPI abstracts used in the Benchmark of generative AI tools.

Field Number of Words Link

Electronics 132 “https://www.mdpi.com/2079-9292/12/6/1507
(accessed on 10 June 2024)”

Electronics 184 “https://www.mdpi.com/2079-9292/12/6/1505
(accessed on 10 June 2024)”

Electronics 223 “https://www.mdpi.com/2079-9292/12/6/1502
(accessed on 10 June 2024)”

Electronics 200 “https://www.mdpi.com/2079-9292/12/5/1262
(accessed on 10 June 2024)”

Electronics 219 “https://www.mdpi.com/2079-9292/12/5/1247
(accessed on 10 June 2024)”

Biomedicines 140 “https://www.mdpi.com/2227-9059/11/1/211
(accessed on 10 June 2024)”

Biomedicines 140 “https://www.mdpi.com/2227-9059/11/1/208
(accessed on 10 June 2024)”

Biomedicines 211 “https://www.mdpi.com/2227-9059/11/1/193
(accessed on 10 June 2024)”

Biomedicines 224 “https://www.mdpi.com/2227-9059/11/1/189
(accessed on 10 June 2024)”

Biomedicines 203 “https://www.mdpi.com/2227-9059/11/1/184
(accessed on 10 June 2024)”

Mathematics 214 “https://www.mdpi.com/2227-7390/11/1/254
(accessed on 10 June 2024)”

Mathematics 189 “https://www.mdpi.com/2227-7390/11/1/245
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