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Abstract: Electric thermal storage boilers (ETSBs) are important devices in enhancing the electric–
thermal decoupling ability and spatiotemporal transfer of integrated energy system (IES), which
is beneficial for improving system flexibility and energy utilization efficiency. In order to obtain
more accurate and comprehensive results, a bi-level optimal model is proposed to study the site
selection and capacity configuration of ETSB in IES based on the established mathematical model of
ETSB. The objective of upper-level optimization of the model is obtaining the lowest energy supply
cost when configuring the location and capacity of ETSB, while the lower-level model optimizes the
operation scheduling with the goal of obtaining the lowest operational cost. The mixed-integer linear
programming method and the genetic algorithm method are selected to obtain the optimal model. To
illustrate the effectiveness and advantages of the proposed method, case studies are carried out. The
optimal configuration scheme for an ETSB is obtained by comparing the lowest energy supply cost
under different configuration parameters. Furthermore, the impact of an ETSB on the system is also
analyzed based on the variations in energy balance, abandoned energy, and energy allocation before
and after configuring the ETSB.

Keywords: integrated energy system (IES); bi-level optimal method; capacity configuration; electric
thermal storage boilers

1. Introduction

To achieve its carbon peak and neutrality targets, the active decarbonization of energy
systems has become inevitable in China. To this end, it is vital to promote shifting the
primary energy source from fossil energy to renewable energy. Integrated energy systems,
which seek to realize integrated energy production, distribution, and supply, are considered
as a critical technology for promoting the consumption of renewable energy and have
received widespread attention in the international energy field. However, it is nevertheless
clear that the insufficient flexibility of IES caused by the imbalance of source–load matching
and the volatility of renewable energy limits the development of IES [1]. To address this
issue, IES must be able to further enhance the system’s adaptability and responsiveness to
ensure the reliability of the energy supply.

Utilizing multi-energy coupling to achieve the conversion and complementarity of
different types of energy is one of the key technologies used in IES to improve system
flexibility and energy efficiency. Many scholars have conducted studies on this technology.
Li et al. [2] built a simulation platform based on TRNSYS and Genopt software to deal
with the problem of the coupling relationship between various sections of a system during
the optimization of the regional IES capacity configuration. Lu et al. [3] established a
correlation model of combined cooling, heating, and power coupled multi-energy system
for optimization based on a bi-level model construction method. In ref. [4], a two-stage
mixed-integer linear programming approach for district level multi-energy system planning
was proposed to solve the problem of distributed renewable energy integration. In ref. [5],
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the installation configuration of gas turbines was determined using a multi-objective
optimization model based on an energy hub by comparing the results regarding the
economic, environmental, and energy consumption benefits simultaneously. The electric
boiler (EB), as a typical electric thermal energy coupling device, is one of the main pieces
of equipment used to decouple electric heat and clean energy heating. In recent years,
various scholars have conducted research in this field. Meibom et al. [6] analyzed EB’s
operating characteristics and the economic benefits of introducing EB in three district
heating systems within the North European power system. The results show that this
has significant beneficial effects on the wind power consumption capacity and system
economy. Zhao et al. [7] presented an EB configuration scheme for increasing the electrical
and thermal coupling ability, which could further improve the flexibility of combined heat
and power plant (CHP) with wind power generation systems.

In addition, energy storage technology is another effective way for IES to improve the
stability of energy supply systems, efficiently achieving the spatiotemporal migration of
energy by storing and releasing it. In order to enrich the understanding of the effects of
energy storage technology, Wang et al. [8] summarized the characteristics of multiple energy
storage technologies and evaluated their ability to alleviate fluctuations and uncertainties
in renewable energy. Bazdar et al. [9] presented a comprehensive review of technological
features in compressed air energy storage and analyzed the latter’s role in micro-grids
from the perspectives of integration potential, optimization design, and scheduling. Datta
et al. [10] summarized and discussed the various applications of battery energy storage
system technology, from power conversion systems to hybrid system configurations, in
reducing the adverse impacts of renewable energy. Thermal energy storage enables the
realization of the sustainable and economic operation of electric–heat integrated energy
systems (EH-IES). To study the model theory and devise a configuration method for thermal
storage system (TSS), Ren et al. [11] proposed an integrated optimization framework. Wei
et al. [12] presented a two-stage optimal configuration model for TSS in IES based on
analyzing the complex operational features.

In real projects, ETSB is always used to enhance the flexibility of the system with
the dual function of EB and energy storage technology, converting surplus electricity into
thermal energy and storing it for use in district heating. This is considered to be very
promising for improving the flexibility of electric–thermal energy systems and suppressing
system energy volatility [13]. Rakesh et al. [14] proposed integrating ETSB into the Danish
energy network to increase the flexibility of the demand side of the system and simulated
ETSB model in low-pressure residential buildings to evaluate the utilization potential. Zhao
et al. [15] conducted a techno-economic analysis by comparing the schemes of heat-only
boilers and ETSB for enhancing the flexibility of CHP, and their results indicated that
the net annual revenue of the latter scheme was significantly higher. Based on the active
wind curtailment model of ETSB, Lei et al. [16] proposed a strategy of wind curtailment
and production consumption for a combined heating system using ETSB and a coal-fired
boiler. Liu et al. [17] introduced an optimal economic dispatching model to minimize the
operational cost and improve the energy utilization efficiency of CHPs by using ETSB.

The studies mentioned above have laid the theoretical and model foundations for the
research conducted in this article. However, there are still some issues left unresolved.

(1) It is widely recognized that reasonable planning results are the foundation for
achieving efficient system operation. However, almost all scholars just focus on the op-
erational effect of ETSB on IES and a limited number of studies have been conducted on
scientific planning and optimal configuration.

(2) ETSB includes three parameters: the electrical input power, the thermal output
power, and the thermal storage capacity. Due to the diversity and coupling of energy
supply methods, the operation and analysis of energy flows are complex in IES, meaning
that all three parameters can affect the distribution of the system energy flow in IES during
operation. However, existing studies usually considered only one or two ETSB parameters
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to analyze their effect on IES, which will inevitably lead to deviations in the analyzed
results.

In response to the above problems, a bi-level optimal ETSB configuration method for
electric–thermal IES is proposed in this paper by establishing a refined mathematics model
of ETSB. We analyze the impact of ETSB on the EH-IES, which can enrich the theoretical
study of IES, providing a more reasonable configuration scheme.

The remainder of this paper is organized as follows: the EH-IES model is presented
and the refined mathematics model of ETSB is described in Section 2. Section 3 elaborates
on the bi-level optimal configuration of ETSB. In Section 4, a case study of the optimal
configuration is introduced to validate the effectiveness of the model and analyze the
characteristics of the optimization results.

2. Model of IES
2.1. Typical Physical Architecture of IES

Through the coupling between different energy sources, IES is an integrated system
of production and supply of various forms of energy, proposed to improve the efficiency
and flexibility and increase the consumption of renewable energy. EH-IES can provide
electricity and thermal energy to end users through energy conversion and storage, as
shown in Figure 1.
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Figure 1. Framework diagram of an EH-IES.

As can be seen, some typical energy devices are contained in this system. CHP is
adopted as the main unit of power and heat supply, and wind power (WP) and photovoltaic
(PV) are included as the renewable energy units. These energy devices generate electricity
and thermal energy, which are injected into the power and heating network, respectively,
to meet the demands of power and thermal loads. To suppress the volatility of the source
and load of the system, ETSB is introduced to improve the electric–thermal conversion.

2.2. Mathematical Model of ETSB

The energy conversion process of ETSB is shown in Figure 2. ETSB uses resistance
or electromagnetic heating technology to convert excess electrical energy from the power
network into thermal energy. In addition to meeting the needs of the heating network, the
surplus thermal energy is stored in the TSS. Excess thermal energy from the heating network
can be directly stored in the TSS. Thus, the ETSB can be regarded as an organic combination
of EB and TSS units, which can achieve electric–thermal decoupling and spatiotemporal
transfer [18]. Based on the operation principle of ETSB, the energy conversion process
follows the following formulas.

QE,t + PEB,tηE = Qstore,t + Qout,t (1)

where QE,t is the input surplus thermal energy of the ETSB at time t, PEB,t represents the
input power of the ETSB at time t, ηE is the conversion efficiency of electricity to thermal



Electronics 2024, 13, 3567 4 of 21

energy, Qout,t is the thermal energy discharged by the ETSB at time t, and Qstore,t is the
thermal energy stored by the ETSB at time t, which can be determined by PE,t and Qout,t.
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Moreover, the thermal storage state of ETSB can be expressed as Equation (2). It is
easy to obtain that Qout,t is constrained by the thermal storage capacity of ETSB Qst,ca.

Q′
store,t = Q′

store,t−1(1 − ηs)− Qout,t + PEB,tηE + QE,t (2)

where Q′
store,t−1 and Q′

store,t−1 are the thermal storage states of ETSB at time t and t − 1,
while ηs is the thermal charge efficiency of ETSB.

3. Optimal Configuration Model

It is widely recognized that IES will play a key role in future energy development, and
the planning and configuration of IES is important to optimize system operation. In this
paper, the ETSB sites are selected and their capacity is configured using an existing EH-IES.
These processes are typically carried out during expansion planning.

According to the mathematical description of ETSB mentioned above, it can be seen
that ETSB has dual attributes relating to electricity and thermal energy. Without adding sys-
tem lines or pipelines, the ETSB needs to be configured at the electricity–thermal coupling
node in the IES, that is, at CHP nodes in the IES framework shown in Figure 1.

In the power subsystem, the ETSB acts as a load, while in the heating subsystem,
it is equivalent to a thermal source. Therefore, configuring the ETSB in the existing IES
system can provide the ability to transfer electricity to thermal energy, resulting in the
electric–thermal decoupling effect. When the ETSB supplies thermal energy to the heating
subsystem, consuming some surplus electricity, the energy flows will redistribute in the
system based on the optimal operation. However, the configuration of the ETSB will also
introduce certain system investment costs. Based on this, a bi-level optimal configuration
model is proposed to plan and configure ETSB in EH-IES. The optimal scheme is shown in
Figure 3.

In the upper level, the location selection and capacity configuration of the ETSB can
be determined on the basis of the equipment and energy constraints with the goal of
minimizing the energy supply cost of the system. Then, in the lower level, the energy flow
distribution results of the system can be solved, and the operating status of each node can
be obtained with the goal of obtaining the lowest operational cost. The results of the upper
level will generally affect the objective function and constraints of the lower level, while the
operation results are returned to the upper level, so as to achieve the interaction between
the two levels of decisions. Figure 3 presents the bi-level optimization logic diagram.
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3.1. Capacity Configuration Model of the Upper Level
3.1.1. Objective Function

The configuration of the ETSB in the EH-IES is optimized from the perspective of
achieving optimal economy. The minimum total daily energy supply cost of the system is
taken as the objective function in this study:

minCtotal = Cinv + Cop (3)

where Cinv is the daily cost of ETSB investment and Cop is the operational cost of the system.
The daily investment cost of the ETSB is obtained by averaging the total investment

cost of the ETSB for each operational day by considering the time value of the ETSB.

Cinv = CETSBCRFn/ny (4)

where CETSB is the initial investment cost of the ETSB; ny is the annual number of op-
erational days of the equipment; and CRFn is the capital recovery factor, which can be
calculated as follows [19]:

CRFn =
r(1 + r)n

(1 + r)n − 1
(5)

where r is the discount rate, set as 5% in this paper, while n is the lifetime of the ETSB.
The operational cost of the system Cop mainly includes the energy purchase cost Cop,pr

and the operational maintenance cost Cop,om. It was assumed that the IES runs in island
mode in this paper, so the energy purchase cost only includes gas purchases. Moreover, the
operational maintenance price of devices is calculated as follows:
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Cop = Cop,pr + Cop,om (6)

Cop,pr = ∑
z∈ΩCHP

γgPg,pr,z (7)

Cop,om = ∑
a∈ΩCHP

εCHPPCHP,a + ∑
b∈ΩWP

εWPPWP,b + ∑
c∈ΩPV

εPVPPV,c+ ∑
d∈ΩEBST

εETSBPETSB,d (8)

where PCHP, PWP, PPV, and PETSB, respectively, represent the power of the CHP, WP, PV,
and ETSB; ΩCHP, ΩWP, ΩPV and ΩETSB, respectively, represent the device collection of
the CHP, WP, PV, and ETSB; γg represents the gas purchase price; Pg,pr,z represents the
gas purchase volume of CHP z; and εCHP, εWP, εPV, and εETSB, respectively, represent the
operational maintenance cost related to the power of the device. Generally, the operational
maintenance cost of the devices is mainly based on routine maintenance and annual
overhaul. In this paper, the operational maintenance cost prices of the devices were
determined by establishing the relationship between annual maintenance cost and output
based on empirical data.

3.1.2. Constraint Function

Based on the multiple uncertainties regarding wind power and photovoltaic output,
the constraints of the optimal configuration model of the system are as follows:

(1) Power balance constraints
Power balance refers to the power supply meeting the power demand of the IES. Thus,

the power balance constraints of the system can be described as follows:

PCHP,t + PWP,t + PPV,t − PEB,t = PL,t + PP,loss,t (9)

where PCHP,t is the electrical power generated by the CHP at time t; PEB,t is the electrical
power of the ETSB at time t; PWP,t and PPV,t represent the power output of the WP and PV
at time t; PL,t represents the electrical load of the system at time t; and PP,loss,t represents
the electrical loss of the system at time t.

(2) Thermal balance constraints

QCHP,t + Qout,t + QE,t = QL,t + QH,loss,t (10)

where QCHP,t represents the thermal output of the CHP unit at time t; QL,t represents the
thermal load of the system at time t; and QH,loss,t represents the thermal loss of the system
at time t.

(3) Wind power and photovoltaic unit output constraints

PWP,max ≥ PWP,t ≥ 0 (11)

PPV,max ≥ PPV,t ≥ 0 (12)

where PWP,max and PPV,max represent the maximum output of the WP and PV in period t,
respectively.

(4) ETSB constraints
Through electric–thermal conversion and coupling, the ETSB can achieve peak cutting

and valley filling of the load to reduce energy waste. Its operational state must meet the
following constraints.

(1) Capacity constraints

Based on the abovementioned ETSB model, the thermal storage state of the ETSB
Q′

store,t should be less than its thermal storage capacity Qst,ca at any time.

0 ≤ Q′
store,t ≤ Qst,ca (13)

(2) Charge and discharge constraints
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Restricted by planning solutions, the charge and discharge parameters of the ETSB
must be kept within a certain range.{

0 ≤ PE,t ≤ PE,max
0 ≤ Qout,t ≤ Qout,max

(14)

3.2. Energy Flow Allocation of Lower Level

Obtaining the operating status of system equipment is a prerequisite for conducting
economic analyses. Therefore, the energy distribution results of the system should be
calculated at the lower level of optimal operation.

3.2.1. Objective Function

Taking the lowest operation cost of system as the objective function, we calculate the
system energy flow when configuring the ETSB at different CHP nodes.

minCop = Cop,pr + Cop,om (15)

3.2.2. Constraint Function

(1) Power grid constraints
Power grid constraints mainly include power flow constraints, voltage amplitude

constraints, and line current constraints of the power grid, as follows:

• Power flow constraints

In the operation of the power system, it is necessary to meet power flow constraints.
The DistFlow power flow equation of distribution power networks is used in this study [20].

∑
i∈v(j)

[
Pij −

Pij
2 + Qij

2

Ui
2 · Rij

]
= ∑

l∈u(j)
Pjl + Pj ∀j ∈ ΩN (16)

∑
i∈v(j)

[
Qij −

Pij
2 + Qij

2

Ui
2 · Xij

]
= ∑

l∈u(j)
Qjl + Qj ∀j ∈ ΩN (17)

Uj
2 = Ui

2 − 2(RijPij + XijQij) +
[

Rij
2 + Xij

2
]Pij

2 + Qij
2

Ui
2 ∀ij ∈ ΩL (18)

where u(j) and v(j) are the collection of nodes connected to node j, which are located
downstream/upstream of node j; Pij and Qij are the active power and reactive power
flowing through branch i-j, respectively; Ui and Uj are the voltage amplitude of nodes i and
j in their corresponding discrete states, respectively; Pjl and Qjl are equivalent active and
reactive loads at node j, respectively; Rij and Xij are the resistance and reactance of branch
i-j, respectively; and ΩN and ΩL are the collection of nodes and branches of the system.

• Voltage amplitude constraints

In the operational stage of the IES, the voltage of the power subsystem nodes needs to
meet the following constraints.

Ui
min ≤ Ui,t ≤ Ui

max (19)

• Power line current constraints

Due to the limitations of the line transmission capacity, the branch transmission current
needs to satisfy certain constraints.

Iij
2 =

Pij
2 + Qij

2

Ui
2 ∀ij = ΩL (20)
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∣∣Iij
∣∣ ≤ Iij,max ∀ij ∈ ΩL (21)

• CHP output constraints

Pmax
CHP,i ≥ PCHP,t ≥ Pmin

CHP,i (22)

where Pmax
CHP,i and Pmin

CHP,i are the upper and lower limits of the power output of the CHP
unit, respectively.

(2) Heating network constraints
Based on the quality regulation mode, the following constraints need to be met during

the energy flow calculation process to ensure the safe and stable operation of the heating
network [21].

• Nodal flow rate balance constraints

According to Kirchhoff’s law, the flow rate of hot water entering and exiting nodes in
the supply and return water network must be equal.

∑j∈Spipe+
j

qin
j = ∑j∈Spipe−

j
qout

j (23)

where qin
j and qout

j are the water supply and return flow rate of node j, respectively, while

Spipe+
j and Spipe−

j are the pipe collection of the input and output node j, respectively.

• Nodal thermal balance constraints

The thermal release energy of a node or line is directly proportional to the temperature
and flow rate of hot water passing through it.

Qj = C · qj · (Tin
j − Tout

j ) (24)

where Qj is the thermal release energy of node j; C is the specific heat capacity of water; qj

is the water flow rate of node j; and Tin
j is the water temperature of the input and output

node j.

• Pipeline temperature drop constraints

Ti,end = (Ti,start − Ta)e
−λLi
Cqi (25)

where Ti,start and Ti,end are the input and output temperature of pipeline i, respectively; Ta
is the ambient temperature; qi is the water flow rate of pipeline i; λ is the total heat transfer
coefficient per unit length of pipeline; and Li is the length of pipeline i.

• Nodal temperature constraints

According to the heating requirements, the temperature of the node’s supply and
return water needs to meet the temperature constraints.

Tin,min ≤ Tin
i ≤ Tin,max (26)

Tout,min ≤ Tout
i ≤ Tout,max (27)

where Tin
i and Tout

i are the supply and return water temperature of node i, respectively;
Tin,min and Tin,max are the supply water temperature upper and lower limit of node i,
respectively; and Tin,min and Tin,max are the return water temperature lower and upper
limit of node i, respectively.

• Intersection node temperature constraints
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Water flows through multiple pipelines and enters node k, which can be named the
hydraulic intersection node. The temperature of the water flowing out of node k should
satisfy the following constraints [22].

qout
k Tout

k = ∑n∈Spipe+
k

(qin
n Tin

n ) (28)

where qin
n is the mass flow rate of pipeline n into the hydraulic intersection node k; qout

k is
the output mass flow rate of node k; Tin

n is the input fluid temperature of pipeline n to node
k; Tout

k is the output temperature of node k; Spipe+
k is the pipe collection of the input node k.

3.3. Model Solving Method

In view of the proposed bi-level planning and configuration model of ETSB, the upper
level is a typical mixed-integer linear programming (MILP) problem, while the lower-level
energy flow calculation has nonlinear characteristics. Thus, MILP and the genetic algorithm
(GA) are combined in this study to solve the model [23].

3.3.1. Solution of the Upper Level Based on MILP

The goal of upper-level planning is to obtain the lowest energy supply cost for the
system for different configuration nodes and parameters by solving the MILP process. The
MILP problem presented in this paper can be described as follows:

minCTx

s.t.


Ax ≤ b
Aeq · x = beq
xmin ≤ xi ≤ xmax
xj ∈ {0, 1}

(29)

where CTx is the objective function; A and Aeq are coefficient matrices; b and beq are n-
dimensional coefficient vectors; and xmax and xmin are the upper and lower limits of x,
respectively.

MILP combines the characteristics of linear and integer programming and has been
widely applied in comprehensive energy system planning. Based on MILP, the upper-level
planning process is as follows:

(1) Step 1: Input the device parameters, load data, WP–PV power, and fuel price as initial
data into the optimization model.

(2) Step 2: Define the output of all the devices of EH-IES as decision variables.
(3) Step 3: Set the objective function based on Equations (3)–(8) and set constraints based

on results transferred from the lower level and Equations (9)–(14).
(4) Step 4: Use the Cplex solver to solve the above optimization problem and obtain the

configuration result.

3.3.2. Solution of the Lower Level Based on the GA

The characteristics of the multi-energy coupling of IES make its energy flow equation
high-dimensional and strongly nonlinear. This also means that optimization problems con-
taining multi-energy flow equations are essentially nonconvex and nonlinear optimization
problems, which are difficult and time-consuming to solve directly. The GA has a good
global search performance in solving nonlinear problems, so it is used to solve the optimal
energy flow problem in the lower level. The calculation process is shown in Figure 4.

Based on the GA, the process of lower-level optimization is as follows:

(1) Step 1: Input and initialize the system parameters based on the original parameters
and the configuring results of the upper level.

(2) Step 2: Generate the initial population and set the corresponding population size. In
this paper, the initial population size is 400, the number of iteration steps is 100, the
crossover rate is 0.85, and the mutation rate is 0.1.
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(3) Step 3: Evaluate the fitness of the population and generate a new population through
selection, crossover, and mutation.

(4) Step 4: Select two individuals from the parent generation for crossover mutation and
add the generated new individuals to the population.

(5) Step 5: Obtain the optimal solution by selecting the individual with the highest fitness
during the calculation process and output the result.
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4. Case Study

Taking an EH-IES at an industrial park in Ordos, China, as an example, the effective-
ness of the proposed method was evaluated through analyzing the operational status of
the EH-IES after configuring the ETSB. The original EH-IES without an ETSB is composed
of both a nine-node electrical subsystem and an eight-node heating subsystem, containing
two CHP units and one WP–PV joint output node, whose topology is shown in Figure 5.
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It should be noted that the two CHP units in this system are a gas turbine unit (CHP
1) and an extraction condensing unit (CHP 2). Therefore, the relationship between the
electrical and thermal energy of the two CHP units can be described as follows.

(1) Gas turbine CHP unit
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The relationship between electrical and thermal energy generation of the gas turbine
CHP unit can be simplified into the following equation. Evidently, this indicates that the
thermal–electrical energy ratio is constant, and it is set to 1.3 in this paper.

λCHP,g =
QCHP,g

PCHP,g
(30)

where λCHP,g is the thermal–electrical energy ratio of the gas turbine CHP unit, while
QCHP,g and PCHP,g are the quantity of thermal and electrical energy generated by the gas
turbine CHP unit, respectively.

(2) Extraction condensing CHP unit

The relationship between electrical and thermal energy generation of the extraction
condensing CHP unit is represented using a feasible region [24]. The area enclosed by
the solid line and the Y-axis of Figure 6 represents the feasible operating region of the
extraction condensing CHP unit used in this case.
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It is clear that the extraction condensing CHP unit has good thermal–electrical regula-
tion performance and can be combined with the gas turbine CHP unit to meet the energy
supply requirements of the EH-IES in island mode.

4.1. Basic Data

Table 1 lists the resistance and reactance of the power subsystem lines, providing basic
parameters for subsequent calculations and the analysis of power flow.

Table 1. The basic parameters of the electrical network.

Number Initial Node Final Node R (ohm) X (ohm)

1 1 6 0.042640 0.0208
2 1 2 0.002624 0.0128
3 2 8 0.003280 0.0160
4 3 8 0.005248 0.0256
5 3 4 0.003772 0.0184
6 4 7 0.002788 0.0136
7 5 7 0.004264 0.0208
8 6 9 0.000800 0.0120

Table 2 lists the pipe length and diameter of the heat subsystem, providing basic
parameters for subsequent calculations and the analysis of thermal energy flow.
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Table 2. The basic parameters of the heat pipeline.

Number Initial Node Final Node Pipe Length (m) Pipe Diameter (mm)

1 8 1 257.6 125
2 1 4 97.5 40
3 1 2 51 40
4 2 5 595 100
5 2 3 271.3 32
6 3 6 235.4 65
7 7 3 177.3 40

Due to the configuration of the ETSB being optimized in an existing EH-IES, the
parameters of the devices in the system (which are listed in Table 3) will have a significant
impact on the calculation results.

Table 3. The basic parameters of the energy devices.

Equipment The Bounds Value (MW) Power Generation
Efficiency

Maintenance
Cost(CNY/kW)

CHP1 0~2.5 0.3 0.025
CHP2 0~1.5 0.25 0.025

WP 0~0.8 - 0.0196
PV 0~0.8 - 0.0235

According to the above mathematical mode, there are two parts to the ETSB, namely
the EB and heat energy storage devices, and the basic parameters of the two parts are listed
in Table 4.

Table 4. The parameters of the ETSB.

Equipment Efficiency Investment
(CNY/kW)

Operation Cost
(CNY/kW)

Lifetime
(Year)

EB 0.9 550 0.04 15
TSS 0.9 300 0.02 15

Typical daily electrical and thermal loads are the foundation for optimizing resource
configuration and improving overall energy supply efficiency. They can also help us to
better understand the peak and off-peak load periods of the system. Due to the fact that
electric and thermal loads are mainly used throughout the year in the industrial park, the
whole year can be divided into the heating period (from 15 October to 15 April) and the
non-heating period (from 16 April to 14 October) to more accurately evaluate the effect of
ETSB in the system. The typical daily electrical and thermal loads of the two periods are
determined by calculating the average value of each time during the corresponding period,
as shown in Figure 7.

As seen in Figure 7, there is a significant increase in electrical load during the non-
heating period compared to the heating period, and the peak–valley difference is not clear.
In the heating period, the thermal load is typically high at night and low during the day,
while the industrial heat demand is relatively stable in the non-heating period.

Additionally, in the planning and analysis process, the typical power output of the
WP and PV is calculated from the average wind speed and solar irradiance at each time
during the corresponding period, as shown in Figure 8.
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4.2. Optimal Configuration Results

To expedite calculation of in this study, Matlab (R2021a) software suites are utilized to
write computational programs based on the above basic data, and the analysis of results is
as follows.

ETSB Parameter Results

The parameters of the maximum input power PE,t, the maximum discharge heat Qout,t,
and the thermal storage capacity of ETSB Qst,ca can not only greatly influence the energy
flow allocation of the EH-IES but also influence the initial investment cost of the ETSB.
When the configuration location of the ETSB is determined, the planning results will display
significant differences due to the differences in these three parameters.

To provide a more detailed description of the changes, the double-layer optimization
model was programmed using MATLAB software and the case solution was completed.
Figure 9 shows the changes in optimal energy supply cost over a whole year, calculated
by the planning model when the ETSB is configured at the CHP 2 node. Moreover, due to
the specification parameters of the actual ETSB being designed in increments of 0.5 MW
per level, the parameters of the ETSB are taken as 0.5 MW, 1.0 MW, 1.5 MW, 2.0 MW, and
2.5 MW.



Electronics 2024, 13, 3567 14 of 21

Electronics 2024, 13, 3567 14 of 22 
 

 

4.2. Optimal Configuration Results 
To expedite calculation of in this study, Matlab (R2021a) software suites are utilized 

to write computational programs based on the above basic data, and the analysis of results 
is as follows. 
4.2.1. ETSB Parameter Results 

The parameters of the maximum input power tEP ,  , the maximum discharge heat 

toutQ , , and the thermal storage capacity of ETSB castQ ,  can not only greatly influence the 
energy flow allocation of the EH-IES but also influence the initial investment cost of the 
ETSB. When the configuration location of the ETSB is determined, the planning results 
will display significant differences due to the differences in these three parameters. 

To provide a more detailed description of the changes, the double-layer optimization 
model was programmed using MATLAB software and the case solution was completed. 
Figure 9 shows the changes in optimal energy supply cost over a whole year, calculated 
by the planning model when the ETSB is configured at the CHP 2 node. Moreover, due to 
the specification parameters of the actual ETSB being designed in increments of 0.5 MW 
per level, the parameters of the ETSB are taken as 0.5 MW, 1.0 MW, 1.5 MW, 2.0 MW, and 
2.5 MW. 

When max,EP  increases, it means that more surplus electricity can be converted to 
heat energy by the ETSB and participates in the heating supply, thereby reducing the sys-
tem’s energy supply cost. But when max,EP  exceeds a certain value, the constraints of in-
vestment and maintenance costs will be further amplified, resulting in an upward trend 
in the system’s energy supply cost. Therefore, the energy supply cost tends to increase 
after a decrease in any one curve in Figure 9, where max,,castQ  and max,outQ  are fixed. The 
same reason can also be used to describe the changes in the energy supply cost with 

max,,castQ . So, for five nodes of fixed max,EP  values in any sub-graph, the energy supply 
cost also displays the tendency to decline at the beginning and rise later. Since there is 
only an impact on the thermal supply of the ETSB, the energy supply cost does not show 
a trend similar to the above two patterns with the increase in max,outQ . However, when 

max,EP   and max,,castQ   are fixed, there still exists an optimal max,outQ   value to make the 
heating supply more reasonable. 

  
(a) (b) 

Electronics 2024, 13, 3567 15 of 22 
 

 

  
(c) (d) 

 
(e) (f) 

Figure 9. The relationship of optimal results and ETSB parameters. (a) 5.0,max =outQ  ; (b) 

0.1max, =outQ ; (c) 5.1max, =outQ ; (d) 0.2max, =outQ ; (e) 5.2max, =outQ ; (f) 0.3max, =outQ . 

When configuring the ETSB at the CHP1 node, the same regulation can be obtained 
through the above calculation and analysis process, which is not described again here. 
Finally, the lowest energy supply cost for a whole year can be obtained by comparing the 
energy supply costs under each condition, and the corresponding configuration result is 
the optimal scheme for the ETSB, which is shown in Table 5. 

Table 5. The optimal scheme of the case. 

Configuration Location PE,t (MW) Qst,ca (MWh) Qout,t (MW) 
Energy Supply Cost 

(CNY) 
CHP 2 1.5 2.0 1.0 19568068 

4.3. Energy Balance Analysis 
To facilitate further analyses and discussions of the effect of the ETSB on the EH-IES, 

the balance in energy supply and demand of the system during a typical day in the non-
heating period and the heating period is shown in Figures 10 and 11, in which the energy 
results of the original scheme (without an ETSB) are also presented for comparison pur-
poses. 

Figure 9. The relationship of optimal results and ETSB parameters. (a) Qout,max = 0.5;
(b) Qout,max = 1.0; (c) Qout,max = 1.5; (d) Qout,max = 2.0; (e) Qout,max = 2.5; (f) Qout,max = 3.0.

When PE,max increases, it means that more surplus electricity can be converted to
heat energy by the ETSB and participates in the heating supply, thereby reducing the
system’s energy supply cost. But when PE,max exceeds a certain value, the constraints of
investment and maintenance costs will be further amplified, resulting in an upward trend
in the system’s energy supply cost. Therefore, the energy supply cost tends to increase after
a decrease in any one curve in Figure 9, where Qst,ca,max and Qout,max are fixed. The same
reason can also be used to describe the changes in the energy supply cost with Qst,ca,max.
So, for five nodes of fixed PE,max values in any sub-graph, the energy supply cost also
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displays the tendency to decline at the beginning and rise later. Since there is only an
impact on the thermal supply of the ETSB, the energy supply cost does not show a trend
similar to the above two patterns with the increase in Qout,max. However, when PE,max and
Qst,ca,max are fixed, there still exists an optimal Qout,max value to make the heating supply
more reasonable.

When configuring the ETSB at the CHP1 node, the same regulation can be obtained
through the above calculation and analysis process, which is not described again here.
Finally, the lowest energy supply cost for a whole year can be obtained by comparing the
energy supply costs under each condition, and the corresponding configuration result is
the optimal scheme for the ETSB, which is shown in Table 5.

Table 5. The optimal scheme of the case.

Configuration Location PE,t (MW) Qst,ca (MWh) Qout,t (MW) Energy Supply
Cost (CNY)

CHP 2 1.5 2.0 1.0 19,568,068

4.3. Energy Balance Analysis

To facilitate further analyses and discussions of the effect of the ETSB on the EH-
IES, the balance in energy supply and demand of the system during a typical day in the
non-heating period and the heating period is shown in Figures 10 and 11, in which the
energy results of the original scheme (without an ETSB) are also presented for comparison
purposes.
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4.3.1. The Power Balance

In Figure 10a,b, the power balance during the non-heating and heating periods in the
original scheme is presented, while Figure 10c,d present the power balance during the
non-heating and heating periods in the optimal scheme, respectively.

In the non-heating period, the power output of both schemes displays identical values
and can meet the load demands. The only difference is that the ETSB absorbs the excess
electricity from the 23rd and 24th hours.

In the heating period, the power output of both schemes can also meet the load
demands. However, the electrical and thermal loads do not match those shown in Figure 6,
meaning that the thermal load is much higher in the heating period. Therefore, when the
thermal load is high in the nighttime, the electrical output also increases accordingly, and
a large amount of surplus electricity is produced. Due to the insufficient flexibility of the
system, the surplus electricity can only be abandoned in the original scheme. Moreover,
a clear reduction in the generation of electricity in the original scheme can be observed,
especially during the daytime. More generated electricity means more surplus electricity.
However, based on the electrical–thermal energy conversion characteristics of the ETSB in
the optimal scheme, the surplus electrical energy can be converted into thermal energy to
power heating or stored in the TSS during the low-electrical-load period. Therefore, the
calculation results indicate that about 55.9 MWh of electrical energy is generated during
a typical day in the heating period in the original scheme, while in the optimal scheme,
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the generated quantity increases to about 71.6 MWh, with about 26.8% or 19.6 MWh being
consumed by the ETSB, effectively increasing the flexibility of system regulation.

4.3.2. The Thermal Balance

In Figure 11a,b, the thermal balance during the non-heating and heating periods in
the original scheme is presented, while Figure 11c,d present the power balance during the
non-heating and heating periods in the optimal scheme, respectively.

In the non-heating period, the total thermal generation of the two CHP units reaches
51.4 MWh, with 35.0 MWh being generated by CHP 1 and 16.4 MWh being generated by
CHP 2. Meanwhile, the total thermal energy generation of the system drops to 45.4 MWh
in the optimal scheme, with 38.5 MWh being generated by CHP 1 and 6.4 MWh being
generated by CHP 2. Although the ETSB serves as a heat source, the amount of surplus
energy is relatively small, so its utilization rate is not high. The thermal output of the ETSB
is only 2.0 MW.

In the heating period, the total thermal generation of the original scheme increases to
81.7 MWh to satisfy the load, with 32.5 MWh generated by CHP 1 and 49.2 MWh generated
by CHP 2. In addition to heating by two CHP units, the ETSB is also added as a heat source
in the optimal scheme. A total of 79.4 MWh of thermal energy is generated during a typical
day, with 37.9 MWh being generated by CHP 1 and 24.3 MWh being generated by CHP
2. Additionally, the ETSB plays an important role in the thermal supply process of the
system as the third heat source, with the thermal output being 17.1 MWh, accounting for
21.5% of the total thermal generation, which reflects the energy spatiotemporal transfer
characteristics of the ETSB.

The phenomenon of thermal abandonment only occurs in the original scheme, and
the extent is low. Furthermore, it can be noted that the amount of surplus thermal energy is
much less than the amount of surplus electricity, as shown in Figure 11. Combining this
result with the fact that thermal load is much higher than the electrical load, as seen in
Figure 6, the power abandonment phenomenon is not flexible, while the thermal energy
demand is met, leading to a higher electricity output.

Additionally, due to the low thermal load during the non-heating season, there is a
surplus of thermal energy generated by the system at the 2nd, 3rd, 14th, 15th, and 22nd
hour. Meanwhile, because of the higher thermal load in the heating period, the surplus
energy is all electricity. Thus, the phenomenon of surplus thermal energy being stored only
appears in the results in Figure 11c.

4.4. Abandoned Energy Statistics and Analysis

The reason for energy abandonment is the strong coupling between electrical and
thermal energy, which results in insufficient flexibility in system regulation. The ETSB
can alleviate and improve the problem through electrical to thermal energy conversion
technology and heat energy storage technology. To further illustrate the role of the ETSB in
reducing power abandonment, Figure 12 shows the quantity of energy abandoned in the
original scheme.

As shown in Figure 12, approximately 2.3 MWh of energy is abandoned during a
typical day in the non-heating period, of which the majority is thermal energy, accounting
for 92.2% of the total abandoned energy. Meanwhile, in the heating period, a total of
14.9 MWh of energy is abandoned within a day, comprising 5.6 MWh of thermal energy
and 9.3 MWh of electricity. Moreover, it is obvious that the phenomenon of electricity
abandonment occurs at the 10th, 11th, and 16–19th hours, corresponding to the low-
electrical-load periods within a day.

Electric–thermal decoupling is achieved and energy is spatiotemporally transferred
by configuring the ETSB in the system. Therefore, due to the improved adjustment flexi-
bility of the system after configuring the ETSB, the phenomenon of energy abandonment
is eliminated.
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4.5. Energy Storage of ETSB

In addition to the ability to convert electrical energy to thermal energy, ETSB also has
the function of storing thermal energy. Figure 13 shows the thermal storage state of the
ETSB in the optimal scheme.
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In Figure 13, it can be seen that the ETSB plays a significant role in heat storage
both during the heating and non-heating periods. In the non-heating period, there are
three obvious peaks in the amount of thermal energy stored in the ETSB, appearing at
the 3rd, 15th, and 22nd hour, with the thermal energy capacity of 0.9 MWh and 0.8 MWh,
corresponding to the time at which surplus thermal energy is present. In the heating period,
due to the large amount of surplus electricity, the ETSB’s participation in electric–thermal
energy conversion and heating becomes more frequent. Therefore, the thermal storage
states are maintained at a high level throughout the day. The highest thermal storage
capacity reaches 1.6 MWh at the 15th hour.

4.6. The Energy Flow Allocation Analysis

One of the methods to implement the above functions of the ETSB is to change the
energy flow allocation of the system. Contrastive analysis of the variation in energy
flow allocation after configuring the ETSB in EH-IES is helpful to understand this effect.
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Figure 14 shows the energy flow allocation of the energy lines of the system at the 8th hour
of the heating period in the optimal and original schemes [25].
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As shown in Figure 14, about 0.64 MW of electricity generated by CHP 2 is abandoned
in the original scheme because it is the balance node of the system. But after configuring the
ETSB in the system, it consumes about 0.45 MW of surplus electricity in this hour, which
causes the electrical output of CHP 1 and CHP 2 to change from 1.32 MW and 0.41 MW
to 1.61 MW and 0.58 MW, respectively. Subsequently, the electrical allocation of the entire
subsystem’s lines varies, not only referring to the values, but also indicating the direction
of the power flow, such as the power line between Nodes 2 and 8.

On the other hand, the thermal output of CHP 1 and CHP 2 also changes from 1.72 MW
and 1.89 MW to 2.09 MW and 1.05 MW, respectively, after configuring the ETSB due to
the coupling of electricity and heat of CHP units. Correspondingly, the thermal energy
flow allocations of each pipeline change, with the pipeline between nodes 1 and 2 being
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particularly representative, with its thermal energy flow value changing from 0.08 MW to
0.3 MW and its direction being reversed.

5. Conclusions and Future Work

In this paper, an ETSB is introduced into an EH-IES to further enhance system flexibility
and ensure the reliability of the energy supply, and a bi-level optimal configuration model
based on the established model of ETSB is proposed. An example EH-IES is simulated to
obtain the optimal planning and configuration of ETSB. By comparing the operation results
of the original scheme and the scheme after configuring the ETSB, the impact of the ETSB
is analyzed, and the effectiveness of the proposed planning scheme is verified. According
to the simulation results, the following conclusions are obtained:

(1) The energy supply cost of the EH-IES is closely linked to the selection of the ETSB
parameters, namely PE,t, Qout,t, and Qst,ca.

(2) The lack of flexibility in the original scheme is the main reason for energy abandon-
ment. After the ETSB is optimally configured, the flexibility of system regulation is
greatly increased and the phenomenon of energy abandonment is eliminated.

(3) The main method through which ETSB improves system flexibility is to redistribute
energy within the system by increasing the electric–thermal decoupling ability and
energy spatiotemporal transfer, thus optimizing the electrical/thermal source output
and energy flow distribution.

Research into the optimal configuration of ETSB in EH-IES was conducted, and the
relevant system energy flow allocation has been included in the analysis. However, the
data description process is at a relatively early stage and does not consider the amount of
carbon emissions. In future work, we plan to introduce energy and carbon flow tracking
methods to thoroughly analyze the impact of ETSB on IES energy and carbon flows to
further analyze their role in reducing carbon emissions.
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