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Abstract

:

Multilingual large language models (MLLMs) have demonstrated remarkable performance across a wide range of cross-lingual Natural Language Processing (NLP) tasks. The emergence of MLLMs made it possible to achieve knowledge transfer from high-resource to low-resource languages. Several MLLMs have been released for cross-lingual transfer tasks. However, no systematic evaluation comparing all models for Arabic cross-lingual Named-Entity Recognition (NER) is available. This paper presents a benchmark evaluation to empirically investigate the performance of the state-of-the-art multilingual large language models for Arabic cross-lingual NER. Furthermore, we investigated the performance of different MLLMs adaptation methods to better model the Arabic language. An error analysis of the different adaptation methods is presented. Our experimental results indicate that GigaBERT outperforms other models for Arabic cross-lingual NER, while language-adaptive pre-training (LAPT) proves to be the most effective adaptation method across all datasets. Our findings highlight the importance of incorporating language-specific knowledge to enhance the performance in distant language pairs like English and Arabic.
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1. Introduction


Named-Entity Recognition (NER) is the task of identifying and classifying named entities into predefined categories. NER is a key component in text processing and information extraction. NER-supervised models require sufficient annotated data for downstream tasks. However, manually annotating a large quantity of data for every language can be extremely costly. A viable solution to the annotated data scarcity problem is cross-lingual transfer.



Cross-lingual transfer is a form of transfer learning that is concerned with maximizing the performance of the target language. Cross-lingual transfer allows leveraging annotated data from resource-rich languages to improve performance on low-resource languages to overcome the lack of labeled data in the target languages. Cross-lingual transfer learning is like domain adaptation; the domains, in this case, are different languages.



Multilingual large language models (MLLMs) have recently become a default paradigm for cross-lingual transfer of natural language processing models. By training language models on multiple languages, the models can learn general features that are applicable across languages. This helps in improving the model’s ability to generalize to new, unseen, or limited languages. MLLMs fine-tuned in one source language can be directly used for inference on a different target language for specific tasks, without requiring any labeled data in that target language (i.e., zero-shot approach). Overall, utilizing cross-lingual transfer can address labeled data scarcity, enhance model generalization, optimize resource utilization, and improve the performance across different languages.



Recently, several MLLMs have been released, like mBERT [1], XLM-RoBERTa [2], and mT5 [3]. Existing works on cross-lingual NER have mainly focused on similar languages, e.g., transferring from English to Latin languages: German or Spanish [4,5]. However, there is a lack of comprehensive study for Arabic cross-lingual NER that compares the performances of recent state-of-the-art multilingual models on the different datasets to understand their limitations.



Arabic is a rich morphological language with different morphology, syntax, and structure from English. Arabic usually uses a Verb–Subject–Object (VSO) word order, while English uses the Subject–Verb–Object (SVO) word order. Moreover, there is no lexical overlap between English and Arabic, which makes cross-lingual NLP tasks challenging. Transferring between distant languages like English and Arabic poses specific challenges. Piers et al. [6] studied the cross-lingual performance of multilingual BERT (mBERT) for 16 languages, including Arabic, on different tasks and showed that transfer works best for typologically similar languages. The multilingual representation of mBERT failed to learn systematic transformations to accommodate a target language with different word order.



In this study, we thereby examine the following research questions:




	
RQ-1: What are the performances of the existing state-of-the-art multilingual language models on Arabic cross-lingual NER? Which model performs better and on which dataset?



	
RQ-2: How can we optimally adapt multilingual models to improve the cross-lingual zero-shot performance? And which adaptation methods work best for Arabic NER?








To answer the above questions, we perform the following main contributions:




	
Present a systematic benchmark evaluation of the existing state-of-the-art multilingual large language models (MLLMs) to evaluate their effectiveness in cross-lingual NER transfer for the Arabic language.



	
Compare the performance of language adaptation methods for Arabic, including language-adaptive pre-training (LAPT) [7], incorporating parallel data into the pre-training [8] and injecting adapters instead of full fine-tuning [9,10].



	
Assess the role of language-specific preprocessing by injecting a layer of Arabic-specific morphological tokenizer [11] into the multilingual language models and analyze its influence on the cross-lingual transfer performance.



	
Perform a detailed error analysis across different models to identify and understand the specific challenges and limitations of each approach.








In this study, we choose English as the source language, as it is the highest resource language available for most NLP tasks and has been used as a source of transfer in popular multilingual benchmarks like XTREME [12] and XGLUE [13]. We conducted our study on different NER datasets: the CoNLL2003 English dataset [14], the ANERCorp Arabic dataset [15], the CLEANANERCorp Arabic dataset [16], and the multilingual NER dataset WikiANN [17,18]. To the best of our knowledge, we are the first to conduct in-depth experiments and analyses of multilingual language models for English–Arabic cross-lingual NER task transfer.



The rest of this paper is organized as follows: Section 2 presents background information about the challenges of Arabic NER, the concept of cross-lingual transfer, multilingual language models and their language adaptation methods, the NER datasets, and highlights the related works of cross-lingual NER. Section 3 elaborates on experimental setups, including the methodology used in the research. Section 4 analyzes the experimental results. Section 5 presents the error analysis of the results. Finally, the conclusion and future work are drawn in Section 6.




2. Background


This section introduces background information about the challenges of Arabic NER, the concept of cross-lingual transfer learning, the multilingual language models, language models adaptation methods, NER datasets, and the related work.



2.1. Challenges of Arabic NER


Arabic belongs to the Afro-Asiatic language family and is the most widely spoken Semitic language, with around 400 million native speakers [19]. Arabic imposes many challenges for NLP tasks in general and for NER in particular [20,21]. These challenges include the following:




	
Absence of capital letters: The English language has a special orthogonal feature for named entities, which is capital letters distinguishing them from other words. The lack of capitalization in Arabic increases the ambiguity both in the recognition and categorization of the named entities. For example, the word (“Apple”) in English may refer to the fruit name or the company name. This ambiguity could be resolved by the existence of a capital letter. However, in Arabic, the word (“أحمد”) may refer to a person’s name or a verb, but there are no orthogonal differences between them. Therefore, analyzing the context of the sentence helps distinguish the named entity from other words.



	
Morphological complexity: Arabic is a highly inflectional language with rich morphology. Named entities can have various prefixes, suffixes, and infixes that change their forms. For example, the Arabic named entity (“البريطانيين”) (“British”) is attached with (“ال”) (definite article) and (“ين”) plural suffix to form a noun phrase (“the British”). In order to recognize and categorize such entities, a language-specific morphological tokenizer should be utilized to remove the suffix and prefix, which are anticipated highly in Arabic NER.



	
Named-entity ambiguity: Some names can also be common nouns, verbs, or adjectives, leading to ambiguities. For example, (“حمد”) (“Hamad”) is a person’s name but also comes as a verb. Arabic names are sometimes indistinguishable from verbs, which might cause ambiguity. Likewise, Arabic names that are derived from adjectives are usually ambiguous, which causes a significant challenge for some Arabic NLP applications. For example, the name (“كريم”), which means (“generous”), can be a person’s name or an adjective.



	
Lack of standardized spelling: There is often no consistent way to spell names, particularly when transliterating from other languages. This inconsistency causes difficulties in identifying and normalizing named entities. For example, the transliterating of (“Google”) into Arabic produces variant forms such as “قوقل“, “جوجل”, or “غوغل”. The reason behind this variation is that Arabic has a greater number of pronunciation sounds compared to English, which might potentially result in a higher number of variations in named entities, leading to ambiguity or errors.



	
Absence of diacritics: The Arabic language uses diacritics or short vowels to encode phonetic information. Diacritics are crucial in resolving ambiguity in named entities, as they help to distinguish between words of similar spelling but different meanings. However, modern Arabic text is un-diacritized, which causes ambiguity in NER systems. For example, the word (“هيّا”) is a verb that means (“Let’s go”), while the same spelling but without diacritics could refer to a person’s name (“هيا”), in English (“Haya”).









2.2. Cross-Lingual Transfer Learning


Supervised learning requires a sufficient number of labeled data for every new setting, whether for a new task, domain, or language. In contrast, transfer learning (TL) is a machine-learning approach where a model developed for a particular task, domain, or language is reused as the starting point for a model on another task, domain, or language. This approach leverages the knowledge gained from the first task to improve learning efficiency and performance on the second task. Those can significantly reduce training time and improve model performance, making it a powerful tool in the field of machine learning. Transfer learning has been categorized into two subcategories [22], depending on whether the source and the target tasks are equal or not: Transudative and Inductive transfer learning. Transudative is transferring between the same tasks, while inductive is transferring between different tasks. If two tasks differ and they are learned in sequential order, it is called Sequential Learning. If the two tasks differ and are learned simultaneously, it is called Multi-task Learning. Conversely, if two tasks are the same and have different domains, this is called Domain Adaptation, and if they have different languages, this is called Cross-lingual transfer learning. Figure 1 shows the taxonomy of transfer learning.



Recently, with the emergence of multilingual pre-trained language models [1,2,3], fine-tuning multilingual language models have become the default paradigm for cross-lingual transfer. In cross-lingual transfer, we fine-tune a pre-trained multilingual language model for a downstream task using labeled data in language A for a specific task. Then, we test the fine-tuned model on language B to evaluate the cross-lingual transfer performance without seeing any labeled data from the target language B. This is known as zero-shot cross-lingual transfer. This enables the transfer of NLP tasks from high-resource languages to low-resource ones. MLLMs have demonstrated their ability for zero-shot cross-lingual transfer in previous works [6,23,24].




2.3. Multilingual Language Models


Pre-trained multilingual language models have demonstrated significant success across a wide range of cross-lingual NLP tasks in various languages. However, selecting the most suitable model for a specific language and task is challenging due to differences in model design, training objectives, training data size, tokenization, and vocabulary size. Despite fine-tuning being the common approach to choosing the best-performing pre-trained model for a specific task, we have selected the most widely used MLLMs (As of August 2024, XLM-R base and large has 17.5 and 10.5 million downloads, respectively, per month on the HuggingFace Hub; mBERT has 3.3 million downloads; and GigaBERT has 114 downloads, which is the highest English–Arabic bilingual model downloaded.) that cover English and Arabic for our investigation:




	
mBERT (Multilingual BERT) [1] is a multilingual version of BERT trained on Wikipedia in 104 languages, with a masked language model and next-sentence prediction objectives.



	
XLM-R (Cross-lingual Language Model-RoBERTa) [2] is a RoBERTa [25] version of XLM [26], which functions without using a translation language model in pre-training. It is trained on 100 languages, using a multilingual corpus from Common Craw, and has become the new state of the art on cross-lingual tasks. It utilizes the SentencePiece tokenizer, which allows it to handle languages without clear whitespace delimiters effectively.



	
XLM-V [27] follows the same approach as XLM-R, with an increased vocabulary capacity, a 1 M token vocabulary.



	
GigaBERT [28] is a bilingual English–Arabic BERT model that outperforms other multilingual models in zero-shot transfer from English to Arabic. GigaBERT is trained on the Arabic and English Gigaword corpora, Arabic and English Wikipedia, and the OSCAR corpus.








Table 1 presents a high-level comparison of the multilingual language models.




2.4. Language Models Adaptation Methods


To specialize a pre-train language model to a given target language, different methods have been widely used:



2.4.1. Language-Adaptive Pre-Training (LAPT)


Similar to domain adaptation, the general-purpose pre-trained language model is adapted to a specialized domain [29,30]. LAPT, or target-language adaptation, is an approach to specialize a multilingual pre-trained language model for a target language. LAPT is conducted by fine-tuning a pre-trained multilingual language model via the masked language model (MLM) on unlabeled data of the target language. This helps the model to adjust its weights to better understand the context and suit the language-specific features. The approach proved to lead to improvements on downstream tasks on that target language [7,31,32,33]. Figure 2 shows the process of language-adaptive pre-training.




2.4.2. Adapters


Fine-tuning large pre-trained models is an effective transfer-learning approach, but it still is parameter-inefficient. Full fine-tuning involves updating all the parameters of the pre-trained language model, which is time-consuming and computationally expensive for large language models. To address this challenge, Parameter-Efficient Fine-Tuning (PEFT) has emerged as an efficient approach to decrease the computational cost of full fine-tuning. The adapter [9,34,35] is one of the PEFT methods used to specialize a pre-trained encoder in new domains or languages. Adapters are compact and extensible modules injected at every layer of the transformer. These modules are trainable parameters per task or language, while the original model parameters are frozen.



The bottleneck adapters proposed by [9,10] introduced bottleneck feed-forward layers in each layer of a transformer model. The bottleneck adapter consists of a down-projection   D   ∈   R   d × h    , where   h   is the hidden size of the transformer model, and   d   is the dimension of the adapter, followed by a ReLU activation and an up-projection   U ∈   R   d × h     at every layer   l  :


  A     h   l   ,   r   l     =   U   l     R e L U   D     h   l         +   r   l    



(1)




where     h   l     and     r   l     are the transformer-hidden state and the residual at layer   l  , respectively. The residual connection     r   l     is the output of the transformer’s feed-forward layer, whereas     h   l     is the output of the subsequent layer normalization.



Adapters have different configurations depending on the location of the adapter in the transformer block. Ref. [9] places adapter layers after both the multi-head attention and feed-forward block, while [10] places an adapter layer only after the feed-forward block in each transformer layer. Ref. [36] introduces parallel adapters, which place adapter layers parallel to the original transformer layers.



The MAD-X [10] proposes language adapters to learn language-specific transformations. Language adapters are bottleneck adapters with an extra invertible adapter layer after the language-model-embedding layer. Language adapters are trained for each language, including English, using masked language modeling (MLM) objectives on monolingual corpora. Then, a language adapter can be stacked before a task adapter for training on a downstream task. For zero-shot cross-lingual transfer, the English adapter is switched with the target language adapter, and the model is subsequently evaluated. MAD-X outperforms the state-of-the-art models in cross-lingual transfer across a representative set of typologically diverse languages on named-entity recognition.




2.4.3. Language-Specific Preprocessing


Languages have varying linguistic properties, morphologies, and syntaxes and require special handling for tokenization, stemming, and normalization due to those differences. Sub-word tokenization methods commonly used in pre-trained language models are sub-optimal at handling morphologically rich languages and can produce poor segmentations for languages with a rich morphology. Adding a language-specific preprocessing layer that is morphology-aware can make the tokenization algorithm more robust to deal with inaccurate segmentations. Monolingual language models [37,38] use a language-specific tokenizer to better represent the word and improve the performance of transformer models. However, multilingual pre-trained language models like mBERT and XLM-R use the same tokenizer for all languages during pre-training and do not consider language-specific features that harm the cross-lingual transfer performance [39].



The Arabic language encodes a large amount of information in its morphology and word structure due to various attachable clitics. Previous works [40,41] have defined four classes of clitics: conjunction proclitic (cnj+), particle proclitic (prt+), definite article (art+), and pronominal enclitic (+pro). The sentence below shows the cliticization in a strict order to a word base:


[cnj+ [prt+ [art+ Word_Base +pro]]]



(2)







Table 2 shows the different classes of clitics.



Arabic morphological tokenizers like MADAMIRA [42], Farasa [43], and CAMeL Tools [11] use different tokenization schemas to segment the words into the base form. Several orthographic and morphological adjustment rules are applied to the word to change it back to the base form according to each scheme. Table 3 shows some of the existing tokenization schemas [41] from the literature, ranging from coarse to fine schemas. The sub-word tokenization schemes break the words into smaller units. They can significantly reduce the vocabulary size, as it includes common sub-word units rather than all possible word forms. This helps the model generalize better, handle unseen named entities more effectively, and reduce the Out-of-Vocabulary (OOV) word rate.



The CAMeL tool’s morphological tokenizer implemented three tokenization schemes discussed in the literature: the Penn Arabic Treebank ATB [44], D3 [45], and Buckwalter tag tokenization BW [46]. Table 4 presents an example of a sentence processed using CAMeL Tool’s morphological tokenizer. We will investigate the performance of incorporating all the three schemes of CAMeL morphological tokenizers: ATB, D3, and WB, to assess their effect on the cross-lingual ability of multilingual language models for the NER task.





2.5. NER Datasets


This section briefly presents the NER datasets used to fine-tune multilingual language models and evaluate the models considered in this benchmark:




	
CoNLL-2002/2003 [14,47] is a named-entity recognition dataset released as a part of the CoNLL-2003 shared task. It covers four languages (English, German, Dutch, Spanish) from the news domain annotated with four entity tags: LOC (location), PER (person), and ORG (organization), MISC (miscellaneous). The corpus consists of Reuters news stories from August 1996 to August 1997. MUC-6 annotation scheme and IOB tagging are followed. Words tagged with nine classes: B-PER, I-PER, B-LOC, I-LOC, B-ORG, I-ORG, B-MISC, I-MISC, and O, which denotes other words that are not named entities.



	
ANERCorp [15] is one of the earliest and most frequently used Arabic NER datasets. It contains 150,286 tokens and 32,114 named entities from 316 articles that were selected from different newspapers. Following CoNLL2003, the corpus was annotated with four types of named entities: Person, Location, Organization, and Miscellaneous.



	
CLEANANERCorp [16] is an enhanced version of ANERCorp where 6.3% of tagging errors have been corrected and cleaned.



	
WikiANN [17] is a multilingual named-entity recognition dataset that is automatically annotated and covers 282 languages. It consists of Wikipedia articles that have been annotated with three tags: LOC (location), PER (person), and ORG (organization) tags in the IOB2 format. The dataset is used by XTREME [12] benchmark for cross-lingual NER evaluation. We used the version in [18], which has a balanced train, development, and test splits and supports 176 of the 282 languages from the original WikiANN corpus.








We considered the CoNLL2003 English NER dataset as the source language and ANERCorp Arabic news NER dataset as the target language. We also evaluated the models with the new corrected version of CLEANANERCorp to obtain a more accurate evaluation of the models. In order to make a fair comparison with the current multilingual benchmarks, we experimented with the multilingual NER dataset WikiANN. Table 5 presents a general overview of the studied NER datasets.




2.6. Related Work


Early cross-lingual NER approaches aim to automatically generate labeled data for a target language using annotation projection techniques [48,49,50,51,52]. In annotation projection, annotations from a resource-rich language (like English) are projected onto a low-resource language through parallel corpora or word alignment techniques. A machine translation system is first used to translate gold-labeled source text into the target language. Then, word alignment algorithms [53,54] are applied to project the labels from the source to the target language to obtain labeled target language data. The result is an automatically generated dataset in the target language that can be used to train a sequence-labeling model.



Later methods make use of cross-lingual word embeddings [55] that learn aligned word vectors [56] from different types of cross-lingual supervision. First, a word embedding for each language is learned independently. After that, monolingual embeddings can be aligned using cross-lingual supervision in the form of a bilingual dictionary [57,58,59,60] or parallel sentences [61,62]. Moreover, unsupervised learning methods have been used to eliminate the requirement for cross-lingual supervision [63,64,65]. Furthermore, cross-lingual alignment has been effectively applied to contextual word embeddings [66,67,68,69].



With the introduction of multilingual pre-trained language models, fine-tuning multilingual language models has become the default paradigm for cross-lingual transfer. Prior studies [6,23] have evaluated the MLLMs capabilities across different NLP tasks and languages and found that vocabulary overlap is one of the important factors as the cross-lingual performance is better between typologically similar languages. To help standardize the evaluation of MLLMs, several benchmarks have been proposed: XGLUE [13], XTREME [12], and XTREME-R [70].



To improve the cross-lingual performance of a specific language, different methods for adapting pre-trained models to a target language have been used. The simplest of these methods is to perform additional pre-training on unlabeled data in the target language [7,10,33,71], which is inspired by domain adaptation [30,72].



Another direction is to perform additional pre-training to specifically train modular adapter layers for specific tasks or languages [9,10]. Adapters are layers with a small number of parameters injected into models to help transfer learning [34]. According to [28], task-specific adapters are shown to be more effective than standard fine-tuning. In [8], invertible adapters and the MAD-X framework are introduced, which use language and task adapters for cross-lingual transfer. The process involves freezing model weights and training invertible and language adapters for each language, including English, using masked language modeling (MLM). These English-specific adapters are then combined with a task adapter to learn from labeled English data. For zero-shot transfer, the invertible and language adapters are swapped with those trained on the target language, and the model is evaluated. Moreover, instead of adapting the MLLMs to one target language, BAD-X [73] proposed bilingual adapters to adapt the MLLMs to a language pair to improve transfer performance for a particular transfer direction.



Other adaptation techniques have been focused on improving the representation of the target language by extending the model’s vocabulary [31,32,74] or altering the tokenization schemes [37,39]. KinyaBERT [37] integrates a Kinyarwanda morphological analyzer into transformer architecture to learn morphology-aware input representations. Similarly, for Arabic language models, HULMonA [75] and AraBERT [38] language models utilize Arabic morphological tokenizer MADAMIRA [42] and Farasa [43], respectively, to preprocess the training dataset and separate words’ prefixes and suffixes. After that, the segmented pre-training datasets are fed into the language model tokenizers to produce the sub-word vocabulary.





3. Experimental Setup


In this section, we describe our methodology, our evaluation settings, the datasets used for pre-training, evaluation metrics, the hyperparameter and fine-tuning setup, and finally, the computational cost.



3.1. Methodology


Our goal is to establish a performance baseline on English–Arabic cross-lingual NER. We evaluated the performance of fine-tuning multilingual language models and investigated the approaches discussed in Section 2.4 to improve cross-lingual performance. During the evaluation, we considered English as the source language and Arabic as the target language. We adopted the zero-shot transfer setting for evaluation, where the models are only fine-tuned on English training data and evaluated on Arabic testing data. To achieve our goal, we conducted the following experiments:




	
Perform a thorough evaluation of the state-of-the-art multilingual large language models in zero-shot cross-lingual setting for the named-entity recognition task in Arabic and benchmark it against in-language models using different datasets.



	
Investigate few-shot learning as a mechanism for improving zero-shot transfer on the target language and provide insight into sample efficiency and potential of the models with limited target language data.



	
Apply language-adaptive pre-training (LAPT) to further specialize XLM-R using an Arabic monolingual dataset [76]. XLM-R is trained for additional epochs on monolingual Arabic data through masked language modeling (MLM), and the performance is evaluated in a zero-shot cross-lingual setting.



	
Explore the effect of incorporating parallel data into the pre-training [8] using English–Arabic parallel data [77]. The performance is evaluated for a zero-shot cross-lingual setting.



	
Investigate the effect of injecting adapters instead of full fine-tuning to adapt the XLM-R for Arabic using language adapter [10] and bilingual adapter BAD-X [73]. The language adapter is trained with a monolingual Arabic dataset and injected into the XLM-R model. The bilingual adapter is trained with EN–AR parallel corpora and added to the XLM-R model. The performance is evaluated in a zero-shot cross-lingual setting.



	
Explore the effect of adding a layer of Arabic-specific morphological tokenizers before XLM-R tokenization using different tokenization schemes: the Penn Arabic Treebank (ATB) schema, D3 schema, and Buckwalter (BW) schema. The model performance is evaluated in a zero-shot cross-lingual setting.



	
Conduct an error analysis on the different models to determine their limitations and strengths.









3.2. Evaluation Settings


We compare three cross-lingual transfer settings based on the usage of source and target language data: in-language, zero-shot, and few-shot settings. In an in-language setting, the model is fine-tuned and evaluated on the target language data. In a zero-shot setting, the model is fine-tuned on source language training data and evaluated on target language data. In few-shot settings, the model is fine-tuned on a limited number of examples (few) of target language training data.




3.3. Pre-Training Datasets


To perform language-adaptive pre-training, we obtained the monolingual texts from the ANAD news article dataset [76]. The dataset comprises over 500,000 articles from 12 Arabic news websites collected over one year from 1 January 2021 to 31 December 2021. For the bilingual dataset, we obtained the parallel dataset from [77], a 10-million-word hand-crafted Arabic–English parallel dataset.




3.4. Evaluation Metrics


We evaluated the performance of NER models by measuring the micro F1 score based on three random initializations. A named entity is correct only if it is an exact match of the corresponding entity in the data. The standard deviation of F1 scores is reported to measure the variability and reliability of the model’s performance.




3.5. Hyperparameter and Fine-Tuning Setup


For NER fine-tuning, we select the best hyperparameters of each model by searching a combination of batch size, learning rate, and the number of fine-tuning epochs with the following range: learning rate {2 × 10−5, 3 × 10−5, 5 × 10−5}; batch size {8, 16, 32}; number of epochs {3, 5, 10}. Following the XTREME benchmark, all hyper-parameter tuning is conducted on English validation data. Fine-tuning time ranges from 0.2 to 0.6 hours for each model. Table 6 shows the hyperparameters selected for NER fine-tuning.



Our goal is to evaluate multilingual language models and analyze state-of-the-art language adaptation approaches for the Arabic language. The following describes our implementation of these methods.



Following [71], we focused on the base version of XLM-R as our baseline language model. We considered two settings based on continued pre-training. In the first setting, (+LAPT), continue training XLM-R with an MLM objective on an ANAD monolingual dataset for 5 k steps. The training took about 1.26 days (30 h), and the hyperparameters used are the following: learning rate = 5 × 10−5, weight decay = 0.01, warmup ratio = 0.1, epochs = 5, batch size = 8. In the second setting (+Parallel), we followed the method used in [8] and incorporated a parallel dataset in the training for 5 k steps and a total of 15 h. For this setting, we alternated between batches consisting of sentences from the source language and batches from the target language.



For the adapters, we followed the MAD-X framework [10], using language, invertible, and task adapters. This is denoted as (+Adapter). To train the task adapters, we used language and invertible adapters for the source language from AdapterHub [35]. We trained a task adapter for NER using the CoNLL 2003 English training set. Then, we trained a language adapter for Arabic on the ANAD dataset with a masked-language-modeling objective for 6.4 k steps. The training took about 5.4 h.



A language adapter is a bottleneck adapter with a reduction factor = 2. We also considered another setting, the same as the BAD-X framework [73], where we trained a bilingual adapter for EN–AR using the parallel dataset [77]. This is denoted as (+BiAdapter). The bilingual adapter was trained for 6 k steps and took about 6 h. The hyperparameters used to train the language and bilingual adapter are as follows: learning rate = 1 × 10−4, weight decay = 1 × 10−3, warmup ratio = 0.05, epochs = 10, and batch size = 8. For NER fine-tuning, we stacked a task adapter on the top of the trained language adapter and fine-tuned the task adapter with NER-labeled data with the following hyperparameters: learning rate = 1 × 10−4, weight decay = 1 × 10−3, warmup ratio = 0.05, epochs = 10, and batch size = 8.



For the language-specific preprocessing, denoted as (+MorphTOK), we added a layer of morphological tokenizers using CAMel Tools [11] before the language model sub-word tokenizer. We experiment with ATB, D3, and WB tokenization schemes. The Arabic test set passes first to the morphological tokenizer before the multilingual tokenizer.




3.6. Computational Cost


All the experiments were implemented with the PyTorch framework and run using Paperspace Gradient (“https://www.paperspace.com/” (accessed on 1 July 2024)), a cloud-based machine learning platform that offers GPU-powered virtual machines. We used an A100 NVIDIA 80 GB GPU machine instance with 90 G RAM, and 12 CPUs from Paperspace cloud provider which is located in New York, USA.



Table 7 shows the configuration of the adapter model. We can see that the number of parameters in the language adapter is less than 3% compared to the number of parameters in the full model. Only language adapter parameters are updated in adapter tuning, while the rest of the model parameters remain frozen. In contrast, the LAPT method updates the full model parameters during training. This makes the computational costs of LAPT much higher than adapter training. Our experiments took about 30 h of training, using 90 GB of RAM, 12 CPUs, and an 80 GB GPU machine LAPT. The adapter took around 6 h. Figure 3 shows the GPU memory allocated for LAPT and adapter training.





4. Results and Discussion


In this section, we report our experimental results.



4.1. Zero-Shot Cross-Lingual Transfer of MLLMs on CoNLL/ANERcorp/CLEANANERcorp Datasets


This section reports the zero-shot cross-lingual evaluation results of fine-tuning multilingual language models on CoNLL2003, CoNLL2002, ANERCorp, and CLEANANERCorp datasets. The models were fine-tuned on the English subset of the CoNLL2003 and evaluated on the other datasets (English, Spanish, Dutch, and Arabic). Table 8 and Figure 4 show the results of the experiments. Overall results show that XLM-R large is the best-performing zero-shot transfer model for Latin languages (Spanish and Dutch). However, for Arabic cross-lingual NER, XLM-V and GigaBERT outperform XLM-R large on the two tested datasets. GigaBERT shows a strong cross-lingual performance for Arabic datasets and outperforms XLM-R large by at least 7 points and 10 points in ANERCorp and CLEANANERCorp, respectively. The performance of GigaBERT on CLEANANERCorp Arabic is comparable to the performance of XLM-R in Latin languages. This strong cross-lingual ability is attributed to the increase in the vocabulary size and Arabic training data size in XLM-V and GigaBERT.




4.2. Zero-Shot Cross-Lingual Transfer of MLLMs on the WikiANN Dataset


This section reports the zero-shot cross-lingual evaluation results of fine-tuning MLLMs on WikiANN datasets. The models were fine-tuned on the English subset of the WikiANN and evaluated on the same CoNLL languages (English, Spanish, Dutch, and Arabic). Table 9 and Figure 5 show the results of the experiments. For Spanish, mBERT has achieved the best result, while for Dutch XLM-R large, it still achieved the best result. For Arabic, XLM-R large outperforms GigaBERT and XLM-V in contrast to the previous finding in Section 4.1.




4.3. Few-Shot Learning


In this section, we investigate the few-shot transfer settings using a varying number of target language examples. Our baseline models are mBERT and XLM-R base models. We experiment with the CLEANANERcorp dataset. Following [78], we continue the fine-tuning process by feeding k additional training examples that are randomly chosen from target language data. Table 10 and Figure 6 show the overall results. We can observe that adding a few target language examples consistently outperforms the zero-shot performance and reduces the cross-lingual transfer gap between zero-shot and in-language settings, especially for mBERT. The model can reach a performance comparable to the supervised setting with only 1000 target language examples.




4.4. Language Adaptation Techniques


This section reports the evaluation results of adapting the XLM-R base model to Arabic using the language adaptation techniques discussed in Section 2.3. The models were evaluated on three different datasets. Table 11 and Figure 7 show the overall results of the experiments. Interestingly, the simplest approach of continuing pre-training on the target language continues to boost the results on all the datasets. LAPT has increased the F1 score by 4.75%, 6.5%, and 13.28% on ANERCorp, CLEANANERCorp, and WikiANN datasets, respectively.



Likewise, the performance of incorporating the EN–AR parallel dataset into XLM-R pre-training has increased the F1 score, except for the CLEANANERCorp dataset, where the baseline model performs slightly better. In contrast, the performance of both language adapter and bilingual adapter are lower compared to the symbolic baseline of full fine-tuning.



Furthermore, incorporating the ATB morphological tokenizer improves the accuracy of the XLM-R model by up to 9% when compared with the D3 and BW schemes in ANERcorp and CLEANANERcorp datasets. This indicates that the fine-grain segmentations of words into smaller units can lead to discrepancies, making it harder for the model to learn and recognize entity boundaries, thus reducing the F1 score. In contrast, incorporating morphological tokenizers leads to a lower F1 score for the WikiANN dataset. The varying effect of the morphological tokenizer on the NER accuracy across the dataset can be attributed to the characteristics of each dataset. ANERcorp, a gold-standard dataset, undergoes manual annotation with careful consideration of Arabic morphology, while WikiANN, a silver-standard dataset, automatically transfers annotations from English using Wikipedia hyperlinks [17]. Moreover, the WikiANN dataset exploits Wikipedia markups to segment each token into its stemming form and affixes in order to determine the name boundary and type. This automatic process may not align with the results of the Arabic morphological tokenizer, particularly when it comes to entity boundaries and annotation types.



Finally, combining the two methods, LAPT and ATB morphological tokenizer, yields the best results for the ANERCorp and CLEANANERCorp datasets. The F1 score has increased over the un-adapted model by (12.27% and 11.3%) on ANERCorp and CLEANANERCorp, respectively.





5. Errors Analysis


In this section, we performed further analysis to investigate the language adaptation approaches implemented and identified the patterns of success. We provided both quantitative and qualitative error analysis in order to understand the strengths and limitations of each approach. Our investigation focused on four models: un-adapted XLM-R base model as a baseline, the XLM-R model with language-adaptive pre-training (+LAPT), XLM-R with language adapter (+Adapter), and XLM-R with ATB morphological tokenizer (+MorphTOK). To avoid annotation errors, we inspected the result of the corrected version of the CLEANANERCorp dataset.



5.1. Per-Tag Performance


Figure 8 and Figure 9 show the classification report and confusion matrix for each model. We can observe that ORG has the lowest F1 score in (a) XLM-R base, which indicates that detecting organization entities poses a challenge to the baseline model. The language adaptation performed improved the ORG performance in (b) XLM-R + LAPT and (d) XLM-R + Morphology models by 11% and 22%, respectively. The LOC tag was improved by 4.5% and 15%, and the MISC tag was improved by 12.9% and 11%, respectively, in models (b) and (d) over the baseline. In Figure 8, the diagonal lines of the confusion matrix represent the correct predictions, while the off-diagonal represents the misclassified entities. From the plot, we can see that matrix (a) tends to confuse the B-PER, I-PER, O, and B-LOC with the I-MISC and the B-PER with the B-LOC entities the most. The later confusion between the B-PER with B-LOC was almost resolved in matrices (b) and (d). However, the models still struggle to predict the I-MISC tag correctly. Matrix (b) shows a significant improvement in correctly identifying non-entity tokens, reducing the confusion with named-entity tags. It also shows improvements in identifying the beginning of person names. In matrix (c), the addition of the adapter seems to decrease the accuracy for some labels (B-PER dropped from 0.62 to 0.49). However, for labels like I-LOC and B-MISC, the performance improves slightly (I-LOC increased from 0.69 to 0.79). In matrix (d), with the morphological tokenizer, the overall accuracy improved for O (from 0.76 to 0.87) and for B-PER (from 0.62 to 0.74). The confusion between (B-PER with B-LOC) was reduced, and the frequency of misclassification into the O category was generally reduced for I-ORG. Overall, adding a morphological adapter has generally improved the model’s ability to differentiate between entities and non-entities and enhanced the overall precision in recognizing the beginnings of names and miscellaneous entities. This suggests that incorporating linguistic features like morphology can significantly boost NER performance in a multilingual setting.




5.2. Error Distribution


To investigate the four models further, we manually inspected the first 100 sentences from each model output and classified the error types produced. Following [79], we identify five types of errors:




	
Type-1: False Positive: An entity is predicted by the NER model but is not annotated in the hand-labeled text.



	
Type-2: False Negative: A hand-labeled entity is not predicted by the model.



	
Type-3: Wrong label, Right span: A hand-labeled entity and a predicted one have the same spans but different tags.



	
Type-4: Wrong label, overlapping span: A hand-labeled entity and a predicted one have overlapping spans but different tags.



	
Type-5: Right label, overlapping span: A hand-labeled entity and a predicted one have overlapping spans and the same tags.








Figure 10 shows examples of the five errors from the CLEANANERCorp dataset. Table 12 shows the distribution of the errors in all the models tested. Figure 11 and Figure 12 show a visualization of the statistics. By calculating the distribution of error types, we observed that for all assessed models, at least 28% of the errors are recognized as type-5 errors. Moreover, we observed that better NER models generate more type-5 errors.




5.3. Analysis of Error Types across Models


This section analyzed the error types produced by each model. Figure 10 shows that a significant proportion of the errors belong to type-1 and type-5 in all the models. So, we should investigate the errors produced by the XLM-R base model in comparison with other models.



Type-1 error is the highest-occurring error type in the XLM-R base model. The error occurs when the model is over-predicting non-named entities as named entities. An inspection into type-1 errors in the XLM-R base model shows that almost 30% represent the start of a sentence where ambiguity occurs [16]. For example, in the sentence (“الأحمر، لنا أن نتساءل: كيف ساءت الأمور إلى هذا الحد وبهذه السرعة؟”), the word (“الأحمر”) has been mislabeled as B-PER by the model while annotated as O.



Type-5 error is regarding the boundary of the named entity. Arabic named entities usually comprise prefix with the name. For example, the Arabic entity “صحيفة الجارديان” refers to the newspaper name, whereas in English, the name is “The Guardian” without the word “Newspaper”. The grammatical difference between English and Arabic makes it difficult to accurately predict the correct boundary under the zero-shot learning setting. Another cause for type-5 errors is the Arabic conjunction letters connected to the named entities. For example, in the sentence (“يمكن أن يحدث للعراق”), the word (“للعراق”) should be labeled as LOC. However, the XLM-R tokenizer has tokenized the word as (“راق”,”للع_”) and partially labeled as LOC, which causes a type-5 error. Adding an ATB morphological tokenizer mostly resolved this issue by breaking the word down into more efficient representations before processing with the XLM tokenizer. The word in the example has been tokenized as (“العراق”,” ل_”) by the ATB tokenizer.



Type-3 errors occur frequently in the XLM-R base model when dealing with entities referring to press agencies. An inspection into type-3 errors shows that 20% of the errors were produced because of the ambiguity between a press agency name and a location name. As the dataset is from the news domain, most articles contain the name of the press agency, which the model has mislabeled. A press agency name can entail the meaning of both organization and location. For example, the names (e.g., “الفرنسية، الجزيرة، الشرق الأوسط”) that refer to press agencies have been mislabeled as LOC, which should have been labeled as ORG.



The language-adaptive pre-training in LAPT helped the model to acquire more knowledge about the linguistic characteristics, syntax, and semantics of the Arabic language, thus helping to enhance the model’s ability to accurately identify and classify named entities. Furthermore, adding the ATB morphological tokenizer can better handle the word variations by accurately segmenting words into meaningful sub-words, improving the model’s understanding of the language and hence improving the model predictions. Consequently, all error types have been reduced in the two models compared to the base model, except for type-5 errors.





6. Conclusions and Future Work


We contribute to the literature by providing a comparative study on the recent multilingual large language models for Arabic cross-lingual named-entity recognition. Further, we present a comparison of language adaptation approaches with detailed error analysis. Based on the experimental results, we found that the zero-shot cross-lingual ability of a bilingual language model for a given language pair like GigaBERT outperforms the general-purpose multilingual language models like mBERT and XLM-R. This could be attributed to the increased resources allocated for each language, including training data size and vocabulary, which results in reducing out-of-vocabulary words. For language adaptation techniques, language-adaptive pre-training (LAPT) consistently leads to better performance for all the datasets. This demonstrates the effectiveness of specialized adaptive pre-training techniques for other morphologically rich and low-resource languages. Experimental results showed that incorporating language-specific knowledge is essential for improving cross-lingual NER, especially for heterogeneous language pairs. This might provide a novel insight into further cross-lingual NER research.



Several avenues for future work can be explored to advance further the field of Arabic cross-lingual named-entity recognition (NER). These include exploring other adaptation and pre-training techniques, such as multi-task learning, vocabulary expansion, and parameter-efficient transfer; investigating a wider range of k values; and developing strategies for optimizing few-shot adaptation. Furthermore, inspecting the integration of external knowledge sources, such as knowledge graphs, lexicons, ontologies, and domain-specific embeddings, to enrich the contextual understanding of the language models is a promising method to improve NER accuracy for ambiguous entities. To ensure the generalization of our findings, we encourage future research to evaluate the adaptation methods on a wider range of datasets and domains and consider a more comprehensive evaluation framework that considers additional measures, such as the entity boundary.
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Figure 1. A taxonomy for transfer learning for NLP. Modified from [20]. 
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Figure 2. Language-adaptive pre-training (LAPT). 
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Figure 3. GPU memory allocated for (a) LAPT and (b) adapter training. 
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Figure 4. Zero-shot cross-lingual fine-tuning on CoNLL2003. 
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Figure 5. Zero-shot cross-lingual performance on WikiANN dataset. 
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Figure 6. Few-shot transfer performance of (a) mBERT and (b) XLM-R models with varying the number of target language examples. 
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Figure 7. Performance of different adaptation methods on datasets. 
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Figure 8. Classification reports for the different adaption methods implemented. (a) XLM-R base model; (b) XLM-R + LAPT; (c) XLM-R +Adapter; (d) XLM-R + morphology tokenizer. 
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Figure 9. Confusion matrixes for the different adaption methods implemented. (a) XLM-R base model; (b) XLM-R + LAPT; (c) XLM-R +Adapter; (d) XLM-R + morphology tokenizer. 
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Figure 10. Examples of errors produced by XLM-R base model on CLEANANERCorp dataset. 






Figure 10. Examples of errors produced by XLM-R base model on CLEANANERCorp dataset.



[image: Electronics 13 03574 g010]







[image: Electronics 13 03574 g011] 





Figure 11. Distribution of errors for each model. 
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Figure 12. Distribution of errors for each error type. 
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Table 1. Multilingual pre-trained language models. The number of tokens and vocabulary for each language are taken from [27].
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	Model
	#Param
	Dataset
	#Lang
	#Tokens

(all/en/ar)
	#Lang
	Vocabulary

(all/en/ar)





	mBERT
	110 M
	Wikipedia
	104
	21.9 B/2.5 B/153 M
	WordPiece
	110 k/53 k/5 k



	XLM-R bases
	270 M
	CommonCrawl
	100
	295 B/55.6 B/2.9 B
	SentencePiece
	250 k/80 k/14 k



	XLM-R large
	550 M
	CommonCrawl
	100
	295 B/55.6 B/2.9 B
	SentencePiece
	250 k/80 k/14 k



	XLM-V
	270 M
	CommonCrawl
	100
	295 B/55.6 B/2.9 B
	SentencePiece
	1 M/280 k/174 k *



	GigaBERT-v4
	125 M
	Gigaword + Wikipedia + Oscar
	2
	10.4 B/6.1 B/4.3 B
	WordPiece
	50 k/21 k/26 k







* per language vocabulary in XLM-V refers to a single cluster, not a single language.













 





Table 2. Types of clitics attached to Arabic words with examples.
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Type

	
Category

	
Example

	
Transliteration

	
Meaning






	
art+

	
Definite article

	
ال+

	
al+

	
the




	
cnj+

	
Conjunction proclitic

	
و+

	
w+

	
and




	
ف+

	
f+

	
then




	
prt+

	
Particle proclitic

	
ل+

	
l+

	
to/for




	
ب+

	
b+

	
by/with




	
ك+

	
k+

	
as




	
+pro

	
Pronominal enclitics

	
+هم

	
+hm

	
their/them (male)




	
+ها

	
+ha

	
her




	
+هما

	
+hma

	
their/them (for two)




	
+هن

	
+hn

	
their/them (female)











 





Table 3. Arabic tokenization schemes.
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	Schema
	Formula
	Definition





	D0
	word
	No Tokenization



	D1
	cnj + word
	Separates the conjunction proclitic



	D2
	cnj + prt + word
	D1 + Separates prepositional clitics and particles



	ATB
	cnj + prt + word + pro
	Separates all clitics except the definite article



	D3
	cnj + prt + art + word + pro
	Separates all clitics, including the definite article and the pronominal enclitics










 





Table 4. A sentence tokenized using CAMeL tool’s morphological tokenizer.
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	Schema
	Example





	D0
	[‘عدد’, ‘السكان’, ‘البريطانيين’, ‘بلندن’]



	ATB
	[‘عدد’, ‘السكان’, ‘البريطانيين’, ‘ب_+لندن’]



	D3
	[‘عدد’, ‘ال_+سكان’, ‘ال+_بريطانيين’, ‘ب_+لندن’]



	WB
	[‘عدد’, ‘ال_+سكان’, ‘ال+_بريطاني_+ين’, ‘ب_+لندن’]










 





Table 5. NER Datasets.
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	Dataset
	Languages
	#Tags
	Source





	CoNLL-2003
	English
	4 tags
	Reuters



	CoNLL-2002
	Spanish, Dutch
	4 tags
	Reuters



	ANERcorp
	Arabic
	4 tags
	News



	CLEANANERcorp
	Arabic
	4 tags
	News



	WikiANN
	176
	3 tags
	Wikipedia










 





Table 6. Hyperparameters used for fine-tuning each language model for NER Task.
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	mBERT
	XLM-R Base
	XLM-R Large
	XLM-V
	GigaBERT





	Batch size
	8
	16
	16
	16
	8



	Learning rate
	2 × 10−5
	3 × 10−5
	3 × 10−5
	3 × 10−5
	2 × 10−5



	Epochs
	5
	5
	5
	5
	5










 





Table 7. Adapter model configuration.
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	Name
	Architecture
	#Param
	%Param





	ner_adapter
	bottleneck
	7,091,712
	2.551%



	lang_adapter
	bottleneck
	7,387,776
	2.657%



	Full Model
	
	278,043,648
	100%










 





Table 8. Average F1 score (±Standard Deviation) of zero-shot cross-lingual NER of MLLMs Fine-tuned using CoNLL2003 English data with in-language as the baseline (EN: English, ES: Spanish, NL: Dutch, AR: Arabic). The best result for each target dataset is bolded.
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Model

	
EN

	
ES

	
NL

	
ANERCorp (AR)

	
CLEANANERCorp (CLEAN_AR)






	
Cross-lingual zero-shot transfer (models are trained on English data)




	
mBERT

	
0.899 ± 0.005

	
0.715 ± 0.038

	
0.742 ± 0.013

	
0.457 ± 0.011

	
0.484 ± 0.002




	
XLM-R base

	
0.901 ± 0.002

	
0.750 ± 0.006

	
0.752 ± 0.008

	
0.505 ± 0.007

	
0.604 ± 0.008




	
XLM-R large

	
0.919 ± 0.003

	
0.775 ± 0.009

	
0.768 ± 0.010

	
0.531 ± 0.029

	
0.633 ± 0.005




	
XLM-V

	
0.911 ± 0.001

	
0.770 ± 0.009

	
0.741 ± 0.004

	
0.539 ± 0.001

	
0.646 ± 0.008




	
GigaBERT

	
0.904 ± 0.003

	
-

	
-

	
0.608 ± 0.006

	
0.736 ± 0.006




	
In-language models (models are trained on the target language training data)




	
mBERT

	
-

	
0.857 ± 0.007

	
0.881 ± 0.016

	
0.733 ± 0.004

	
0.794 ± 0.007




	
XLM-R base

	
-

	
0.853 ± 0.002

	
0.899 ± 0.002

	
0.770 ± 0.003

	
0.826 ± 0.010











 





Table 9. Average F1 score (±standard deviation) of zero-shot cross-lingual NER of MLLMs Fine-tuned using WikiANN English data with in-language as the baseline (EN: English, ES: Spanish, NL: Dutch, AR: Arabic). The best result for each target dataset is bolded.






Table 9. Average F1 score (±standard deviation) of zero-shot cross-lingual NER of MLLMs Fine-tuned using WikiANN English data with in-language as the baseline (EN: English, ES: Spanish, NL: Dutch, AR: Arabic). The best result for each target dataset is bolded.





	
Model

	
EN

	
ES

	
NL

	
AR






	
Cross-lingual zero-shot transfer (models are trained on English data)




	
mBERT

	
0.832 ± 0.004

	
0.754 ± 0.004

	
0.804 ± 0.001

	
0.404 ± 0.019




	
XLM-R base

	
0.811 ± 0.015

	
0.751 ± 0.017

	
0.786 ± 0.001

	
0.384 ± 0.003




	
XLM-R large

	
0.826 ± 0.016

	
0.746 ± 0.051

	
0.808 ± 0.024

	
0.435 ± 0.019




	
XLM-V

	
0.832 ± 0.002

	
0.737 ± 0.015

	
0.802 ± 0.003

	
0.428 ± 0.034




	
GigaBERT

	
0.798 ± 0.016

	
-

	
-

	
0.432 ± 0.035




	
In-language models (models are trained on the target language training data)




	
mBERT

	
-

	
0.912 ± 0.004

	
0.902 ± 0.002

	
0.865 ± 0.008




	
XLM-R base

	
-

	
0.893 ± 0.005

	
0.887 ± 0.008

	
0.859 ± 0.009











 





Table 10. Results of the few-shot experiments with varying numbers of target language examples k. For each k, we report the F1 score and the difference (∆) with respect to the zero-shot setting.
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k = 10

	
k = 50

	
k = 100

	
k = 500

	
k = 1000






	
Model

	
k = 0

	
F1 score

	
∆

	
F1 score

	
∆

	
F1 score

	
∆

	
F1 score

	
∆

	
F1 score

	
∆




	
mBERT

	
0.484

	
0.501

	
0.017

	
0.560

	
0.076

	
0.631

	
0.147

	
0.674

	
0.190

	
0.733

	
0.249




	
XLM-R

	
0.604

	
0.629

	
0.025

	
0.669

	
0.065

	
0.681

	
0.077

	
0.740

	
0.136

	
0.777

	
0.173











 





Table 11. Average F1 Score (±Standard Deviation) of cross-lingual NER of language adaptation techniques on XLM-R base model. All results above the base model are bolded.
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	Model/Dataset
	CoNLL2003/ANERCorp
	CoNLL2003/CLEANANERCorp
	WikiANN (en/ar)





	XLM-R base
	0.505 ± 0.007
	0.600 ± 0.008
	0.384 ± 0.003



	+LAPT
	0.529 ± 0.015
	0.639 ± 0.015
	0.435 ± 0.021



	+Parallel
	0.520 ± 0.003
	0.589 ± 0.006
	0.423 ± 0.023



	+Adapter
	0.499 ± 0.008
	0.595 ± 0.007
	0.368 ± 0.028



	+ BiAdapter
	0.472 ± 0.009
	0.570 ± 0.001
	0.368 ± 0.028



	+MorphTOK (ATB)
	0.555 ± 0.008
	0.659 ± 0.005
	0.313 ± 0.015



	+MorphTOK (D3)
	0.495 ± 0.003
	0.620 ± 0.004
	0.183 ± 0.014



	+MorphTOK (BW)
	0.471 ± 0.008
	0.620 ± 0.004
	0.169 ± 0.041



	+LAPT + MorphTOK (ATB)
	0.567 ± 0.004
	0.668 ± 0.001
	0.343 ± 0.010










 





Table 12. Percentage of errors produced by each model.
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	Type-1
	Type-2
	Type-3
	Type-4
	Type-5





	XLM-R base
	36%
	11%
	16%
	9%
	28%



	[+LAPT]
	17%
	15%
	15%
	6%
	47%



	[+Adapter]
	37%
	10%
	13%
	11%
	30%



	[+TOK]
	26%
	17%
	20%
	7%
	31%
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