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Abstract: In recent years, rapid technological advancements have propelled blockchain and artificial
intelligence (AI) into prominent roles within the digital industry, each having unique applications.
Blockchain, recognized for its secure and transparent data storage, and Al, a powerful tool for data
analysis and decision making, exhibit common features that render them complementary. At the same
time, machine learning has become a robust and influential technology, adopted by many companies
to address non-trivial technical problems. This adoption is fueled by the vast amounts of data
generated and utilized in daily operations. An intriguing intersection of blockchain and Al occurs in
the realm of federated learning, a distributed approach allowing multiple parties to collaboratively
train a shared model without centralizing data. This paper presents a decentralized platform FBLearn
for the implementation of federated learning in blockchain, which enables us to harness the benefits
of federated learning without the necessity of exchanging sensitive customer or product data, thereby
fostering trustless collaboration. As the decentralized blockchain network is introduced in the
distributed model training to replace the centralized server, global model aggregation approaches
have to be utilized. This paper investigates several techniques for model aggregation based on the
local model average and ensemble using either local or globally distributed validation data for model
evaluation. The suggested aggregation approaches are experimentally evaluated based on two use
cases of the FBLearn platform: credit risk scoring using a random forest classifier and credit card
fraud detection using a logistic regression. The experimental results confirm that the suggested
adaptive weight calculation and ensemble techniques based on the quality of local training data
enhance the robustness of the global model. The performance evaluation metrics and ROC curves
prove that the aggregation strategies successfully isolate the influence of the low-quality models on
the final model. The proposed system'’s ability to outperform models created with separate datasets
underscores its potential to enhance collaborative efforts and to improve the accuracy of the final
global model compared to each of the local models. Integrating blockchain and federated learning
presents a forward-looking approach to data collaboration while addressing privacy concerns.

Keywords: artificial intelligence; machine learning; blockchain; smart contract; federated learning;
global model aggregation; credit score; credit card fraud

1. Introduction

Blockchain has emerged as a transformative technology, revolutionizing data stor-
age, privacy, and security. In response to the vulnerabilities of traditional centralized
systems prone to hacks and data breaches, blockchain harnesses the power of distributed
computing and cryptography to present a novel paradigm for secure, transparent, and
efficient data storage and management. The inception of blockchain dates back to the
early 1990s with the concept of tamper-proof ledgers capable of recording transactions in a
distributed manner [1]. However, it reached a pivotal point in 2008 when Satoshi Nakamoto
introduced the Bitcoin project [2], thus marking the beginning of a decentralized digital
currency era, laying the foundation for blockchain’s widespread adoption and the ongoing
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evolution of crypto currencies. Fast forward to 2015: Ethereum took the stage, building
upon Bitcoin’s principles and introducing the ability to develop custom applications on
blockchain using the programming language Solidity [3]. This innovation, driven by smart
contracts, unlocked a myriad of possibilities beyond simple mining, enabling the creation
of Turing-complete programs that could maintain specific states.

Ethereum’s impact went beyond cryptocurrency development, paving the way for
a new era in technology by addressing customer problems and reshaping data storage
methodologies. From smart contracts to decentralized applications (dApps), blockchain’s
influence extends across various technological and business domains. DApps built on
the decentralized foundation of blockchain offer enhanced security and transparency.
Ethereum as a leading platform for dApp development provides tools for developers to
handle basic to complex logics, manage digital assets, and conduct transactions. This
specific application of blockchain has led to a paradigm shift in applications development
known as Web 3.0 [4,5], also referred to as the “decentralized web.” In contrast to the
centralized nature of Web 2.0, Web 3.0 focuses on user ownership and control over data
and digital identity within a secure and transparent environment. The distributed backend
of blockchain ensures tamper-proof and immutable ledgers, aligning with the ethos of
decentralized control. Web 3.0 revolutionizes internet dynamics by empowering users with
unprecedented control over their digital identity and data, reducing reliance on centralized
authorities. Smart contracts and dAapps are enabled by Web 3.0, providing a transparent,
immutable, and trustless framework for executing agreements and transforming services
in different domains as finance, gaming, social networking. The tokenization of assets in
Web 3.0 allows for the representation of ownership or access rights on blockchain, opening
new avenues for creating, transferring, and managing digital assets. Web 3.0 challenges
censorship by design and leverages a decentralized architecture that resists control by any
single entity, thereby promoting the freedom of information.

The realm of artificial intelligence (AI) has experienced consistent advancements and
has evolved to empower machines to predict events, derive meaningful insights, and tackle
intricate problems. Initially concentrated in statistical methods for data analysis, Al has
progressively embraced sophisticated techniques, with neural networks [6] paving the way
for the transformative era of deep learning. Machine learning (ML) models that are widely
used in practice are related to prediction and classification tasks. Random forest is an
ensemble learning algorithm in machine learning that operates by constructing a multitude
of decision trees during training and outputting the mode (classification) or mean prediction
(regression) of the individual trees. It is a versatile and powerful algorithm known for its
robustness and accuracy. The core idea involves creating a “forest” of decision trees, each
trained on a different subset of the data and with random feature subsets. This randomness
and diversity help mitigate overfitting and enhance generalizations. It is widely used
in various applications, including classification, regression, and feature selection tasks.
Logistic regression is another example for a statistical method used in machine learning for
binary classification problems in which the outcome variable is categorical and has two
classes. It models the probability of an event occurring by fitting the data to the logistic
function, also known as the sigmoid function.

ML can be advantageous in many fields. In the realm of finance [7], for example, in
credit scoring, machine learning plays an important role in enhancing the quality of results.
While traditional credit scores rely on basic income and debt data, modern credit models
leverage machine learning techniques to incorporate additional layers of information. This
includes behavioral data, financial data, transactional data, product data, and channel
usage, significantly improving the accuracy of credit scoring. With credit models becoming
increasingly complex and dealing with large sets of data, traditional weight-based matrices
become inadequate. Machine learning-based data modelling becomes imperative in such
scenarios. Credit scoring models [8] typically rely on three main data groups: customer-
declared data, data from public national bureaus, and internal data held by the organization.
The latter is the set that has the power to increase the accuracy of the resulted models
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because modern organizations hold a vast amount of data for their customers. This practice
not only reduces risk levels but also contributes to more precise credit scoring outcomes
that can influence business appetites directly and positively. Another example is credit
card fraud prediction, which is a very big part of fraud that is still not fully managed by
the financial sector. The battle between fraudsters and anti-financial crime departments in
financial institutions has not been won, because as digitalization evolves, the behavior of
customers and the approaches of fraudsters change. Leveraging machine learning models,
based on historical transaction data and registered fraud cases, financial organizations
could enrich their transaction anti-fraud systems.

In order to create better or more accurate ML models, a single organization might
struggle, but the cooperation of many organizations and their existing data assets could
significantly increase the capability of their models. For example, in the financial industry,
more powerful machine learning models [9] could be created based on data from each
organization, better than what any of them could produce alone. Problems arise when
organizations have to share their data, which, in most cases, is not an easy task, considering
the privacy of the data being processed. In this case, an applicable approach is the concept
of federated learning (FL), which relies on collaborative distributed training and is aimed
to create a centralized model across decentralized devices or servers on decentralized
data [10]. The advantage of federated learning is secured data privacy with the exchange
of only training results, which also reduces network traffic. The main disadvantages of this
approach are the single point of failure of the central server that maintains the global model,
the lack of an incentive mechanism for participants, the lack of trust between participants
in sharing training results, and the possibility of privacy attacks [11]. To overcome the
disadvantages of federated learning, blockchain-based federated learning approaches
have been suggested and used for various applications, such as intrusion detection for
the Internet of Things [12], intelligent transportation systems, Internet of Vehicles and
UAV-MEC networks [13-15], an e-health recommendation system [16], healthcare IoT
systems [17,18], and a smart grid [19].

The paper presents a decentralized platform for federated learning using blockchain
that is based on horizontal data distribution and allows for several global model aggrega-
tion approaches.

The main contributions of the work presented in this paper are as follows:

e  The architecture of the federated learning platform using blockchain is presented. It
allows for the communication of participants in FL through dApp as the front end,
stores model data in decentralized storage (IPFS), and uses blockchain smart contracts
to facilitate the data training interactions and final model creation;

e  Global federated learning model aggregation approaches are suggested based on
local model averaging or model ensembles using either local or globally distributed
validation data for model evaluation;

e The presented aggregation approaches are evaluated for random forest and logistic
regression classifiers;

e An experimental evaluation of two use cases of credit risk scoring using a random
forest classifier and credit card fraud detection using a logistic regression is presented.

The rest of the paper is organized as follows: in Section 2, related works in the field
are discussed. Section 3 presents the architecture of the FBLearn platform for federated
learning on blockchain. Section 4 describes the suggested approaches for the aggregation of
the global federated learning model using blockchain. Section 5 presents the experimental
testing process and the results obtained for the two use cases of the FBLearn platform and
the model aggregation. Section 6 contains a summary with the main conclusions as well as
suggestions for future work.

2. Related Work

Federated learning, as described in Figure 1 in the classical scenario, represents a
decentralized machine learning paradigm designed to train models across multiple edge
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device/servers in different premises (organizations) while keeping data localized [10]. The
conventional approach involves a central server orchestrating the learning process without
directly accessing individual user data. Each participating device, often a smartphone
or IoT device, performs local model updates based on its data and transmits only the
model parameters to the central server. This collaborative learning process enables the
creation of a global model that aggregates insights from diverse sources. The central server
aggregates the model updates from all the devices, updating the global model iteratively.
This decentralized training methodology addresses privacy concerns by lessening the need
to share raw data centrally.
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Figure 1. Classical federated learning architecture.

Federated learning is particularly advantageous in scenarios in which data privacy
is a concern, as it allows for model improvement without compromising individual user
information. The iterative nature of this process enhances model performance over time,
fostering a collaborative learning environment without compromising the security and
privacy of the contributing devices. One of the disadvantages of conventional federated
learning comes from the existence of a centralized server, because it is managed by some
party, which could be a problem when it comes to security and trust.

In order to use the federated learning paradigm in a way that data continue to be
restricted to use for training only on the premises of each organization and, at the same time,
not to have any centralization servers or dominant control by any of the participants, then
further decentralization needs to be implemented in the model training. Thus, blockchain-
based federated learning (BFL) was recently suggested to overcome the challenges of the
general federated learning concept. As summarized in [20,21], blockchain-based federated
learning either replaces the centralized server with a decentralized blockchain network or
can only be used for data sharing, trustworthy storage, and the verification of client data. In
the first scenario, the blockchain serves as an orchestrator of the model updates, eliminating
the need for a central server. Smart contracts on the blockchain govern the aggregation of
model parameters from participating organizations, ensuring transparency and integrity.
Blockchain’s inherent characteristics, such as immutability and transparency, enhance
the security and trustworthiness of the federated learning process. Each participant’s
model updates are recorded on the blockchain, providing an immutable history of their
contributions. This decentralized approach not only preserves data privacy but also
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establishes a tamper-proof record of the collaborative model training process, fostering
a secure and transparent learning environment across distributed devices. Moreover, if
a token is created on a particular blockchain, it could be used to reward participants for
their participation [22,23]. Using the native functions of cryptography for blockchain (the
participants’ public keys of their accounts) allows the participants to be kept anonymous
whenever necessary.

One of the challenges of federated learning is the model aggregation approach. The
federated averaging (FedAvg) algorithm based on the weighted average aggregation of
the global FL. model [10] is one of the most widely adopted aggregation techniques in
federated learning. However, the drawback of this approach is non-IID client data as well
as different types of adversarial attacks, which reflect the quality of the global FL. model. To
minimize the dependency of the model aggregation performed in a centralized server, thus
removing the single point of failure and the data privacy issues, the global FL. model in BFL
platforms is usually based on smart contracts. Several studies have focused on different
approaches for model aggregation in BFL. An asynchronous federated learning blockchain
architecture DFL using a global consensus system to generate the proof of a participant’s
contribution to the ML model for model aggregation is described in [24] to achieve low
levels of latency and resource consumption. The TrustDFL framework presented in [25]
uses a zero-knowledge proof to establish the proof of the computation correctness of the
local training process and the model aggregation process implemented by smart contracts.
A blockchain-based decentralized federated learning (BCD-FL) model [26] uses a smart
contract incentive mechanism based on a reverse auction and a reputation mechanism
based on a model quality evaluation. The FedKD approach [27] utilizes adaptive mutual
knowledge distillation and dynamic gradient compression techniques to reduce the com-
munication cost of federated learning while preserving data privacy. In [28], the impact
of jamming attacks on BFL in wireless networks is investigated. A knowledge distillation
technique to defend against adversarial sample attacks is suggested in [29]. A proof-of-
trust collaboration (PoTC) blockchain-based consensus protocol is presented in [19] as a
decentralized trust management system in federated learning using direct and indirect
trust evaluation methods and a weight difference game. A modified FedAvg algorithm
with a Kullback-Leibler divergence estimation and adaptive weight calculation is used
in a federated-learning-driven intrusion detection system (BFLIDS) [30] to boost model
accuracy and robustness against adversarial attacks of [oMT networks. The federated learn-
ing algorithm based on update bias (FedUB) presented in [31] uses the difference between
each round’s local model updates and the global model updates as an update bias in the
loss function of the local models to deal with partial client participation and non-1ID data
distributions. Bioinspired algorithms such as particle swarm optimization and genetic al-
gorithms could be integrated with federated learning to improve the optimization of global
model updates as well as local model optimization [32]. Evolutionary multi-model FL
utilizing gradient-based particle swarm optimization and multiple lightweight models for
handling non-IID data is presented in [33]. Based on analyses of various BFL architectures
for crypto fraud detection, the authors in [34] recommend a geographically distributed
cloud computing model that utilizes secure multi-party computation and lightweight con-
sensus algorithms and protocols as the most beneficial approach to meet the scalability
and performance challenges of BFL. A credit card fraud detection system presented in [35]
integrates FL and blockchain techniques by maintaining a global learning model (cloud
server) and local learning models in fog nodes and centralized model aggregation. The
paper focuses on dataset balancing before model training and evaluates several ML and
deep learning algorithms but does not use global model aggregation techniques. The
authors in [36] present a modified EIFFeL architecture replacing the dedicated centralized
server and the public bulletin board with a blockchain for sharing clients’ credentials and
intermediary results. The suggested model aggregation is based on a novel verification
procedure to trace a malicious client using a shared group key for storing the encrypted
shares by the clients on the blockchain platform and local aggregation recovery. A hier-
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archical blockchain-enabled distributed FL system is proposed in [37] that uses Fed Avg
aggregation based on a distributed reputation-based verification mechanism (DRTM) and
accuracy-dependent throughput management (ADTM) mechanism.

The presented research focuses on global FL aggregation approaches in a decentralized
platform for federated learning on blockchain that are based on local model averaging and
ensembles using either local or globally distributed validation data for model evaluation.
The aim is to preserve local data privacy while reducing the risk of malicious training
participants or non-1ID client data.

3. FBLearn Platform

Federated learning using blockchain is not a trivial task because the two technolo-
gies (blockchain and Al) each have their own specifics. However, combining them, the
resulting system could become resilient to attacks and fraud, while keeping the data of the
participants undisclosed and achieving the goal of reaching a better-trained global model.

The FBLearn platform is based on the concept and the architecture of a BFL platform
utilized for credit score modeling [38,39]. The platform is an Ethereum-based blockchain
platform embracing Web 3.0, which orchestrates secure collaborations among organizations
to contribute to the machine learning training of a global model using their local models,
without any data leaving any premises. Comprising requestors (the parties that can
request the training of a model) and trainers (all the parties that train local models and
submit the models to the blockchain to generate the final global model), participants earn
tokens for model training without exchanging data directly. Requestors initiate training
via smart contracts, creating data projects and respective training plans (uploading the
initial data model in IPFS cloud storage and storing only its CID in the blockchain) as
transactions on the blockchain. Trainers, possessing data, contribute to an aggregated
model by downloading the global modem from IPFS and training their local models, after
which they upload them in IPFS and submit a transaction on the blockchain. The randomly
selected aggregator finalizes the model after multiple rounds, uploading it to IPFS (cloud
storage) and submitting a transaction in the blockchain again. All participants receive
tokens for the respective jobs they perform in training. Requestors retrieve the model,
ensuring decentralized and efficient data utilization. The system implementation consists
of the following technology stack:

Python is used for the workers’ (trainers’) code;

Solidity is used for smart contracts (data plans and training plans) which run on
Ethereum or another blockchain;

The Brownie library is used to build, test, and deploy smart contracts on the blockchain;
Genache for local blockchain instances;

Web 3.0 for communication between workers and the blockchain;

IPES for web cloud storage;

React]S for the web application (dApp) for the platform front end.

The system architecture of the platform and the communication process between each
of the components is presented in Figure 2. The platform is based on the FELT project [40]
with several modifications and new added functions that provide a federated learning
network for communication between a requestor and trainers. The requestor generates a
request for model training by creating a data project and a training plan in the blockchain
and uploads the initial data model to distributed public storage (IPFS). The trainers use an
FBLearn distributed application to join the network and to select a data plan to participate
in by providing local model training. The local model training of each trainer based on
private training data follows the processing steps shown in Algorithm 1. Each trainer uses
its private dataset that is split into a training and test dataset (Step 1). The local model
is trained using the training dataset (Step 2) and is submitted to the blockchain (Step 3).
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Algorithm 1: Local Training

Input: private dataset
Output: local model

1 Each Trainer loads its local dataset using

x_train, x_test, y_train, y_test = train_test_split
2 Train local model using local training data x_train, y_train
3 Submit locally trained model on the blockchain

FBLearn Platform

IPFS(Storage)

Train local models

Blockchain

Publish| transaction
- Trainer ‘—'|

e Trainer

Validating entry

(

validate FBLearn dApp

Figure 2. FBLearn platform architecture.

The federated learning orchestrator is a randomly selected trainer node that performs
model aggregation following a certain aggregation approach. Several global FL model
aggregation algorithms are developed in the platform as described in Section 4.

4. Global FL Model Aggregation Using Blockchain

Applying different machine learning algorithms in a federated environment is a chal-
lenge because each ML algorithm has its own specific requirements for the aggregation of
the global model as a result of the local models of the participants. The aggregation algo-
rithm has to prevent local models with lower levels of quality or accuracy from decreasing
the quality of the global FL model.

The primary challenge in the research presented is aggregating local models into a
global FL model. Unlike a linear regression in which averaging models” weights is straight-
forward, complex ML algorithms require different aggregation techniques. A simplified
approach of directly averaging model parameters is either not applicable or leads to a poor
global model accuracy. This aggregation technique proves to be ineffective due to the fact
that the model structures of some ML algorithms are incompatible with it and the model
parameters cannot be directly averaged. Based on the research and experimentation per-
formed with the designed and developed FBLearn platform, the following two strategies
for the aggregation of the local models are suggested:

e Combining models: This strategy is based on the predictions of each of the local
models, which are averaged, and then the averaged prediction result is used to create
a new global model;

o Ensemble models: This strategy is based on the creation of a new model that is the
same type as the local models, in which the prediction functions are predefined to
average the predictions of the local models that are embedded in the same model.
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Based on the above strategies, several approaches for global FL. model aggregation
using the FBLearn platform are presented and evaluated.

4.1. Model Aggregation Using Average Predictions Based on Validation Dataset

When the local models are trained using a private dataset, the global FL. model
averaging is applied to combine and average the local models by using predictions on a
validation dataset (Algorithm 2). In this case, each of the trainers in the FBLearn system
should have a shared validation dataset. Sharing a validation dataset for the trainers
before the local training is a problem because they can benefit from it by training the local
models using their private data and fit them very strictly to the shared validation dataset.
In order to avoid sharing a validation dataset before the training of the local models, an
additional step is introduced in the general aggregation process of the global FL model.
After all the trainers train their local models and write the transactions on the blockchain,
the requestor initiates another transaction in order to share the validation dataset with the
trainers, so each of them can generate a combined FL model using this validation dataset.

Algorithm 2: Combine and Average Local Models

Input: local models
Output: global aggregated FL model

1 Load validation data from source into validationData

2 Separate features and target variable from validationData

3 Initialize an empty list predictions

4 For each model in models:
4.1 Predict credit score using the model on validationData
42 Add the prediction to the predictions list

Average the predictions to obtain an averagedPrediction

Create a new model called FinalModel

Train FinalModel using the validationData and averagedPrediction
Return FinalModel

@ NN oG

4.2. Model Aggregation Using Weighted Average Predictions Based on Validation Dataset

In order to avoid the additional step of sharing a validation dataset with the trainers
by initializing another transaction in the blockchain by the requestor, an aggregation of
the local models based on the custom weights of each of the local models is suggested.
A custom property called “customWeight” is implemented which is calculated during the
training of each of the local models by the trainers. The custom weight is calculated using
the mean squared errors of the predictions of the local models versus the local test dataset:

1

14 MSE’ M

customWeight =

Thus, each calculated custom weight is a number in the range of [0, 1]. The modified
algorithm for local training that involves the calculation of a custom weight value is given
as Algorithm 3.

The calculated custom weight of each local model is used for the weighted average
aggregation of the predictions obtained using a validation dataset. The suggested aggrega-
tion of the global FL model using the weighted average avoids the possibility of trainers
with bad intentions decreasing the quality of the final model. The greater inaccuracy of
the local model results in a lower weight when aggregating the global FL. model. The final
global model is returned after being fitted with the data of the predictions. Algorithm 4
presents the usage of the weighted average aggregation customWeight parameter.
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Algorithm 3: Local Training and Calculation of Custom Weight

Input: private datasets
Output: local model with custom parameter

1 Each Trainer loads its local dataset using
x_train, x_test, y_train, y_test = train_test_split
Train local model using local training data X_train, y_train
Calculate predictions y_pred using x_test
Calculate MSE on the model using y_pred, y_test
Calculate customWeight using MSE
Set the calculated customWeight as custom parameter of the model
Submit locally trained model on the blockchain

N OO W N

Algorithm 4: Combine and Weight Average Local Models

Input: local models
Output: global aggregated FL model

1 Load validation data from source into validationData

2 Separate features (x_val) and target variable (y_val) from validationData
3 Initialize an empty list predictions and an empty list weights

4 For each model in models:

41 Calculate predictions using the local model on x_val
42 Multiply the predictions by model.CustomWeight and add to predictions
43 Add model.CustomWeight to the weights list

Calculate the weighted average prediction using the predictions and the weights
Round the weighted average prediction to obtain the final predictions

Create a new model FinalCombinedModel

Train FinalCombinedModel using the validation data (x_val) and the rounded weighted
average predictions

9 Return FinalCombinedModel

g O G»

4.3. Model Aggregation Using Private Validation Dataset

In order to avoid the necessity of using shared validation data for calculating the
predictions for the averaging of local models, requestor-based global model aggregation
is adopted. Each trainer uses a validation dataset that is a portion of its private datasets.
In this case, each trainer creates a different final model since the aggregation is based on
local datasets and submits it to the blockchain. The requestor evaluates the submitted final
models by each trainer using a validation dataset.

In order to fit with the blockchain rules, additional steps are introduced in the global
FL process. Each of the trainers train its local models, downloads the other local models,
aggregates them using its private validation dataset, and submits a final global model
with a transaction on the blockchain. Algorithm 5 shows the processing steps for the local
aggregation of the models using a private validation dataset.

In addition, the requestor can also share a validation dataset with a transaction in the
blockchain, so that the trainers undergo a final round to choose the best global model out
of the final candidate models making predictions using the validation dataset. In this case,
the trainers use only private local data during the training and the requestor shares the
validation data only after the training is complete.

The global model aggregation and the final model selection among the submitted final
model by the trainers can also be made by the requestor without sharing any validation
data. In this case, the aggregation of the global FL model is also based on the custom
weights of each of the local models.
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Algorithm 5: Combine and Weight Average Local Models with Private Validation Data

Input: local models, x_test
Output: global aggregated FL model

1 Set x_val to be equal to x_test
2 Initialize an empty list predictions and an empty list weights
3 For each model in models:

3.1 Calculate predictions using the model on x_val
3.2 Multiply by model.CustomWeight and add to predictions
3.3 Add model.CustomWeight to the weights list

Calculate the weighted average prediction using the predictions and the weights
Round the weighted average prediction to obtain the final predictions

Create a new model CombinedFinalModel

Train CombinedFinalModel using x_val and the rounded weighted average predictions
Return CombinedFinalModel

g O G

4.4. Ensemble-Based Model Aggregation

In order to avoid the utilization of any dataset for making predictions at the global
model aggregation stage, an ensemble-based model aggregation is applied. In order to cre-
ate an ensemble of the final model, two new custom Python classes are implemented which
inherit the RandomForestClassifier by overriding some of its functions and properties:
FederatedEnsembleClassifier and WeightedFederatedEnsembleClassifier. The only differ-
ence between the two classes is the utilization of the weighted average of the local models
based on custom weight parameters calculated using the MSE, as shown in Algorithm 3.
Algorithms 6 and 7 present the processing stages of the global FL. model aggregation using
the FederatedEnsembleClassifier and WeightedFederatedEnsembleClassifier approaches.

The FederatedEnsembleClassifier creates a classification model and returns it as a
global model that each of the trainers can write on the blockchain. The model validation
can either be made by sharing a validation set by the requestor within a new transaction
or by the requester only. The FederatedEnsembleClassifier holds the array of the local
models, and predictions and the averaging of the local models can easily be performed on
whatever dataset is needed. The advantage of this aggregation approach is that there is no
data requirement for the global FL. model aggregation during training; neither local nor
validation data are required.

Algorithm 6: Federated Ensemble Classifier

Input: local models
Output: Ensemble global FL. model

1 Initialize the FederatedEnsembleClassifier with a list of models
2 Define a method __init__ to set the initial models
3 Make predictions for each model on input data X using method predict_proba(X)

3.1 Initialize an empty list predictions
3.2 For each model in self.models:

3.2.1 Make probability predictions using model.predict_proba(X)
3.2.2 Add the predictions to the list

3.3  Calculate the average predictions using np.average along axis=0
3.4  Return the average predictions

4 Define a method predict(X) to predict the class labels for input data X:

41  Call predict_proba(X) to get the probability predictions
42  Find the index of the maximum probability along axis=1 using np.argmax
43  Return the indices as the predicted class labels




Electronics 2024, 13, 3672

11 of 29

Using WeightedFederatedEnsembleClassifier, the weights of the custom weight pa-
rameters are calculated during the local training of the models using the MSE calculated
based on the predictions of private trainers’ datasets.

Algorithm 7: Weighted Federated Ensemble Classifier

Input: local models
Output: Ensemble global FL. model

1 Initialize the WeightedFederatedEnsembleClassifier with a list of models
2 Define a method __init__ to set the initial models.
3 Make predictions for each model on input data X using method predict_proba(X)

3.1 Initialize an empty list predictions and an empty list weights
3.2 For each model in self.models:

3.2.1 Calculate probability predictions using model.predict_proba(X)
3.2.2  Multiply the predictions by model. CustomWeight and add to predictions
3.2.3 Add model.CustomWeight to the weights list

3.3  Calculate the weighted average predictions using weights
34  Return the weighted average predictions
4 Define a method predict(X) to predict the class labels for input data X:
41  Call predict_proba(X) to get the probability predictions
4.2 Find the index of the maximum probability along axis=1 using np.argmax
43  Return the indices as the predicted class labels

4.5. Ensemble-Based Model Aggregation Using Confusion Matrix

Instead of using local MSEs for the calculation of the custom weight parameters of the
local models, a confusion matrix can be utilized as a quality metric for the local models.
The authors of [41] propose the use of Matthews correlation coefficient (MCC) [42] or the
phi coefficient as a statistical measure used to discover the association between two binary
variables. The MCC is calculated as follows:

(TP x TN) — (FP x FN)

MCC - ’
/(TP +FP) x (TP + EN) x (IN + FP) x (IN + EN)

()

where TP is the number of true positives, TN is the number of true negatives, FP is the
number of false positives, and FN is the number of false negative predictions.

The MCC considers all elements within the confusion matrix, making it resilient to the
challenges posed by imbalanced or skewed datasets. The MCC outperforms other com-
monly used performance metrics demonstrating superior levels of robustness and reliability
in assessing classifier performance across both balanced and imbalanced scenarios.

MCC values are in the range of [~1, +1], where +1 signifies a flawless classifier, 0
denotes a classifier making random guesses, and -1 indicates a classifier predicting all data
incorrectly. Hence, the focus is solely on classifiers exhibiting a positive MCC value. In cases
in which all instances in the dataset belong to a single label (either positive or negative),
or if the classifier predicts all data as either positive or negative, both the numerator and
denominator in the MCC become zero, rendering the calculation undefined. In the current
study, the calculation of the MCC follows the proposal in [26]. The authors observed
that removing weak classifiers with an MCC value below a certain threshold t increases
the performance of the final ensemble classifier. The reported experiments show that
optimal results are obtained for a threshold value of T = 0.2; thus, the values below 0.2 are
considered 0. Algorithm 8 presents the local training with the confusion matrix calculated
as the mcc_weights parameter for each model.

In order to aggregate the global FL. model, the MCC weights of the local models are
calculated, the parameter customWeight is set to the MCC weight values and is stored in
the local models, and the aggregation follows Algorithm 7 for WeightedFederatedEnsem-
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bleClassifier. The steps for ensemble-based model aggregation using the MCC weights are
given as Algorithm 9.

Algorithm 8: Local Training with Calculation of Confusion Matrix

Input: local models
Output: Locally trained model with custom parameter

1 Each Trainer loads its local dataset using
X_train, X_test, y_train, y_test = train_test_split
Train local model using local training data X_train, y_train
Calculate predictions using X_test and write them in y_pred
Calculate conf_matrix custom parameter of the model using y_test, y_pred
Submit locally trained model on the blockchain

Q= W N

Algorithm 9: Weighted Federated Ensemble Classifier Using Confusion Matrix

Input: local models
Output: Locally trained model with custom parameter

1 Check if all models have a ‘customWeight” property:

1.1 If any model does not have ‘customWeight’,
raise a ValueError indicating that all models must have this property

2 Calculate MCC weights for each model:

2.1 Initialize an empty list mcc_weights
2.2 For each model in models:

2.2.1  Calculate MCC for the model’s “‘conf_matrixCustParam’
222  Add the MCC value to mcc_weights list

3 Normalize the MCC weights to ensure they sum to 1:
3.1 Divide each value in mcc_weights by the sum of mcc_weights

4 Set the ‘customWeight’ property for each model using
the corresponding normalized MCC weight
5 Create the weighted federated ensemble model:

51 Initialize ensemble_model as a WeightedFederatedEnsembleClassifier with models

6 Return the ensemble_model

5. Experimental Testing and Results

The experimental testing of the FBLearn platform aims to explore and evaluate the
suggested approaches for global FL model aggregation. The designed experiments esti-
mate the aggregated global FL model in comparison to the local models to prove if the
aggregation approaches are beneficial for the requestor.

The results of two experimental use cases of the FBLearn platform are presented and
discussed: Use Case 1 based on Credit Risk Scoring dataset [43] using the random forest
classifier and Use Case 2 based on Credit Card Fraud dataset [44] using the logistic regression.

5.1. Experimental Setup
The experimental environment is based on the following setup:
e  Hardware: Operating system: MS Windows 10; RAM: 16 GB; CPU: Intel® Core™
i5-7300HQ; GPU: Intel® HD Graphics 630, AMD Radeon™ RX 560;
Software: Python-3.10.2; Brownie-v1.19.3; Solidity—0.8.0; React]S—React 18;
Data sources: Use Case 1: public data for Credit Risk Score model; Use Case 2: public
data for Credit Card Fraud model;
Number of parallel Local Trainers: Three trainers;
ML algorithms: Random forest classifier; Logistic regression.
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5.2. Evaluation Metrics

In order to access the data quality of the datasets, common ML evaluation metrics are

used, which allow the datasets and the models to be evaluated:

Accuracy: Accuracy is a performance metric that measures how well the model
predicts or classifies data. It is the ratio of correctly predicted instances to the total
instances in the dataset, expressed as a percentage. Thus, accuracy provides an overall
assessment of a model’s correctness by considering both true positive and true negative
predictions. The accuracy of a model is calculated as follows:

accuracy — TP + IN 3)
Y= TP + IN + FP + EN’

Precision: Precision is a performance metric that measures the accuracy of positive
predictions made by a model. It is the ratio of true positive predictions to the sum of
true positive and false positive predictions. Precision focuses on the precision of the
model’s positive predictions, indicating how well the model performs when it predicts
a positive outcome. The precision is calculated as follows:

TP

TP + FP’ @)

precision =
Recall: Also known as sensitivity or the true positive rate, recall is a performance
metric in machine learning that measures the ability of a model to capture correctly
all relevant instances of a particular class. It is the ratio of true positive predictions to
the sum of true positives and false negatives. Recall provides insight into how well
a model identifies all actual positive instances. The recall of a model is calculated

as follows: P
l = ——
reca TP + TN/ (5)
F1 Score: F1 Score is a metric in machine learning that combines both precision and
recall into a single value, providing a balanced measure of a model’s performance
especially in scenarios with an imbalanced class distribution. It is particularly useful
when there is a need to strike a balance between false positives and false negatives. F1

Score is calculated as follows:

precision-recall

Fl - 2 . . 7
precision + recall

(6)

Mean Squared Error (MSE): MSE is a commonly used metric to evaluate the perfor-
mance of a regression model in machine learning. It quantifies the average squared
difference between the predicted values and the actual values in a dataset. The MSE is

calculated as follows: ) .
MSE = — Yo (Yi=Y)?, @)

where 7 is the number of data points, Y; are the observed values, and Qi are the
predicted values.

R-Squared (R?): R?, also known as the coefficient of determination, is a statistical
metric used to assess the goodness of fit of a regression model. R?> measures the
proportion of the variance in the dependent variable that is predictable from the
independent variables in the model. Its values range from 0 to 1; a value of 1 indicates
that the model perfectly predicts the dependent variable, while a value of 0 means
the model does not provide any predictive information. Negative values are possible
and indicate that the model performs worse than a simple mean-based model. R? is

calculated as follows: SR
RZ=1- "1
ST/ ®)
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where the SSR is the sum of the squared differences between the predicted and actual
values (residuals), and the SST is the total sum of the squared differences between the
actual values and the mean of the dependent variable.

e ROC/AUC (receiver operating characteristic curve/area under the curve): The ROC
curve is a graphical representation commonly used in binary classification models
to assess their performance. In the ROC curve, the true positive rate (sensitivity) is
plotted against the false positive rate (1—specificity) at various threshold settings for
the model. The diagonal line in the curve represents the ROC curve for a random
classifier. The AUC is the measure of the area under this curve. A higher AUC
value indicates the model has a better ability to distinguish between the positive and
negative classes. The AUC ranges from 0 to 1, where 0.5 represents a model that
performs no better than random chance, and 1 indicates a perfect model.

5.3. Experimental Results for Credit Risk Scoring Using FBLearn Platform

Use Case 1 is based on a dataset for Credit Risk Scoring [43]. The original dataset is
split to training, test, and validation datasets that are preprocessed using the processing
steps described in [45]. The exploratory data analyses applied are aimed at data cleaning,
feature and target data transformation, encoding, and proper feature scaling. The obtained
preprocessed training dataset is then split into three training files for each of the three
trainers (nodes): scorel.csv, score2.csv, and score3.csv. In addition, one fake training file
(fake.csv), comprising randomly generated data, is generated and used in some of the
test cases of the third node. A preprocessed validation dataset (validate.csv) is also used.
A summary of the number of data samples and the number of data features of the datasets
is given in Table 1.

Table 1. Training and validation datasets for Use Case 1.

Dataset File Name Data Rows Count Number of Features
scorel 16,001 29
score2 16,000 29
score3 17,991 29
fake 17,990 29
validate 24,996 29

All data files comprise the same features: numeric columns for age, annual balance,
number of credit cards, number of loans, outstanding balance, credit history, money
spent, etc., as well as a “TARGET” column with values of {0, 1, 2}, in which a value of “0”
represents a “Bad Credit Score”, a value of “1” is a “Risky Credit Score”, and a value of “2”
denotes a “Good Credit Score”. In this use case, the target variable is a numeric value from
a limited set and the model is trained to predict one of the target values, thus classification
ML is used for model training. For this use case of the FBLearn platform, a random forest
classifier is utilized. Random forest classifiers are well suited for tasks with a large number
of input features because they are capable of handling high-dimensional data without the
risk of overfitting, as is the discussed use case for credit risk scoring.

The parameters of the random forest classifier used for the experimental evaluation
in Use Case 1 are based on the default settings of the scikit-learn implemented using the
Python class RandomForestClassifier: the number of trees in the forest is 100, the function
to measure the quality of a split is based on Gini impurity, the minimum number of samples
required to split an internal node is two, the minimum number of samples required for
a leaf node is one, the number of features to consider for the best split is the square root
of the number of features, and bootstrap samples are used when building the trees. No
hyperparameter tuning is applied in the presented experimental evaluation as its focus is
on distributed learning and global model aggregation. The same parameters are used in
model training, testing, and validation.
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Two approaches are applied in order to assess the quality of the data in all the train-

ing datasets:

e Approach 1: The same datasets are used for training and validation

Each dataset is split into training and testing data using a ratio of 80:20. A model is
obtained using random forest classification based on the training data. Predictions are
calculated using the test data and are compared with the target feature. The results for the
selected evaluation metrics are given in Table 2. Figure 3 shows the ROC curves for the

used data sources.

Table 2. Results for dataset assessment: Approach 1, Use Case 1.

File/Test Accuracy Precision Recall MSE R?
scorel 0.8304 0.8104 0.8320 0.1865 0.5767
score2 0.8481 0.8318 0.8487 0.1847 0.5840
score3 0.8477 0.8352 0.8437 0.1656 0.6198

fake 0.4947 0.3036 0.3220 0.6203 —0.4591
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Figure 3. ROC curves for dataset assessment Approach 1, Use Case 1: Datasets: (a) scorel; (b) score2;

(c) score3; (d) fake.
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e Approach 2: Validation using validation file

For each dataset, a model is obtained using random forest classification based on all
the samples from the dataset. Predictions are calculated for the validation samples and
are compared with the target feature in the validation dataset. The results for the selected

evaluation metrics are given in Table 3.
sources where Class 0 represents the

Figure 4 shows the ROC curves for the used data
Bad Credit Score” category, Class 1 denotes the

“Risky Credit Score” category, and Class 2 is the “Good Credit Score” category.

Table 3. Results for dataset assessment: Approach 2, Use Case 1.

File/Test Accuracy F1 Score Precision Recall MSE R?
scorel 0.6951 0.6803 0.6760 0.6853 0.3697 0.2172
score2 0.6963 0.6826 0.6778 0.6893 0.3727 0.2107
score3 0.7018 0.6854 0.6841 0.6867 0.3596 0.2386
fake 0.5016 0.2675 0.3408 0.3368 0.5486 —0.1616
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Figure 4. ROC curves for dataset assessment
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Both dataset assessment approaches show comparable results for the evaluation
metrics. The first three data sources have almost equal evaluation metrics and ROC curves
while the fourth (fake.csv), which has a different distribution, shows lower evaluation
metrics. That is why the experimental results for Use Case 1 are divided in two parts, with
two different hypotheses:

e  Part 1: Experiments are executed using only the first three data sources (scorel, score2,
and score3). The hypothesis for the evaluation is that the trainers are participating in
the distributed learning with high-quality datasets and are not aiming to disturb the
system or to decrease the quality of the final global FL. model. The goal is to evaluate
the suggested approaches for global FL model aggregation;

e  Part2: Experiments are executed using the first two data sources (scorel and score2)
for two trainers, and the third trainer uses the fourth data source (fake.cvs). The
hypothesis is that the first two trainers participate in the distributed training with
data sources of similar quality and the third one uses a lower-quality dataset for local
model training, thus either it aims to decrease the quality of the final global model or
it just does not have good-quality data. The goal is to evaluate the resiliency of the
distributed training system against trainers with datasets of differing quality used
during local training.

For part 1 of Use Case 1 (described in Table 4), the training datasets scorel, score2, and
score3 have a similar quality and distribution; thus, the goal is to explore different scenarios
of distributed training and validation using the suggested approaches for global FL model
aggregation. The test cases correspond to nine scenarios for global model aggregation
according to the above presented algorithms.

Table 4. Test case scenarios for Part 1 of Use Case 1.

Scenario Global Model Aggregation Validation Weights Weight Type

1 Combine (Algorithms 1 and 2) Validate dataset No n/a

2 Combine (Algorithms 3 and 4) Validate dataset Yes MSE
3 Combine (Algorithm 5) Local test datasets Yes MSE
4 Combine (Algorithm 5) Local test datasets Yes MSE
5 Combine (Algorithm 5) Local test datasets Yes MSE
6 Choose the best (Algorithm 5) Each trainer Yes MSE
7 Ensemble (Algorithm 6) Validate No n/a

8 Ensemble (Algorithms 6 and 7) Validate Yes MSE
9 Ensemble (Algorithms 6, 8 and 9) Validate Yes MCC

The results for the test cases are given in Table 5. The results show relatively similar
values for all the evaluation metrics. The ROC curves shown in Figure 5 also confirm
the quality of the global FL models obtained. Generally, the models have small MSE and
R-squared parameter values and high values for accuracy, F1 score, precision, and recall.
The aggregation of the global model in all the cases using different algorithms shows equal
results when the data of both trainers are of similar quality. In all the cases, the achieved
quality of the global FL model is good with quality metrics very similar to those of the
original datasets, thus confirming that the model aggregation can be based on all of the
suggested approaches. Test Cases 3, 4, and 5 show good performance and quality versus
the original quality of the models trained on the separate datasets. The quality metrics
for the resulting final global models of Test Cases 7, 8, and 9 are significantly good. This
confirms that the aggregation techniques used in Test Cases 7, 8, and 9 are the best.

For Part 2 of Use Case 1 (described in Table 6), the same algorithms for aggregation
of the global FL models are used, but the third local trainer node uses a dataset with a
significantly lower quality (fake.csv).
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Table 5. Experimental results for test case scenarios for Part 1 of Use Case 1.
Test Case Accuracy F1 Score Precision Recall MSE R?
1 0.7024 0.6921 0.6906 0.6939 0.3289 0.3035
2 0.7009 0.6736 0.7127 0.6543 0.3139 0.3354
3 0.6542 0.5959 0.6674 0.5799 0.3669 0.2231
4 0.6545 0.6000 0.6637 0.5854 0.3707 0.2151
5 0.6511 0.5897 0.6651 0.5771 0.3727 0.2109
6 0.6511 0.5897 0.6651 0.5771 0.3727 0.2109
7 0.7386 0.7256 0.7201 0.7327 0.3241 0.3137
8 0.7374 0.7247 0.7186 0.7327 0.3268 0.3080
9 0.7380 0.7254 0.7195 0.7330 0.3249 0.3121
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Figure 5. ROC curves for the global FL models of Use Case 1, Part 1: (a) Test Case 1; (b) Test Case 2;
(c) Test Case 3, 4, 5; (d) Test Case 6; (e) Test Case 7; (f) Test Case 8; (g) Test Case 9.

The results for the test cases are given in Table 7 and the ROC curves are shown in
Figure 6. In Test Case 10, the global FL model is aggregated using a combination of the local
models and no weights are applied. The ROC curve shows significantly good results; there
is no serious deviation in the quality of the global model influenced by the fake dataset
as a result of the combination. The results for Test Cases 11 - 14 show that aggregation
using weighed average approaches ensures the high quality of the model and the small
influence of the fake dataset on the global FL model. Test Cases 12, 13, and 14 have three
candidates for the final model, and the results show the models are of comparable quality,
which means that the requestor can choose one of them. This can be a good approach
in the specific situation in which the local trainers are required to use private datasets to
create the final model proposition. Test Cases 15, 16, and 17 use the ensemble technique for
global FL model aggregation: without weights (Test Case 15) and with different weighting
approaches (Test Case 16 using the MSE and Test Case 17 using the MCC). The results
show that these approaches ensure comparable results with the others and the quality of
the global FL model remains significantly good despite the influence of the fake dataset.
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Table 6. Test case scenarios for Part 2 of Use Case 1.

Scenario Global Model Aggregation Validation Weights Weight Type
10 Combine (Algorithms 1 and 2) Validate dataset No n/a
11 Combine (Algorithms 3 and 4) Validate dataset Yes MSE
12 Combine (Algorithm 5) Local test datasets Yes MSE
13 Combine (Algorithm 5) Local test datasets Yes MSE
14 Combine (Algorithm 5) Local test datasets Yes MSE
15 Ensemble (Algorithm 6) Validate No n/a
16 Ensemble (Algorithms 6 and 7) Validate Yes MSE
17 Ensemble (Algorithms 6, 8 and 9) Validate Yes MCC
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Figure 6. ROC curves for the global FL. models of Use Case 1, Part 2: (A) Test Case 10; (b) Test Case
11; (c) Test Case 12, 13, 14; (d) Test Case 15; (e) Test Case 16; (f) Test Case 17.

Table 7. Experimental results for test case scenarios for Part 2 of Use Case 1.

Test Case Accuracy F1 Score Precision Recall MSE R?
10 0.6876 0.6581 0.6937 0.6382 0.3369 0.2866
11 0.6385 0.4754 0.6070 0.5215 0.3778 0.2001
12 0.6134 0.4515 0.4121 0.4999 0.4044 0.1437
13 0.6203 0.4573 0.4162 0.5077 0.4019 0.1489
14 0.6146 0.4524 0.6137 0.4993 0.4023 0.1481
15 0.7039 0.6762 0.7119 0.6557 0.3170 0.3287
16 0.7132 0.6903 0.7134 0.6749 0.3122 0.3388
17 0.6499 0.5669 0.7012 0.5450 0.3619 0.2336

In general, the experimental results confirm that using a combination of local trained
models with or without weights allows us to eliminate malicious behavior in the system
and ensures the high quality of the global FL model even though some of the local trainers
have datasets with lower quality or try to compromise the system results. The different
scenarios can be chosen depending on the specific status of the participants in the system
and the wish of the requestor to share a validation dataset or not.

5.4. Experimental Results for Credit Card Fraud Using FBLearn Platform

Use Case 2 aims to experiment with the same approaches for global FL model aggre-
gation but using a logistic regression. Logistic regression is particularly well suited for
binary classification problems for which the outcome variable has two classes and provides
a straightforward probability estimate for class membership. The dataset for this use case is
the Credit Card Fraud dataset [44]. The original dataset is split into three training datasets
for three trainers (nodes): trainl, train2, and train3 (csv files) and a validation file which
is used in the experiments based on validations for global FL. model aggregations. The
datasets for each trainer are presented in Table 8. All data files are preprocessed and consist
of 30 features: numeric columns, representing credit card transactions, the cardholder’s
personal data, financial and demographic data, historical data for the financial profile of
the customer, and a target column of value of {0, 1}, in which a value of 0 denotes there is
no fraud and a value of 1 denotes fraud. The data samples in the first dataset (trainl) are
significantly more than the samples in the other two. The training dataset of this use case
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is appropriate for a binary case logistic regression that outputs a result as true or false for
each prediction. The logistic regression parameters used for the experimental evaluation
in Use Case 2 are based on the default settings of scikit-learn for the relevant Python
class. A large-scale bound-constrained optimization solver is used due to its robustness
with 12 regularization penalties, and the maximum number of iterations for the solvers to
converge is set to 100. Hyperparameter tuning is not applied in the presented experimental
evaluation as it focuses on the distributed learning and global model aggregation. The
same parameters are used in model training, testing, and validation.

Table 8. Training and validation datasets for Use Case 2.

Dataset File Name Data Rows Count Number of Features
trainl 342,884 30
train2 84,443 30
train3 84,443 30
validate 56,864 30

In order to assess the quality of the data in the different training datasets, the same
two approaches as in Use Case 1 are used:
e  Approach 1: The same datasets are used for training and validation

Each of the datasets is split into training and testing data using a ratio of 80:20.
A logistic regression model is trained on the training samples and predictions are compared
with the test sample’s target values. Table 9 shows the results for the evaluation metrics
and Figure 7 shows the ROC curves for the data sources.

Table 9. Results for dataset assessment for Approach 1, Use Case 2.

File/Data Accuracy F1 Score Precision Recall MSE R2
trainl 0.7933 0.8169 0.7363 0.9175 0.2067 0.1730
train2 0.7853 0.8114 0.7289 0.9151 0.2147 0.1411
train3 0.7848 0.8098 0.7268 0.9142 0.2152 0.1391
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Figure 7. ROC curves for dataset assessment for Approach 1, Use Case 2. Datasets: (a) trainl;
(b) train2; (c) train3.

Approach 2: Validation using validation file

For each dataset, a logistic regression model is trained using all the samples from the

dataset. Predictions are calculated for the validation samples and are compared with the
target feature in the validation dataset. The results for the selected evaluation metrics are
given in Table 10 and the ROC curves in Figure 8.

Table 10. Results for dataset assessment for Approach 2, Use Case 2.

File/Data Accuracy F1 Score Precision Recall MSE R?
trainl 0.7900 0.8134 0.7303 0.9178 0.2100 0.1598
train2 0.7897 0.8128 0.7309 0.9154 0.2103 0.1587
train 3 0.7897 0.8130 0.7306 0.9163 0.2103 0.1588

Both assessment approaches show comparable results. The three data sources have
almost equal evaluation metrics and ROC curves.
The main hypothesis of Use Case 2 is to evaluate the suggested approaches for global
FL model aggregation when the logistic regression is used for distributed learning. The test
case scenarios for Use Case 2 are presented in Table 11.
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Table 11. Test case scenarios for Use Case 2.
Scenario Global Model Aggregation Validation Weights Weight Type

18 Combine (Algorithms 1 and 2) Validate dataset No n/a

19 Combine (Algorithms 3 and 4) Validate dataset Yes MSE
20 Combine (Algorithm 5) Local test datasets Yes MSE
21 Combine (Algorithm 5) Local test datasets Yes MSE
22 Combine (Algorithm 5) Local test datasets Yes MSE
23 Ensemble (Algorithm 6) Validate No n/a

24 Ensemble (Algorithms 6 and 7) Validate Yes MSE
25 Ensemble (Algorithms 6, 8 and 9) Validate Yes MCC

The experimental results given in Table 12 show that the global FL model aggregation
approaches are applicable for distributed model training using a logistic regression and
result in a high-quality global FL model. The different approaches can be used in different
scenarios in real cases depending on the requestor’s intention to share their validation data

or not.

Table 12. Experimental results for test case scenarios for Use Case 2.

Test Case Accuracy F1 Score Precision Recall MSE R?
18 0.7897 0.7864 0.8097 0.7900 0.2103 0.1589
19 0.7897 0.7863 0.8096 0.7900 0.2103 0.1587
20 0.7897 0.7864 0.8095 0.7900 0.2103 0.1587
21 0.7897 0.7864 0.8095 0.7900 0.2103 0.1587
22 0.7896 0.7863 0.8095 0.7899 0.2104 0.1585
23 0.7897 0.7863 0.8096 0.7900 0.2103 0.1586
24 0.9436 0.9434 0.9479 0.9437 0.0564 0.7743
25 0.9779 0.9779 0.9784 0.9780 0.0221 0.9117

The resulted final global models from the test cases of Use Case 2 show the quality
of the initial training dataset files is not better than the quality of the final models if the
evaluation metrics and the ROC curves (Figure 9) are compared. The ROC curves of the
final models are closer to the top left corner of the frame, which is an indicator of a better
performance, especially for Test Cases 24 and 25.
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Figure 9. ROC curves for the global FL models of Use Case 2: (a) Test Case 18; (b) Test Case 19;
(c) Test Case 20, 21, and 22; (d) Test Case 23; (e) Test Case 24; (f) Test Case 25.

6. Conclusions

Blockchain-based federated learning has gained a great amount of attention recently
due to the resulting enhanced data security. However, model accuracy and model security
remain challenges in implementing the BFL system, especially when the trainers participate
with varying data quality or some of them misbehave, applying adversarial or poisoning
attacks. The existing studies in the field use various consensus mechanisms, reputation
evaluations, or modifications of federated averaging for global model aggregation. In
comparison, the suggested global aggregation strategies based on combining or ensembling
the local models offer several unique advancements, particularly in model aggregation, the
preservation of privacy, and robustness against attacks.

This paper demonstrates the feasibility of implementing a distributed federated learn-
ing solution based on the designed and implemented FBLearn platform. For both use cases
of the utilization of the FBLearn platform for credit score modeling and credit card fraud
using distributed learning on blockchain, the experiments are designed to evaluate the
influence of the suggested approaches for global FL. model aggregation and to compare its
quality against the locally trained models.

Although other BFL architectures incorporate smart contracts to manage aggregation
and incentivize participation, the suggested incorporation of local and globally distributed
validation datasets for model aggregation ensures the global FL model reflects the quality
of each participating model, reducing the impact of low-quality or malicious contributors.
Another key advancement in the proposed aggregation approaches is the emphasis on
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adaptive weight calculations and ensemble techniques to enhance the robustness of the
global model by implementing dynamic weight calculations based on the quality of local
training data. By using MSE and MCC values for assessments of the training data quality
in the calculations of the weights, we ensure that the local models trained on lower-quality
data do not affect the global FL model, thus improving both its accuracy and robustness.
The performance evaluation metrics and ROC curves prove that the proposed approaches
successfully limit the influence of low-quality models on the final model. The global
FL models have better performing metrics when compared to those of locally trained
models based only on private datasets. With the integration of blockchain, the FL models
are obtained securely and robustly without the requirement for private data to leave the
organization’s premises.

Additionally, the FBLearn platform’s flexibility in supporting different machine learn-
ing algorithms, not only limited to random forest and logistic regression algorithms, pro-
vides a broader applicability across various domains and allows different entities (banks,
financial institutions, hospitals, or others) to play the role of a requester or trainer, thus
enabling the efficient utilization and monetization of private data.

Future development and research with the described platform for distributed federated
learning using blockchain will focus on enhancing the security of the platform, in particular,
ensuring the ethical and positive intentions of all participants. One key challenge is
experimenting with a significantly scaled number of participants in the system which could
improve its overall performance and robustness. Another challenge is the standardization
of training data across different model types. This issue can be addressed by including
pre-defined topics with predefined input formats tailored for specific machine learning
models such as fraud detection, credit risk assessment, or customer resilience evaluation.
By standardizing the data and model formats, the system can achieve more consistent and
accurate results.
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