
Citation: Jia, H.; Huang, J.; Zhao, K.;

Mao, Y.; Zhou, H.; Ren, L.; Jia, Y.; Xu,

W. Demonstration‑Based and

Attention‑Enhanced Grid‑Tagging

Network for Mention Recognition.

Electronics 2024, 13, 261. https://

doi.org/10.3390/electronics13020261

Academic Editor: Byung‑Gyu Kim

Received: 28 November 2023

Revised: 28 December 2023

Accepted: 2 January 2024

Published: 5 January 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

electronics

Article

Demonstration‑Based and Attention‑Enhanced Grid‑Tagging
Network for Mention Recognition
Haitao Jia 1,†, Jing Huang 2,*,†, Kang Zhao 1, Yousi Mao 1, Huanlai Zhou 3, Li Ren 4, Yuming Jia 2 and Wenbo Xu 1

1 School of Resource and Environment, University of Electronic Science and Technology of China,
Chengdu 611731, China

2 School of Information and Communication Engineering, University of Electronic Science and Technology of
China, Chengdu 611731, China

3 UESTC—Chengdu Quantum Matrix Technology Co., Ltd., Joint Institute of Data Technology,
Chengdu 610066, China

4 University of Electronic Science and Technology Library, University of Electronic Science and Technology of
China, Chengdu 611731, China

* Correspondence: 202152011709@std.uestc.edu.cn
† These authors contributed equally to this work.

Abstract: Concepts empower cognitive intelligence. Extracting flat, nested, and discontinuous name
entities and concept mentions from natural language texts is significant for downstream tasks such
as concept knowledge graphs. Among the algorithms that uniformly detect these types of name
entities and concepts, Li et al. proposed a novel architecture by modeling the unified mention recog‑
nition as the classification of word–word relations, namedW2NER, achieved state‑of‑the‑art (SOTA)
results in 2022. However, there is still room for improvement. This paper presents three improve‑
ments based on W2NER. We enhanced the grid‑tagging network by demonstration learning and
tag attention feature extraction, so our modified model is named DTaE. Firstly, addressing the is‑
sue of insufficient semantic information in short texts and the lack of annotated data, and inspired
by the demonstration learning from GPT‑3, a demonstration is searched during the training phase
according to a certain strategy to enhance the input features and improve the model’s ability for few‑
shot learning. Secondly, to tackle the problem of W2NER’s subpar recognition accuracy problem
for discontinuous entities and concepts, a multi‑head attention mechanism is employed to capture
attention scores for different positions based on grid tagging. Then, the tagging attention features
are embedded into themodel. Finally, to retain information about the sequence position, rotary posi‑
tion embedding is introduced to ensure robustness. We selected an authoritative Chinese dictionary
and adopted a five‑person annotation method to annotate multiple types of entities and concepts in
the definitions. To validate the effectiveness of our enhanced model, experiments were conducted
on the public dataset CADEC and our annotated Chinese dictionary dataset: on the CADEC dataset,
with a slight decrease in recall rate, precision is improved by 2.78%, and the comprehensive metric
F1 is increased by 0.89%; on the Chinese dictionary dataset, the precision is improved by 2.97%, the
recall rate is increased by 2.35%, and the comprehensive metric F1 is improved by 2.66%.

Keywords: discontinuous mention recognition; grid tagging; demonstration learning; tag attention;
rotary position embedding

1. Introduction
In the realm of human cognition, the concept stands as a paramount bridge between

concrete elements and abstract understanding. It epitomizes the embodiment of human
understanding of the myriad elements in our world, linking past experiences with present
interactions and thereby enabling the crucial cognitive functions of recognizing and com‑
prehending novel phenomena [1]. In essence, the human ability to comprehend and un‑
derstand relies on associating their knowledge with the concrete world through concepts.
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For instance, when the word “冻” (freeze) is mentioned, people can associate it with dif‑
ferent concepts or entities such as “寒冷” (cold) and “皮冻” (frostbite), allowing them to
perceive, understand, and infer in specific contexts. Furthermore, in the era when in‑
telligent upgrading and transformation have become common demands across various
fields, understanding, and interpretation have become some of the core missions of arti‑
ficial intelligence in the post‑deep‑learning era. Prior knowledge, such as knowledge of
concepts, is also essential to endow machines with cognitive intelligence. Both structured
and unstructured texts contain rich concepts or entities. Entities refer to distinguishable
and independently existing entities, while concepts represent collections of entities with
similar characteristics. For a natural, language sequence like “深海中的鲨鱼令大多人恐惧,
其缘由是它们是食肉的动物。” (“Sharks in the deep sea frighten most people; the reason
is that they are carnivorous animals”.), people need to focus not only on the entity “鲨鱼”
(shark) but also on broad concepts like “食肉动物” (carnivorous animal) and “动物” (ani‑
mal). The comprehensive extraction of both named entities and overarching concepts from
textual data is of paramount importance. It serves as a foundational step in the construc‑
tion of concept knowledge graphs and facilitates a myriad of other downstream tasks.

Entities and concepts in natural language sequences, referred to as mentions in the
following text, can be classified into three types: flat, nested, and discontinuous. Flat men‑
tions imply that the words (or characters in Chinese text) in the mention are continuous
and that none of its subsequences represent other entities or concepts. Nested mentions
mean that the words in the mention are continuous, but they contain subsequences repre‑
senting other entities or concepts. Discontinuous mentions indicate that the words in the
mention are not contiguous. Accurately identifying the boundary of the entity and concept
is extremely challenging. Additionally, using a unified model to address these three types
of problems and refining the granularity of entity and concept representations has become
a research hotspot in recent years.

Moreover, in the past two years, methods based on grid tagging have shown outstand‑
ing performance in the unified recognition of entities and concepts [2–6]. Among them, the
W2NER [3] model predicts the boundaries of entities and concepts as well as the adjacency
word relationships using two grids. It then decodes the entire entity and concept, unifying
the recognition problems of flat, nested, and discontinuous cases. Although this method
has achieved SOTA results, there is still room for improvement. The SOTA model only
focuses on the relationships between words within the grid, overlooking the impact of la‑
bels on the classification of word‑pair relationships. Especially for discontinuous cases, it
is crucial for the model to learn the word positions that it should pay more attention to,
which is essential for improving the recognition of discontinuous entities and concepts.

In grid‑tagging algorithms, inspired by Liu et al. [7], capturing the attention of grid
tagging on words at different positions is valuable. In this way, this paper utilizes a multi‑
head attention mechanism to embed grid‑tagging representations into the model, model‑
ing the relationships between labels and the relationships between tags and words. How‑
ever, pure attention mechanisms may lose sequence order information, and preserving
the positional information of the sequence is essential for the effectiveness of grid‑tagging
algorithms.

So far, very few publicly available datasets include discontinuous entities and con‑
cepts, and there are no Chinese datasets of this kind. Among the limited publicly available
datasets, discontinuous cases account for less than 10%. This paper aims to extract flat,
nested, and discontinuous entities/concepts from authoritative Chinese dictionary defini‑
tions. However, manually annotated data are always limited. Therefore, in situations
where the number of samples is small, the model’s learning ability and generalization ca‑
pability still need improvement.

Additionally, authoritative Chinese dictionaries contain rich conceptual knowledge
in the form of vocabulary and phrases. However, most natural language sentences in
these dictionaries are short texts due to this nature. Short texts have characteristics such as
sparse semantic context, flexible expression, and a lack of annotated data. Traditional al‑
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gorithms find extracting accurate, complete, and fine‑grained conceptual knowledge from
these texts challenging. Moreover, as a complex language with limited resources, Chinese
has highly flexible expression styles and grammar rules.

In summary, the mining of fine‑grained entities and concepts from structured and
semi‑structured texts face challenges such as significant text noise, abundant missing data,
insufficient semantic information, subpar recognition in discontinuous scenarios, and lim‑
ited annotated data.

The contributions of this paper are as follows:
1. Based on the analysis of practical results obtained from mining mentions of para‑

phrases in the Chinese dictionary using W2NER, we address the issue of insufficient
semantic information in short texts. Furthermore, with the rise of Large Language
Models (LLMs), in‑context learning theory performs excellently in its performance
by feeding a few task‑related samples, which is widely applied in the field of Nat‑
ural Language Processing (NLP) [8]. Concatenating task‑related demonstration in
the input text as a prompt is also an advantage for normal‑scale models. To enhance
the learning ability, inspired by task‑specific demonstration proposed in GPT‑3 [9],
we introduce the concept of in‑context learning. Following specific selection strate‑
gies, it samples inputs and labels from the training data, designs task‑specific demon‑
stration templates, constructs corresponding demonstration sequences, concatenates
themwith input sentences, and provides information enhancement. Simultaneously,
it improves the model’s ability to learn from limited samples.

2. To address the issue of lower accuracy in recognizing entities or concepts in discontin‑
uous scenarios with the base model, we introduce a multi‑head attention mechanism
to capture attention scores for words at different positions based on different labels.
The attention features of labels are embedded into the model. Additionally, an itera‑
tive mechanism is employed to update the representations of label attention, aiming
to extract deep fusion features.

3. To tackle the problem of attention mechanisms losing sequence information, this pa‑
per introduces rotary position embedding [10], achieving relative encoding effects in
an absolute embedding form. Additionally, we then propose an improved algorithm
W2NER [3], named theDemonstration andTag attention EnhancedGrid‑TaggingNet‑
work (DTaE). The overall architecture of DTaE is illustrated in Figure 1.

4. This study selected an authoritative Chinese dictionary and employed a five‑person
annotation method to annotate flat, nested, and discontinuous entities and concepts
in the definitions. Experiments were conducted on the public dataset CADEC [11]
and theChinese dictionary dataset to validate the effectiveness of the proposedmodel.
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The subsequent arrangement of this paper is as follows: In Section 2, the current re‑
search progress in the relevant field will be introduced. In Section 3, we enhanced the
grid‑tagging algorithm W2NER [3] by demonstrating learning and multi‑head attention
mechanism with rotary position embedding. In Section 4, the evaluation of the model’s
performance will be conducted.

2. Related Work
Entity and concept recognition aims to detect the boundary and semantic label of

an entity or a concept mentioned from an input sentence, which, as a fundamental task
in NLP, can be divided into three subtasks: flat, nested, and discontinuous named en‑
tity and concept recognition [6]. The earliest conventional research focuses on the recog‑
nition of flat mentions. In recent years, it has evolved from the conventional flat men‑
tion recognition to overlapped [12] and discontinuous mention recognition [13]. Previous
methods can be divided into approximately four types: sequence labeling‑based methods,
span‑based methods, generative methods, demonstration‑based learning methods, and
grid‑tagging methods.

Sequence labeling‑basedmethods treat nestedmention‑recognition tasks as sequence‑
labeling tasks, decoding them sequentially based on the order of the sequence. Since a
character or word in nested entities can be annotated with multiple distinct labels, conven‑
tional sequence labeling models cannot directly recognize nested entities. Most learning
models use Bidirectional Encoder Representation from Transformers (BERT) and Bidirec‑
tional Long Shot‑TERM Memory (Bi‑LSTM) to extract word‑ and character‑level features,
obtaining the context semantic information of the target word or character [3,7,14–18]. In
Tang et al. [15], a multi‑task BERT‑Bi‑LSTM‑AM‑CRF intelligent processing model was
constructed to classify the observation annotation sequence to obtain the named entities
in a Chinese text. Methods employing sequence labeling for nested NER attempt to trans‑
formmulti‑label tasks into single‑label tasks or modify decoders to accommodatemultiple
labels. Ju et al. [19] used dynamic stacking of flat entity layers to identify nested entities.
The layered‑Bi‑LSTM‑CRF model uses LSTM layers to capture sequential context repre‑
sentations and feeds them back to cascaded CRF layers. The output of the LSTM layers
is merged into the current flat NER layer to construct new representations for detected
entities, which are then input into the next flat NER layer. This approach fully utilizes
the internal information of nested entities, extracting external entities from the inside out.
The dynamic stacking of flat NER layers continues until no nested entities are left. Takashi
et al. [20] proposed a novel method for learning and decoding nested entities iteratively
from the outside in, addressing structural ambiguity problems. They used the Viterbi al‑
gorithm to recursively search the scope of each entity to find internal nested entities. This
algorithm does not require predefining themaximum length and quantity of entities. Each
entity type has its CRF layer to judge whether the decoding meets the constraint condi‑
tions. In order to label irregular entities and concepts, Tang et al. [21] proposed an im‑
proved schema system named BIOHD containing seven labels to uniformly recognize flat,
nested, and discontinuous mentions through the Bi‑LSTM‑CRF network. However, meth‑
ods based on sequence labeling have several limitations: they cannot train models in paral‑
lel, complex label types lead to sparse label distributions, and there are exposed error issues
between layers.

Span‑based methods treat nested named entity recognition (NER) as a subsequence‑
classification problem within a sentence, effectively addressing error‑propagation
issues [22–27]. The basic idea of these methods is to enumerate all possible subsequences
given an input sequence and predict the labels for each subsequence using a classifier. To
capture underlying semantic information in the text, approaches like Sohrab et al. [27] clas‑
sify all possible text fragments as potential entity mentions using deep neural networks.
Shared Bi‑LSTM networks output representations of text fragments to reduce computa‑
tional costs and capture contextual semantic information around the fragments.
Fisher et al. [26] propose a method where terms or named entities combine into nested
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structures of named entities. This method recognizes such nested entities in two stages:
first, it determines the boundaries of nested entities at different levels, and second, it gen‑
erates embeddings for each named entity by combining embeddings of smaller terms, pre‑
dicting the linkage probability between two terms. The representations of each term in the
named entity are iteratively updated to recognize nested entities. Span‑based methods
suffer from high computational costs and lack clear boundary supervision, leading to nu‑
merous negative samples, which impact overall algorithm performance. To address these
issues, Li F et al. [28] propose a segment‑enhanced span‑basedmodel for nested NER (SES‑
NER). This model treats the nestedNER task as a segment coverage problem. It models en‑
tities as line segments, detects segment endpoints, and identifies positional relationships
between adjacent endpoints. It detects outermost segments, generating candidate entity
fragments for nested entities to classify text fragments. This model enhances boundary su‑
pervision in span representations by detecting segment endpoints, preserving long entities
while reducing the number of negative samples and improving operational performance.
Despite these advancements, span‑basedmethods still face challenges, including excessive
consideration of non‑named entity regions, leading to numerous negative samples, high
computational costs associated with classifying all subsequences in a sentence, and poor
performance in boundary detection.

Generative methods aim to generate a named entity or a concept span sequence to ful‑
fill the recognition task [2,29–31]. J. Straková et al. [30] identified flat and nested entities by
generating label sequences and then decoding multi‑labels. Tan et al. [31] generated span
boundary and corresponding labels to detect flat and nested entities. Yan et al. [2] pro‑
posed a unified generative framework for various NER subtasks and utilized the unified
pre‑trained Seq2Seq model Bidirectional and Auto‑Regressive Transformers [32] (BARTs)
to address three entity recognition tasks. Yan et al. introduced three‑pointer mechanisms
to precisely locate entities within input sentences—span, byte pair encoding (BPE), and
word—to use the BART model effectively. This framework is easy to implement, offering
both performance and versatility. However, it still faces challenges related to decoding
ambiguities and the inherent exposure bias problem in the Seq2Seq framework.

Demonstration‑based learning methods have been researched widely in auto‑
regressive language models, with the recent introduction of a few training examples in a
natural language prompt [33,34]. This kind of prompt is a task‑specific demonstration that
aims to make the model understand the training task [35]. Related efforts focused on data
augmentation by generating synthetic labeled instances, which generate artificial samples
but mostly ignore real training data. Thus, Chen et al. [36] proposed a novel description
and demonstration‑guided data‑augmentation (D3A) approach for sequence annotation.
Lee et al. [34] designed a demonstration‑based approach for NER few‑shot learning, which
conducted a systematic study of the demonstration strategy, inspiring us to a great extent.

Grid‑taggingmethods convert a recognition task into a classification task that tags the
relationship of each word pair in a grid transformed from a sentence [3,7,37]. In 2022, Li
et al. a unified named entity recognition (NER) model calledW2NER [3]. They predefined
three types of word‑pair relationships: THW (Tail‑Head‑Word), NNW (Next Neighboring
Word), and Unknown. First, they utilized pre‑trained models for embedding to enhance
the semantic representation capability of the model. Secondly, they employed advanced
span annotation to convert the input into a two‑dimensional grid, effectively alleviating
decoding ambiguity issues. Next, they used a two‑dimensional convolutional network to
extract deep two‑dimensional features. Finally, they employed joint biaffine and linear
classifiers for word‑pair relationship classification, obtaining named entities through de‑
coding. This method addressed the challenges of entity boundary recognition difficulties
and exposure bias. This approach is highly advanced by unifying the modeling of three
types of entities and breaking through the core bottleneck through word‑pair relationship
classification. Furthermore, Liu et al. [7] improved recognition accuracy by expanding tag
definition and the multi‑head attention mechanism.
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3. Methods
When addressing the challenges of flat, nested, and discontinuous entity types, it is

essential to analyze their commonalities and transform them into a unified training task
to construct an effective unified model. For entity‑recognition problems, it is crucial to
accurately identify the boundary words, internal words, and categories of entities. In this
context, the state‑of‑the‑art model in the field as of 2022, W2NER [3], transformed entity
recognition problems into word‑pair relationship classification problems. In English, this
corresponds to words, and in Chinese, it corresponds to characters (hereinafter referred to
as “words”without specificmention of “characters”). The algorithmic process is as follows:
First, words’ semantic features are extracted via BERT‑Bi‑LSTM from input text. BERT and
its variants are heavily used to extract semantic word features inNature Language Process‑
ing and the proposed approach. Some studies [38] recently showed that these tools can
often extract semantic meaning and sentiment in a way that matches human‑generated
text. Then, matrix‑form position embedding and upper‑triangular region embedding are
introduced, combined with word features to construct features. Next, two‑dimensional
grid features are constructed through Conditional Layer Normalization (CLN), which is
easier to extract using convolutional networks. Hybrid Dilated Convolution (HDC) gen‑
erates a deeply interactive feature of two‑dimensional object as well as W2NER, which is
extremely appropriate for handling gird feature extraction [3,39,40]. Subsequently, a joint
classifier usingMultilayer Perceptron (MLP) and Biaffine is employed to classifyword‑pair
relationships within the grid. Finally, a decoding algorithm is designed to decode entities
and concepts in the input text based on word‑pair relationships.

Although W2NER [3] has achieved significant state‑of‑the‑art (SOTA) results in the
unified recognition domain, its recognition capability in discontinuous scenarios still needs
improvement. The network only focuses on the relationships between words and words,
neglecting the influence of tagging on the classification of word‑pair relationships. This
paper proposes three improvements to address these issues: enhancing input features
through demonstrations, strengthening the representation ability of tagging features using
multi‑head attention mechanisms, and preserving sequence position information through
rotary position embedding.

In summary, this paper proposes an improved algorithm based on the state‑of‑the‑
art model W2NER [3], named Demonstration and Tag‑aware Enhanced Grid‑Tagging Net‑
work (DTaE). The specific steps of the algorithm are as follows:
1. Searching for demonstration sentences: During the training phase, a certain search

strategy is employed to sample input sequences and corresponding annotated data
from the training set. Task‑specific demonstration templates are designed, and the ob‑
tained input sequences and annotated data are filled into these templates to construct
demonstrations. Relevant demonstration sequences are concatenated with input se‑
quences, playing a role in task demonstration and information enhancement.

2. Word feature extraction and sentence feature enhancement: pre‑trained models are
used to embed input sequences, obtaining word features and sentence features. The
demonstration information is also embedded using the same pre‑trained model, re‑
sulting in a sentence vector indicated by the “[CLS]” token. This vector is weighted
using learnable weights and fused with the input sequence’s sentence vector to en‑
hance the features. Furthermore, Bi‑LSTM networks are utilized to embed the repre‑
sentation vectors of input sequences, introducingmore semantic context information.

3. Construction of two‑dimensional grid features: The vector representations of the in‑
put text are concatenated with position embedding and upper‑triangular matrices
to create BERT‑style input. Conditional Layer Normalization is applied to merge
grid representations.

4. Hybrid Dilation Convolution (HDC) for extracting two‑dimensional features: Con‑
volutional networks are naturally suited for extracting two‑dimensional features. Al‑
though single fine‑grained dilated convolutions can enlarge the receptive field, they
face the grid effect: as the dilation rate increases, the input sampling becomes sparse,
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potentially leading to the loss of local information. Multiple fine‑grained mixed di‑
lated convolutions are used to extract grid features, enlarging the receptive fieldwhile
avoiding the grid effect and effectively extracting two‑dimensional features.

5. Obtaining tag attention features: Tagging features are constructed, and multi‑head
attention mechanisms capture the attention weights of different labels at different
positions in the input sequence. These attention features are iteratively updated to
enhance the model’s recognition ability. To address the issue of attention mecha‑
nisms losing sequence position information, rotary position embedding is introduced
in a relative embedding form, achieving results similar to absolute embedding. This
embedding advantage is fully utilized by incorporating rotary position embedding
before the aforementioned multi‑head attention mechanism.

6. Deepening features: Word‑pair grid features and tag attention features are iteratively
fused through multiple rounds of the steps mentioned in (4) and (5).

7. Joint classifier: A joint classifier consisting of a multilayer perceptron and biaffine
predictors predicts the word‑pair relationships for various grid indicators.

8. Decoding: Based on the predicted word‑pair relationships within the grid, the de‑
coding algorithm is applied to obtain flat, nested, and discontinuous entities and con‑
cepts in the input sequence.
According to the aforementioned process, the algorithm design diagram for our im‑

proved grid‑tagging model is illustrated in Figure 2.

3.1. Demonstration Search
Demonstration‑based learning is a simple and effective auxiliary supervised learning

method originating from GPT‑3. The core idea is to provide the model with task demon‑
strations, allowing the input to undergo context learning through these demonstrations in
advance. This enables the model to understand better and predict the tasks.

In the context of unified recognition of flat, nested, and discontinuous entities and
concepts in short texts, especially in enhancing recognition in discontinuous scenarios to
obtainmore accurate and granular concepts, this study introduces task‑related demonstra‑
tions into entity‑ and concept‑recognition algorithms as a means of information enhance‑
ment. The goal is to compensate for the lack of rich contextual information and the scarcity
of data samples in short texts. The challenge lies in determining reliable search strategies
and designing effective demonstration templates.

Search strategies aim to find instances in the training set as demonstrations for the task.
This study adopts two demonstration strategies: random search and semantic search. A
random seed is set in the random search strategy, and instances of different target types in
the training set are counted. Instances of different types are randomly selected, and multi‑
ple demonstrations are concatenated to form demonstration sentences. The remaining sen‑
tences are used as training data. In the semantic search strategy, highly relevant sentences
are searched for each instance of training data to serve as its demonstration sentence. High
relevance means semantic relevance at the sentence level, with semantic differences at the
word level. Semantic search requires a universal sentence vector representation. Search‑
ing for many highly related sentence pairs using BERT incurs significant time costs, and
the obtained sentence representations are unsuitable for unsupervised semantic search.
SentenceBERT networks can address these issues. This pre‑trained model is based on a
twin network derived from BERT, which can obtain semantically meaningful chapter vec‑
tors. The basic principle is to obtain sentence vectors for two sentences through the twin
network, and the pre‑training task involves calculating the similarity between the two sen‑
tences. We use SentenceBERT(SBERT) [41] to search semantically relevant sentences for
input as a demonstration. Constructing highly relevant sentence pairs in the training set,
with sentence 1 as the demonstration and sentence 2 as the training data point.
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Based on the search strategy, instances are searched in the training set to construct
demonstrations. Specifically, a task demonstration can be represented as an input se‑
quence

∼
x = [[SEP], x̂1, · · · , x̂l ], where l is the length of the sequence. Using instance‑

oriented demonstration templates, each instance includes an input sentence s and a set
of annotated data Se. If Se is an empty set, there are no entities or concepts of the target
type in the input sentence. Let the target type be Type. In this case, the demonstration
sentence

∼
x is constructed as s + “There is no entity or concept named Type”., For Chinese

demonstration sentences, it would be s + “上句中不存在Type实体或概念。”. If Se contains
k entities or concepts, for each entity or concept ei in Se, an answer sentence ansi is con‑
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structed: “ei is entity or concept named Type”. “or” “ei 是一个Type实体或概念。” “The
demonstration sentence

∼
x is then constructed as s + ans1 + · · ·+ ansk”.

Based on the above discussion, the two demonstration search algorithms used in this
paper are illustrated in Figures 3 and 4.
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3.2. Sequence Embedding

Once the natural language sequence X =
[

x;
∼
x
]
is obtained, it needs to be embedded

in three stages: pre‑trained model embedding, demonstration enhancement, and context
embedding. These stages are essential for obtaining enhanced input representations incor‑
porating information from the pre‑trainedmodel and the demonstration data. Specifically,
leveraging pre‑trained models like BERT, the input sequence X is embedded to obtain se‑
mantic representations H′, as shown in Equation (1) below, where n represents the length
of training data x, l represents the length of the demonstration

∼
x, hx represents the semantic

representation vector of x, and h∼
x
represents the representation vector of

∼
x.

H′ = BERT([x1, · · · , xn; [SEP], x̂1, · · · , x̂l ]) = [hx, hx̃] (1)

Next, the representation vector of the demonstration sentence is utilized to enhance
the training data, introducing more task‑related semantic information into the training
dataset, thereby enhancing the semantic representation ability of short texts. Through a
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dynamic weighting network, h∼
x
is integrated into the semantic representation vector of x,

obtaining the word‑level representation vector Hx, as shown in Equation (2).

Hx = WH′ + b (2)

Here, W ∈ R(n+l)×n represents the learnable weight matrix, and b ∈ Rn×1 is the
learnable bias. Additionally, Xavier initialization is employed for the weight network to
prevent gradient vanishing during backpropagation, ensuring consistency in the variances
of inputs and outputs.

Finally, to capture the contextual information of the sequence and enhance the seman‑
tic feature representation Hx of sequence x, bidirectional Long Short‑Term Memory net‑
works (Bi‑LSTMs) are employed. This step further constructs the input features H ∈ Rn×dh ,
where dh represents the dimensionality of a word representation, as shown in Equation (3).

H = BiLSTM(Hx) = [h1, · · · , hn] (3)

3.3. Grid Feature Extraction
The algorithm based on grid tagging requires the construction of grids and the extrac‑

tion of grid features. This part includes grid representation fusion and two‑dimensional
feature extraction. Inspired by BERT’s input structure, which includes position embed‑
ding, sentence tokenization, and the sentence sequence, three inputs are constructed to
extract grid features: relative distance embedding for word pairs Ed ∈ Rn×n×dEd , upper‑
lower triangular area embedding Et ∈ Rn×n×dEt , and grid representation for word pairs
V ∈ Rn×n×dh .

Specifically, for a grid grid /∈ Rn×n, where each cell represents a word pair
(
wi, wj

)
,

their relative distance embedding is proportional to the distance. The embedding values
increasewith distance, with a distance of 1 embedded as 0, and for distances in the range [4,
7], the embedding is 2, and so on. Following this rule, the relative distance embedding Ed

corresponding to the grid can be obtained, with a dimensionality of dEd for the distance
embedding of a single grid.

As mentioned earlier, this algorithm’s designed word‑pair relationships include the
Next Neighboring Word (NNW) and Tail‑Head Word (THW) tags. Within a concept or
entity, based on tagging characteristics, NNW tags only appear in the upper triangular
area or on the diagonal of the grid, while THW tags only appear in the lower triangular
area or on the diagonal. Therefore, distinguishing between the grid’s upper and lower
triangular areas is necessary. To achieve this, the upper‑lower triangular area embedding
feature Et is designed, with a dimensionality of dEt for the embedding of a single grid’s
upper–lower triangular area.

After the aforementioned embedding process, a one‑dimensional sequence of deeply
fused semantic features H ∈ Rn×dh is obtained. It is necessary to transform this feature into
word‑pair representations V ∈ Rn×n×dh . That is, for an n‑length sequence, the features
of any word pair

(
wi, wj

)
need to be computed. The relationships between word pairs

in the grid have directionality. In other words, one of the necessary conditions for the
relationship

(
wi, wj

)
to be NNW is 1 ≤ i ≤ j ≤ n. To obtain high‑quality grid features

while considering the directionality betweenword pairs, Conditional LayerNormalization
(CLN) networks are employed to model the representation Vij ∈ Rdv of the word pair(

wi, wj
)
, as shown in Equation (4).

Vij = γij ⊙ (
hj − µ

σ
) + λij = CLN(hi, hj) (4)
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where γij = Wαhi + bα represents the gain parameters, and λij = Wβhi + bβ represents the
parameters for layer normalization. µ and σ are themean and standard deviation of vector
hj, calculated as shown in Equations (5) and (6).

µ =
1
dh

dh

∑
k=1

hjk (5)

σ =

√√√√ 1
dh

dk

∑
k=1

(hjk − µ)2 (6)

Concatenating the aforementioned three types of representational features, the fusion
of grid representation features is achieved through a multilayer perceptron, resulting in
the preliminary fused grid representation feature C ∈ Rn×n×dc , where dc represents the
feature dimension of a single grid, as shown in Equation (7).

C = MLP1([V; Ed; Et]) (7)

To capture the interaction between word pairs at different distances and expand the
receptive field, dilated convolution is employed to extract two‑dimensional grid features.
However, using a single dilated convolution faces the issue of the grid effect. To avoid los‑
ing local information and extracting irrelevant long‑distance information, a hybrid dilated
convolution DConvL with different dilation rates is employed, where L represents the di‑
lation rate. The fused grid representation feature C is input into the DConvL network to
extract two‑dimensional features QL ∈ Rn×n×dq , as shown in Equation (8).

QL = GELU(DConvL(C)) (8)

By cascading different dilated convolutional layers with various dilation rates, we
obtain preliminary two‑dimensional grid features Q0, where m represents the number of
dilated convolutional networks. The subscript “0” indicates that these features have not
yet been iteratively fused with the tag attention features. This process is represented in
Equation (9), where dwp represents the embedding dimension of word‑pair grid represen‑
tations.

Q0 = [QL1 , · · · , QLm ] ∈ Rn×n×dwp (9)

3.4. Label Representation Embedding
Currently, the correct identification of the three types of mentions only occurs when

all grid tagging within the mention are predicted. Therefore, embedding tag representa‑
tions into the model, modeling relationships between tags, and modeling relationships
between tags and words can enhance the model’s recognition ability in discontinuous
scenarios.

In other words, tag representation embedding requires the model to learn the atten‑
tion of different tags on different word positions, perceiving the roles of different tags
and organizing these roles as implicit knowledge. Introducing attention mechanisms to
perceive the attention of each tag independently allows the model to learn relevant infor‑
mation in different representation subspaces, enriching the perceptual dimensions.

However, although the multi‑head attention mechanism can perceive the roles of var‑
ious labels from multiple perspectives, it cannot learn the sequence of the sequence. As
mentioned above, the sequence order is inevitable for grid tags. Therefore, introducing
Rotary Position Embedding [10] (RoPE) into the multi‑head attention mechanism allows
the sequence information to be retained. RoPE is an advanced form of position embedding
that achieves excellent results by implementing relative position embedding in the form of
absolute position embedding.
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Specifically, the process of tag representation embedding modules is as follows: ex‑
tracting tag features, introducing rotary position embedding to retain sequence informa‑
tion, obtaining tag attention features through a multi‑head attention mechanism, itera‑
tively integrating word‑pair features and tag attention features, thus embedding tag rep‑
resentations into the model.

By using a linear network, the word‑pair grid features Q0 obtained from the above
steps are mapped to the label space, extracting features for different labels Tp, where
1 ≤ p ≤ P, and P represents the number of labels. The extracted features Tp ∈ Rn×n×dtag

are represented as follows in Equation (10).

Tp = WpQ0 + bp (10)

Here, Wp ∈ Rdtag×dq and bp ∈ Rdtag are learnable parameters where dtag represents
the dimensionality of individual tag features. Concatenating these individual tag features
results in the word‑pair grid T = [T1, · · · , TP] ∈ Rn×n×(P·dtag) mapped to the tag space.

Through the MaxPooling layers MaxPool1 ∈ Rn×(P·dtag) and MaxPool2 ∈ Rn×(P·dtag),
word‑pair grid features in both horizontal and vertical directions are obtained:
Tsub ∈ Rn×(P·dtag), Tobj ∈ Rn×(P·dtag). These serve as query, key, and value vectors for
the multi‑head attention mechanism.

Rotary Position Embedding (RoPE) is introduced into the query vector q and key‑
value vector v. The core idea is to perform the f (·) operation on them separately, ensuring
that the equation< f (q, a), f (k, b) >= g(q, k, a − b) holds in the form of absolute positions
implementing relative position embedding. The two‑dimensional form of f ( ) is as follows
in Equation (11), where θ = 10, 000−

2i
d , and this can be extended to multiple dimensions

accordingly, where i corresponds to the index.

f (q, a) =
(

cos aθ − sin aθ
sin aθ cos aθ

)(
q0
q1

)
(11)

Rotary Position Embedding (RoPE) is introduced separately in Tsub and Tobj to obtain
Tsub

′ and Tobj
′ There are three optional methods, as shown in Equations (11)–(13).

f (q, a)add =

((
cos aθ − sin aθ
sin aθ cos aθ

)
+ q

)(
q0
q1

)
(12)

f (q, a)mul =

((
cos aθ − sin aθ
sin aθ cos aθ

)
× q

)(
q0
q1

)
(13)

f (q, a)zero =

(
cos aθ − sin aθ
sin aθ cos aθ

)(
q0
q1

)
(14)

Subsequently, the tag attention features are obtained using the multi‑head attention
mechanism, where Tsub

′ serves as the query vector and Tobj
′ serves as the key and value

vectors. Let the embedding dimension of each attention head be dhead, and there are hn
heads in total. The specific calculation process is as follows:

First, for each attention head headhi, hi ∈ [1, hn], calculate the corresponding attention
weights. Map the query vector and the key‑value vector to their respective linear spaces us‑
ing the corresponding linear networks, as shown in Equation (15), whereWQ ∈ R(Pdtag)×dQ ,
WK ∈ R(Pdtag)×dK , and WV ∈ R(Pdtag)×dV are learnable parameter matrices.

Qheadhi
= Tsub

′WQ
Kheadhi

= Tobj
′WK

Vheadhi
= Tobj

′WV

(15)
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Then, calculate attention cores using function s(·), and finally, and obtain the attention
Attheadhi

∈ Rn×(Pdtag)×dhead for headhi through weighted summation, as shown in
Equation (16).

Attheadhi
=

n

∑
j=1

αijvheadhi ,j =
n

∑
j=1

so f tmax(s(kheadhi ,j, qheadhi ,i))vheadhi , j (16)

The attention score function s( ), as shown in Equation (17), employs a scaled dot‑
product model.

s(kheadhi
, qheadhi

) = kheadhi
Tqheadhi

/
√
(P • dtag) (17)

Next, the attention weights from hn heads are concatenated and undergo another lin‑
ear transformation, resulting in the tag‑aware representation vector Tawared ∈ Rn×(Pdtag)×datt

, as shown in Equation (18), where Wo ∈ R(hndhead)×datt is a learnable parameter matrix.

Tawared ∈ Rn×(P•dtag)×datt = concat(Attheadh1
, · · · , Attheadhn

)Wo (18)

Finally, to embed the tag attention vectors into the model and integrate them deeply
with the word‑pair grid features, the two‑dimensional tag attention features
T2D

awared ∈ Rn×n×(Pdtag) are reconstructed through the Conditional Layer Normalization net‑
work CLN1, as shown in Equation (19), where the calculation method of the Conditional
Layer Normalization network has been described earlier.

T2D
awared = CLN1(Tawared, Tawared) (19)

The final tag‑embedded word‑pair grid features Q1 ∈ Rn×n×dwp are obtained us‑
ing element‑wise summation of the word‑pair grid features T ∈ Rn×n×(P·dtag) and the
tag attention features, followed by a linear network, as shown in Equation (20), where
WTT ∈ R(Pdtag)×dwp represents the learnable parameters.

Q1 = (T2D
awared ⊕ T)WTT (20)

Furthermore, to deeply extract features betweenwords, betweenwords and tags, and
between tags, the deep features are iteratively updated as shown in Equation (21).

Q0 = Q1 (21)

Repeating multiple rounds of iterative calculations from Equations (9)–(21) enables
the extraction of deeply embedded tag grid word‑pair features Q1.

3.5. Joint Prediction and Decoding
On top of predicting word‑pair relationships using a multilayer perceptron, we incor‑

porate a double affine predictor to enhance the classification capability. The calculation
process of the double affine predictor is shown in Equation (22), where W, U, and b are
learnable hyperparameters.

Bia f f ine(hi, hj) = (MLP2(hi))U(MLP3(hj)) + W[MLP2(hi); MLP3(hj)] + b (22)

Combining the multilayer perceptron and the biaffine predictor, we obtain the rela‑
tionship probability yij between word pairs

(
wi, wj

)
as shown in Equation (23).

yij = so f tmax(Bia f f ine(xi, xj) + MLP(Q1,ij)) (23)

After obtaining the relationships between word pairs
(
wi, wj

)
in the input sequence

x, the flat, nested, and discontinuous concepts or entities are decoded in the grid. The
decoding algorithm is illustrated in Figure 5.
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4. Experiment
4.1. Dataset

Datasets containing discontinuous entities and concepts were selected to evaluate the
effectiveness of the model proposed in this paper. Currently, the only free and publicly
available dataset meeting the requirements is CADEC. This English dataset comes from
the biomedical field and includes only one entity type, Adverse Drug Reactions (ADRs).
Discontinuous entities and concepts in this dataset constitute only 10% of the data. Ad‑
ditionally, to test the improved model’s performance in discontinuous scenarios and its
learning ability in situations with limited samples, all discontinuous data were extracted
from the CADEC dataset to create the CADEC‑Discontinuous dataset.

Furthermore, for the Chinese lexical resources mentioned in this paper, the Modern
ChineseDictionary compiled by the Institute of Linguistics, the ChineseAcademy of Social
Sciences, and the Chinese Dictionary jointly compiled by experts from multiple provinces
were chosen. Five individuals annotated entities and concepts mentioned in the defini‑
tions of these Chinese dictionaries, and the corresponding annotations were determined
through voting. To ensure the quality and reliability of annotation, we specifically invited
five annotators with backgrounds in linguistics and related fields to participate in this task.
These five annotators are all from the linguistics departments of well‑known universities,
and among them are scholarswho have performed in‑depth research in Chinese lexicology
and semantics. They possess rich experience in areas such as compiling Chinese dictionar‑
ies and vocabulary teaching and providing strong assurance for the professionalism and
accuracy of this annotation task. In detail, we collected all entities and concepts annotated
by these five annotators and had them rate entities and concepts based on five options:
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“Completely Agree”, “Agree”, “Don’t Know”, “Disagree”, and “Completely Disagree”. If
any annotator was unfamiliar with any term in the target vocabulary, they could choose
“Don’t Know”. Only entities and concepts that received at least three “Agree” (or “Com‑
pletely Agree”) votes were considered in the dataset.

The statistical data for the datasets used in this paper are shown in Table 1 below.

Table 1. The statistical data of the datasets.

Dataset
CADEC CADEC‑Discontinuous Chinese Dictionary

AII Train Dev Test AII Train Dev Test AII Train Dev Test

#Sentences 7597 5340 1097 1160 439 306 59 74 1496 1036 230 230

#Entities 6318 4430 898 990 679 491 94 94 4268 2916 639 713

#Discontinuous 679 491 94 94 679 491 94 94 253 172 46 35

%Discontinuous 10.7 11.1 10.5 9.5 100 100 100 100 16.9 16.6 20.0 15.2
The “#” represents the number of statistical data. The “%” represents the percentage of the total statistics.

4.2. Evaluation Metrics
The typical evaluation metrics for assessing model performance include precision (P),

which evaluates the ratio of correctly predicted positive observations to the total predicted
positive observations; recall (R), which assesses the proportion of actual positive cases that
were correctly predicted; and the composite metric F1 score (F1). Precision and recall are
conflicting metrics. The confusion matrix divides the different outcomes of classification,
as shown in Table 2.

Table 2. The confusion matrix of classification results.

True
Predict Positive Samples Negative Samples

Positive samples TP FN

Negative samples FP TN

The formulas for the above‑mentioned metrics are as follows:

P = TP
TP+FN

R = TP
TP+FP

F1 = 2•P•R
P+R

(24)

4.3. Experimental Results and Analysis
In recent years, significant methods for the unified recognition of three types of enti‑

ties and concepts include methods based on sequence labeling, methods based on hyper‑
graphs, methods based on sequence‑to‑sequence, andmethods based on grid tagging. The
sequence labeling methods assign a tag to each token, such as the LSTM‑CRFmodel based
on the BIOHD taggingmethod proposed by Tang et al. [21] in 2018. The hypergraph‑based
methods use hypergraphs to represent and infer mentions of different types in the text, as
exemplified by the model proposed by Wang et al. [42] in 2019. Sequence‑to‑sequence
methods directly generate word sequences of mentions at the decoder side, with typi‑
cal examples being the model proposed by Fei et al. [43] in 2021. Grid‑tagging methods,
the core approach adopted in this study, construct the input sequence into a grid, assign
tags to each pair of words in the grid, and then decode mentions (entities or concepts)
in the input text based on these tags. Representative models include those proposed by
Wang et al. [37] in 2021 and W2NER proposed by Li et al. [3] in 2022.
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Here, a total of four sets of experiments were conducted. The results of the first and
second sets of experiments are shown in Table 3, the results of the third set of experiments
are shown in Table 4, and the results of the fourth set of experiments are shown in Table 5:
1. On the public dataset CADEC, this study compares various typical models in recent

years and validates the improvement effect of the proposed DTaE grid‑tagging algo‑
rithm for unified entity and concept mining tasks.

2. On the Chinese Dictionary dataset, a comparison is made with the baseline model
W2NER.

3. The study validates the significant improvement of the proposed DTaE model in uni‑
fied entity and concept recognition tasks.

4. On the public dataset CADEC, ablation experiments are conducted to verify the effec‑
tiveness of the introduced demonstration search module, multi‑head attention mech‑
anism, and rotary position embedding in the improved DTaE model.

5. On the non‑sequential data from the public dataset CADEC, a comparison is made
with the base model W2NER to validate the effectiveness of the proposed DTaE grid‑
tagging algorithm in non‑sequential scenarios and its capability to learn from
fewer samples.

Table 3. Comparative experiments on CADEC and Chinese dictionary datasets.

Model
CADEC Chinese Dictionary

P (%) R (%) F1 (%) P (%) R (%) F1 (%)

Methods based on
sequence labeling Tang et al. 2018 [21] 67.80 64.99 66.36 / / /

Methods based on
hypergraph Wang and Lu 2019 [42] 72.10 48.40 58.00 / / /

Methods based on
sequence‑to‑sequence Fei et al. 2021 [43] 75.50 71.80 72.40 / / /

Methods based on grid
tagging

Wang et al. 2021 [37] 70.50 72.50 71.50 67.59 75.97 71.53

Li et al. 2022 [3] 74.09
(81.84)

72.35
(83.80)

73.21
(82.77) 86.75 86.38 86.56

Ours Model 76.87
(83.24)

71.52
(82.94)

74.10
(83.55) 89.72 88.73 89.22

The bold number represents the highest result in each column. The bracket represents the token level. A script for
calculating mention‑level evaluation metrics on the CADEC dataset can be found in Supplementary Materials.

Table 4. Ablation experiments on public datasets.

Model Number of Iterations Attention RoPE Demonstration
CADEC

P (%) R (%) F1 (%)

W2NER 1 / 1 / 74.09 72.35 73.21

Ours 6 Y / / 74.76 69.38 71.96

Ours 6 Y Zero / 76.39 70.91 73.55

Ours 6 Y Add / 75.70 68.24 71.14

Ours 6 Y Mul / 73.33 68.60 70.89

Ours 6 Y Zero Random 76.69 71.00 73.60

Ours 6 Y Zero SentenceBERT 76.87 71.52 74.10
The bold number represents the highest result in each column.
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Table 5. Comparative experiments on discontinuous scenarios of public datasets.

Model
CADEC‑Discontinuous

P (%) R (%) F1 (%)

Methods based on grid tagging.
W2NER 48.68 63.79 39.36

Ours Model 51.66 68.42 41.49

To validate the effectiveness of the proposed improved model for unified recogni‑
tion tasks, comparisons were made with various types of typical algorithms on the public
dataset CADEC. As shown in Table 3, the proposed improved model achieved the highest
precision and F1 score among all typical models at the cost of a slightly lower recall rate.
Compared to all typical models, the improvedmodel in this study showed the highest pre‑
cision and F1 score. In comparison to the base model W2NER, the precision improved by
2.78%, and the overall F1 score increased by 0.89%. Furthermore, the performance of the
improvedmodel in recognizing the required data for the application scenario in this study
was verified using the Chinese Dictionary dataset. Compared to W2NER, this study’s pro‑
posed DTaE grid‑tagging model demonstrated improvements in three metrics: a 2.97%
increase in precision, a 2.35% increase in recall, and a 2.66% increase in the overall F1 score.
To further demonstrate the effectiveness of our improvement, Table 3 presents the token‑
level evaluation metrics on the CADEC dataset, as shown in the brackets. The core of the
grid‑tagging algorithm is to recognize the word‑pair relationships on the grid and then ob‑
tain the textual mentions from input sentences through decoding. Our work has achieved
significant improvements in recognizing word‑pair relationships, which helps to enhance
the effect of obtaining mentions through decoding in the entire sentence. However, local
errors in recognizing word‑pair relationships will affect the overall decoding effect to a
certain extent. Therefore, the final performance shows a slighter improvement in mention‑
level metrics, which does not mean that our improvement is affected by data noise.

To comprehensively assess the trade‑off between precision, recall, and F1 score, we
conducted tests on the classification using the Receiver Operating Characteristic (ROC)
curve. The Area Under the Receiver Operating Curve (AUC‑ROC) is used to measure the
performance of the classification. The ROC curve has a valuable characteristic: it remains
unchanged when there is a change in the distribution of positive and negative samples
in the test set. Lable imbalance, where there is a significant difference in the number of
negative samples compared to positive samples (or vice versa), is common in real‑world
datasets. Additionally, the distribution of positive and negative samples in test data may
vary over time.

The ROC‑AUC curve for token‑level classification of word‑pair relationships is pre‑
sented in Figure 6, a script for Figure 6 can be found in Supplementary Materials, where
NNWrepresents theNextNeighboringWord, andTHW‑ADRstands for the tail headword
of the ADR (Adverse Drug Reaction) entity. More explanations of labels can be found in
the aforementioned text. We could find out that both NNW and THW‑ADR reach a higher
enough area (0.94 and 0.96). And the black dashed line on the diagonal represents the
fiducial. It is suggested that our work does improve the token‑level performance instead
of noise in the evaluation data. This aligns with the characteristics of the grid‑tagging
method, where both public datasets and our private dictionary exhibit high accuracy at
the token level. In summary, our work also maintains this excellent feature.

To validate the effectiveness of the three innovations introduced in this study, ab‑
lation experiments were conducted on the public dataset CADEC. As shown in Table 4,
embedding label attention features into the model and iteratively merging word‑pair grid
features led to a 0.67% increase in precision (P), but it resulted in a significant impact on
recall due to the loss of sequential information. Furthermore, the introduction of rotary
position embedding improved precision (P) by 2.3% and increased F1 score by 0.34%. Ad‑
ditionally, utilizing SBERT semantic search demonstration sentences as input for informa‑
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tion enhancement further improved the precision (P) and F1 score. The proposed model
achieved the best metrics, as indicated in the last row of the table.
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To rigorously evaluate the proposed model’s ability to learn from few‑shot and its
improvement in recognizing discontinuous scenarios, the flat and nested parts of the data
in the public dataset CADEC were removed, retaining only the discontinuous data. The
statistics for the CADEC‑Discontinuous dataset are shown in Table 1. Based on the exper‑
imental results in Table 5, it is evident that the proposed model has achieved the improve‑
ment objectives. Compared to the base model, the proposed model demonstrated a 2.98%
increase in precision (P), a 4.63% increase in recall (R), and a 2.13% increase in F1 score. The
differences in F1 scores among different models on the CADEC‑Discontinuous dataset are
illustrated in Figure 7.
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Additionally, concerning the attention mechanism introduced in this study, attention
heatmaps were generated on the CADEC dataset to analyze their effectiveness. For in‑
stance, in the sentence “I developed a pain that seems to originate at the base of my neck,
travel down tomy shoulder blades and then run to my shoulders, elbow, andwrist”, there
are discontinuous mentions of ADR types such as “pain neck”, “pain shoulders”, “pain
elbow”, and “pain wrist”. The average attention scores of the three heads for these men‑
tions are shown in Figure 8. Average attention scores between each word pair in the two‑
dimensional grid formed by the example sentence are shown in Figure 9. It is clear that
the colors of grids around each mention are warm, and the attention scores are also high,
with an average of around 0.75, shown in the yellow highlighted part of Figure 9.
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In summary, the proposed improved model DTaE grid‑tagging algorithm, without
compromising the unified entity/concept recognition effectiveness, introduced the multi‑
head attention mechanism and rotary position embedding, further enhancing the recogni‑
tion performance in discontinuous scenarios. Simultaneously, inspired by the in‑context
learning concept in large language models, the introduction of task demonstrations en‑
hanced the model’s ability to learn from a few shots. In the Chinese Dictionary dataset,
out of 230 test instances, the model accurately predicted fine‑grained entities/concepts in
196 glosses, as depicted in Figure 10, demonstrating the practical predictive effectiveness
of the improved model on the Chinese Dictionary data.
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5. Conclusions
This paper aims to enhance the model’s ability to learn from few shots and improve

its recognition capabilities in non‑sequential scenarios based on the state‑of‑the‑art (SOTA)
model W2NER for the unified recognition of flat, nested, and discontinuous mentions.
Three improvements were made to the grid‑tagging algorithm W2NER, leading to the
proposed Demonstration and Tag‑aware Enhanced Grid‑Tagging Network (DTaE) model.
Specifically, this study introduced task demonstrations as a form of information enhance‑
ment during the training phase. The model incorporated tag attention features obtained
through the multi‑head attention mechanism and preserved sequence position informa‑
tion using rotary position embedding. The model iteratively merged word‑pair grid fea‑
tures and tag attention features, embedding tag attention into the model. Through multi‑
ple rounds of experiments, the effectiveness of the proposed model was validated on the
public dataset CADEC and the Chinese Dictionary dataset annotated in this study.

6. Limitation and Future Work
Our current research is constrained by hardware computational capabilities, confined

to relatively smaller pre‑training models such as BERT and its variants. However, the
emergence of large language models with hundreds of billions of parameters has show‑
cased powerful capabilities not present in traditional pre‑training models. More andmore
efforts are being made to incorporate these large language models. Future work may
consider employing language models with a greater number of parameters as our word‑
embedding tools to better capture semantic information. Additionally, with the develop‑
ment of large language models, prompt methods akin to In‑Context Learning have seen
significant progress. In the future, exploring In‑Context Learning methods and Chain‑of‑
Thought approaches more tailored to large language models as replacements for demon‑
strations, aiming to achieve enhanced performance, may be worthwhile. Additionally,
there is typically a precision gap between the token level and the mention level for grid‑
taggingmethods and similar approaches. Some experiments have shown that the precision
of the token level tends to be higher than that of the mention level. Currently, this method
lacks a systematic explanation of its characteristics and effective improvement methods.
In future work, we will explore ways to enhance mention‑level precision on the decoding
side to reduce the gap with token‑level precision.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/electronics13020261/s1, We provide two main scripts: a script for
calculating mention‑level evaluation metrics on the CADEC dataset, and a script for constructing
ROC‑AUC curves at the token level for multi‑class scenarios on the CADEC dataset.
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