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Abstract

:

Large language models (LLMs) have exhibited remarkable performance on various natural language processing (NLP) tasks, particularly in the construction of the intelligent question-answering system. These systems, especially in specialized fields, usually rely on NLP through the retrieval of corpus and answering databases to efficiently provide accurate and concise answers. This paper focuses on the national confidentiality publicity and education field, aiming to address the dilemma of inaccurate knowledge retrieval in this field. Therefore, we design an intelligent confidentiality question-answering system CPEQA by comprehensively utilizing the LLMs platform and information retrieval technique. CPEQA is capable of providing professional answers to questions about Chinese confidentiality publicity and education raised by users. Additionally, we also integrate the conventional database retrieval technique and LLMs into the database query construction, enabling CPEQA to perform real-time queries and data analysis for both single-table and multi-table querying tasks. Through extensive experiments with generated query sentences, we show both methodological comparisons and empirical evaluations of CPEQA’s performance. Experimental results indicate that CPEQA has achieved competitive results on answering precision, recall rate and other metrics. Finally, we explore the challenges of the CPEQA system associated with these techniques and outline potential avenues for future research in this emerging field.
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1. Introduction


The intelligent question-answering system has attracted the attention of researchers and engineers because of its great potential and business value. With the advent of pre-trained LLMs, the field of Nature Language Process (NLP) has witnessed a shift in methodologies. Currently, it has been widely used in intelligent customer service, smart speakers, intelligent vehicles and many other scenarios. LLMs (e.g., chatGPT) and information retrieval methods are also two mainstream technique roadmaps in the field of intelligent question answering. LLMs’ remarkable capabilities like chain-of-thought reasoning [1] stemmed from the increasing number of parameters and training data. Nils et al. [2] proposed the Sentence-Bert method which took the Bert output as sentence embedding. Besides, it introduced the Siamese and triplet network structure to compare the similarity between the sentence representation and the manually labeled similarity, which made the sentence embedding output by BERT suitable for the semantic matching scene.



Based on the NLP, information retrieval adopts a retrieval corpus and question-answering database, which can quickly return accurate and concise answers, rather than the form of listing relevant web page information. Keyword search positioning is one of the commonly used techniques in the information retrieval field. Wordnet [3] defined synonyms and near-synonyms relations between words in semantic queries. Clever search [4] selected a specific word from the Wordnet ontology base according to the reasoning algorithm and connected it with the query keyword through the AND operator to constrain the query content. Rocha et al. [5] performed graph traversal in the ontology knowledge base to find out the relevant information on users’ query content. CIRI [6] provided a visual browser for traditional textual information, where users can browse the tree structure and select query concepts.



However, both methods have their weakness. LLMs struggle with the high cost of model updates and model hallucinations. Model hallucinations [7] refer to LLMs producing content that either deviates from the input context, contradicts the prior generated context, or is inconsistent with established factual knowledge. The information retrieval method poses challenges in significant differences between the corpus paragraph and the users’ questions, which is likely to cause matching errors. Therefore, in some specific fields, we should leverage their strengths and overcome the limitations. In this paper, we focus on the national confidentiality publicity and education field. It is directly associated with political security, economic security, national defense security, diplomatic security and other important fields. By strengthening the work of national confidentiality, we can effectively prevent and combat the infiltration, subversion and sabotage activities of hostile forces, and safeguard the long-term peace and stability of the country. Therefore, we design an intelligent question-answering system, CPEQA oriented to confidentiality publicity and education, which not only tackles the sentence-matching dilemma but also improves the answering precision. CPEQA highlights the application of the word vector similarity matching and prompting sentence generation. Despite these applications, we also integrate conventional database retrieval and LLMs into the database query module construction of the CPEQA system. This function helps us realize the real-time data query in the database with the assistance of the LLMs whether single-table query tasks or multi-table query tasks. Experimental data illustrate that this technical roadmap has achieved excellent querying performance when the number of query sentences increases from 500 to 2500.



The conventional intelligent question-answering system based on knowledge base retrieval techniques, including keyword search, semantic retrieval, etc., can return accurate and concise matching answers by retrieving corpus and question answering database. However, due to the difference between the corpus database and users’ questions, the answers received by the users may differ from the anticipated answers. Different from this, the utilization of the LLMs can significantly enhance the answer precision by bolstering the system’s capacity for generalization. However, LLMs have been criticized for their lack of factual confidential general education knowledge. Specifically, LLMs memorize facts and knowledge contained in the training corpus [8]. Simultaneously, recent studies reveal that LLMs often suffer from model hallucinations and the high iteration costs caused by model fine-tuning [9,10].



To avoid the above issues, we completed the following work:




	
Combining knowledge base retrieval techniques and LLMs, we designed an intelligent question-answering system oriented to Chinese confidentiality publicity and education, called CPEQA. To enable CPEQA to better understand the question, we used a topic-word generation technique that embeds the keywords into the user’s question vectorization which involves the provisions of confidentiality law, the confidentiality level, etc. Experimental data reflecting this design would improve the semantic search accuracy significantly.



	
Similarity calculation for unstructured text corpus is another highlight of our work. We used the pretraining model   B e r t    [11] to vectorize the keywords and calculate the similarity value with the existing word vectors in the FAISS database. This process can mitigate the dilemma where we sometimes cannot obtain inaccurate similarity calculation results because of the difference between the length of the question text and the retrieved answers.



	
We also integrated the conventional database retrieval technique and LLMs into the database query system construction of CPEQA, enabling real-time query and data analysis. Building upon the existing system architecture, we extracted the annotation set of the table creation statements, vectorized them, and stored them in the knowledge base alongside the table creation statements. For similarity computation, we compared the users’ questions with the annotation set to obtain the corresponding table creation statements, which then helped us derive the prompt sentences. These derived prompt sentences were subsequently input into the LLMs to generate the SQL queries required to retrieve relevant data from the database. Experimental results demonstrated that our methods exhibit excellent performance for both single-table and multi-table query tasks.








We then introduce the structure of this paper. In the Introduction section, we discuss the dilemma of applying LLMs in intelligent question-answering systems and outline our contributions. The Related Work section provides an overview of existing work on intelligent question-answering systems and database query systems. In the Preliminaries on Large Language Models section, we review the preliminaries such as LLMs and prompt engineering that will be utilized in this survey. Additionally, we detail our technical roadmap for the question-answering system CPEQA and database query function in the Methodology section, respectively. The Experiment section presents the relevant experimental data, highlighting the precision values across various metrics. Finally, we discuss potential future applications and conclude our work and in the Future Work section and Conclusion section, respectively.




2. Related Work


2.1. Knowledge Base Question Answering System


In recent years, the development of the intelligent question-answering system has garnered significant attention from researchers. Previous methods for this task can be categorized into knowledge retrieval-based approaches and LLMs-based approaches. The knowledge base defines one kind of database that contains some specific topics and information stored in structured and unstructured forms. Knowledge-Based Question Answering (KBQA) focuses on answering users’ questions by utilizing a pre-built knowledge base as the source. Mainstream methods for KBQA include semantic parsing (SP-based) and information retrieval (IR-based). To parse the syntactic and semantic information of complex questions, Luo et al. [12] concatenated syntactic features and local semantic features by encoding directional dependency paths to form a global question representation. Zhu et al. [13] used structure-aware encoders to model the entity or relation context during the query process, which can facilitate the matching process between queries and questions. Miller et al. [14] employed the key-value memory network to implement dynamic instruction updates, representing the compositional semantics of complex problems.




2.2. LLMs-Based Question Answering System


With the widespread application of pre-trained models, LLMs play an increasingly important role in question-answering systems. Luo et al. [15] proposed a generation-retrieval knowledge question-answering framework based on the LLMs, named ChatKBQA. Their work addressed inherent issues in information retrieval, such as low retrieval efficiency and misleading results. Meta AI proposed Retrieval-Augmented Generation [16] that combined the knowledge vector base and approximate nearest neighbor searching algorithm to finish the searching task. This method inputted the relevant retrieval results along with users’ questions into the LLMs to obtain the final answers. Semantic searching aims to match query content with the semantic content of documents [17]. In particular, the maximum inner product search ranks documents and matches semantics by maximizing the inner product between the query vectors and the document vectors [18]. However, this algorithm faces its own issues such as excessive computational complexity and high time costs. Therefore, FAISS [19] adopted the approximate nearest neighbor searching algorithms, which divided the original data into different vector spaces through a mapping method and returned the top K nearest neighbors. In addition, in numerous applications involving professional domain question-answering systems, LLMs still employ a combination of data and fine-tuning methods to acquire expertise in the corresponding field. For example, PMC-LLaMA [20] proposed a pre-trained language model based on biomedical literature. The LLaMA model was meticulously fine-tuned and enriched with medical expertise to augment its proficiency in the domain of medicine. MedPaLM [21] proposed the MultiMedQA medical question answering benchmark that covered the medical exams, medical research, and consumer medical questions. ChatDoctor [22] used the medical domain knowledge LLaMA model for fine-tuning to obtain a medical chat model. According to 100,000 real-world patient-doctor conversations from online medical consultations, this model added the autonomous knowledge retrieval function.




2.3. LLMs-Based Database Query


Intelligent synthesis of structured query language(SQL) technology refers to the process of automatically transforming users’ input into database query statements. This technology helps users avoid manually writing SQL sentences during the database query process. Zhang et al. [23] designed a paradigm-based programming technique and its implementation tool SQLSynthesizer to help end users automate query tasks. Li et al. [24] proposed QFE, which can generate a series of candidate query statements and complete the preliminary filtering sample database and database-result pairs. To optimize the quality and efficiency of SQL synthesis while dealing with large databases and complex queries, Wang et al. [25] designed a SCYTHE system that can form SQL statements from I/O examples. Then, Thakkar et al. [26] presented the EGS algorithm to synthesize relational queries by exploiting patterns in a data structure called the “constant co-occurrence graph” and used this structure to efficiently enumerate candidate programs. SQL statement synthesis based on text input is one of the current research hotspots. The non-paradigm characteristic of natural language is likely to cause uncertainty, which may make the information-extracting process in the text more complex. Cheung et al. [11] first proposed the BRIDGE model based on BERT. BRIDGE utilized BERT for hybrid sequence encoding and generated a decoder combined with a pointer, which achieved advanced results on Spider and WikiSQL datasets after training and fine-tuning. Instead of fine-tuning, OpenAI’s GPT series [27] and CodeX model [28] made use of massive datasets to solve the problem of over-dependence and data over-fitting of LLMs, which achieved great performance in translation, question answering and other fields. The emergence of ChatGPT greatly promoted the deep integration and technological change in databases and AI. ChatGPT has been widely applied to automatic code generation and auxiliary tuning. All of this effectively shortens the time required to program SQL statements.





3. Preliminaries on Large Language Models


3.1. Large Language Model


Language models (LMs) are computational models that have the capability to understand and generate human language. Typically, large language models (LLMs) refer to transformer language models that contain hundreds of billions of parameters, which are trained on massive text data  [29]. The advent of the transformer architecture [30] marked a pivotal point in developing the LLMs, which concludes the encoder and decoder modules empowered by a self-attention mechanism (Figure 1). This breakthrough led to some state-of-the-art LLMs, such as Chatgpt [31], GPT-4 [32] and PaLM [33]. For auto-regressive language models, such as PaLM [33], given a context sequence X, we want to predict the following token y. The model is trained by maximizing the probability of the given token sequence conditioned on the context, i.e.,   P  ( y | X )  = P  ( y |  x 1  ,  x 2  , ⋯ ,  x n  )   , where    x 1  ,  x 2  , ⋯ ,  x n    are the tokens in the context sequence, and n is the current position. Then, the conditional probability can be decomposed into a product of probabilities at each position. In Equation (1), where N is sequence length. The model predicts each token at each position in an auto-regressive method, generating a complete text sequence.


  P  ( y | X )  =  ∏  n = 1  N   P (  y t  |  x 1  ,  x 2  , ⋯ ,  x  n − 1   )   



(1)







Table 1 gives us a high-level view of the popular LLMs. We group early popular Transformer-based pre-language models, based on their neural architectures, into three main categories: encoder-only, decoder-only, and encoder–decoder models. Encoder-only LLMs only use the encoder to encode the sentence and understand the relationships between words, including Bert [11], RoBERTa [34] and RoBERTa [35]. Decoder-only LLMs only adopt the decoder module to generate target output text. The training paradigm for these models is to predict the next word in the sentence. ChatGPT [31] follows the decoder-only architecture. Encoder–decoder LLMs adopt both the encoder and decoder module architecture. The encoder module is responsible for encoding the input sentence into a hidden space, and the decoder is used to generate the target output text.



These models can generate content with human-like fluency and comprehend intricate contexts.As LLMs have revolutionized the way how we develop AI algorithms, they pose a significant impact on the research community and domains. In recent years, fine-tuning and reinforcement learning from human feedback has enhanced model conversational and reasoning abilities in diverse settings [31]. Therefore, Wen et al. [42] pointed out that these approaches have optimized the performance and helped produce more advanced capabilities.




3.2. Prompt Engineering


The notion of prompt engineering was initially investigated and popularized in the LLMs [43,44]. Prompt engineering involves strategically designing task-specific instructions to guide model output without altering parameters, i.e., creating and refining the prompt sentences to maximize the effectiveness of the LLMs. Recently, prompt engineering has emerged as a crucial technique for enhancing the capabilities of pre-trained large language models (LLMs). It provides a convenient way to utilize the potential functions of LLMs without the need for fine-tuning. The goal is to enhance the capacity of LLMs (e.g., ChatGPT) in various complex tasks, including question answering, sentiment classification, and common sense reasoning [45]. Liu et al. [46] integrated external knowledge to design better knowledge-enhanced prompts. Dong et al. [47] proposed an approach involving multiple demonstrations to aid LLMs in mastering and executing downstream tasks. To further improve prompt effectiveness, Zhou et al. [48] introduced the Automatic Prompt Engineer (APE), an automatic prompt generation approach. However, enabling advanced reasoning through context learning remains a great difficulty. Chain-of-thoughts (COT) [49] and Reason-and-Act (ReAct) [50] both aimed to solve this problem. In summary, proficiency in prompt engineering leads to a better understanding of the strengths and weaknesses of LLMs. Table 2 demonstrates the taxonomy of prompt engineering techniques, organized by different application domains.





4. Methodology


4.1. Question Answering System Architecture and Details


Our system retrieves the potential answers from the knowledge base to construct prompt statements in the vector retrieval method depending on the context-learning ability of the LLMs. Finally, the prompt statement is input into the LLMs to generate the answers. The system architecture consists of two main parts: (1) the construction of the Chinese confidential education knowledge base, and (2) the question-answering module. The construction of the confidential education knowledge base involves text pre-processing of natural language and word vectorization. The word vectors would be stored in the vector database. The question-answering process would conduct the vector similarity matching work and create the prompt sentences. Finally, the system inputs the constructed prompt statements into the LLM to generate the final answers. We summarize the technique roadmap in Figure 2.



From the Figure 2, we find that when users ask confidential relevant questions to the CPEQA system, such as the latest content of the confidentiality laws, the system will leverage the pre-trained model   B e r t   to vectorize the user’s questions. In detail, We use the dictionary library corresponding to   B e r t   to digitize the questions posed by users. For example, to the question raised by the user: What is the purpose of the enactment of the confidentiality law? We use the dictionary library to convert the words into tokens with corresponding numeric indices, which will be used as the input of the   B e r t  . Figure 3 demonstrates the corpus digitization process, where   C L S   and   S E P   are placeholders for the head and tail of the text corpus. In addition, the numbers corresponding to the   C L S   and   S E P   placeholders are 101 and 102, respectively. Then, the   B e r t   model will convert the input numbers into word vectors through its Embedding module, which are   E 1  ,  E 2  ,⋯,  E n  . We feed the word vectors into the transformer encoder to compute the output vector group,   T = [  T 1  ,  T 2  , ⋯ ,  T n  ]  . After the average pooling operation for the output vector group, as shown in Equation (2), we can obtain the sentence vector.


  A = (  T 1  +  T 2  + ⋯ +  T n  ) / n  



(2)




where n is the number of vectors and A is the sentence vector.



After the pre-processing phase, the generated word vectors will be put into the FAISS [19] which is an open-source vector library created by Meta. In the text similarity calculation phase, we compute the cosine similarity value between the vector of the generated question and the existed vectors in the FAISS database. As shown in Equation (3), where    Q _ v e c t o r  →   is the storage vector in the database and    Q u e s t i o n _ v e c t o r  →   is the input question vector.


  cos θ =       Q u e s t i o n _ v e c t o r  →   •    Q _ v e c t o r  →       Q u e s t i o n _ v e c t o r  →    •     Q _ v e c t o r  →       



(3)







If the cosine similarity value   cos θ   overcomes the threshold, the system will directly return the corresponding answers in the FAISS library to the question-answering interface. Afterward, the system can acquire the candidate text according to the similarity computation results, which is the basis of the generated prompt sentences. As a result, the final answers can be generated after the prompt sentences are transmitted into the LLMs. It is remarkable that the topic-word generation technique is one feature of our system. Our system leverages a topic-word generation model in corpus retrieval to embed keywords into the user’s questions. Experimental data in Table 3 will demonstrate the pros of enhancing the semantic information of the user’s questions and improving the information retrieval accuracy. The details are shown in Algorithm 1.



	Algorithm 1 LLMs Base Question Answering System Architecture



	Input:

    unstructured_doc

    structure_QA_pairs   = [  (  Q 1  ,  A 1  )  ,  (  Q 2  ,  A 2  )  , ⋯ ,  (  Q n  ,  A n  )  ]  

Output:

    Final_answer.

  1:  Knowledge Base Constrcution Process

  2:  • Unstructured text Pre-processing

  3:    t o k e n s = w o r d _ t o k e n i z e ( u n s t r u c t u r e d _ d o c )  

  4:    s l i c e s = s l i c e _ t o k e n s ( t o k e n s )  

  5:  • Text vectorization and storage

  6:    v e c t o r s = v e c t o r i z e r . f i t _ t r a n s f o r m ( s l i c e s )  

  7:  for   i , v e c t o r ∈ e n u m e r a t e ( v e c t o r s )   do

  8:        V e c t o r D a t a b a s e . a d d  ( ′  s l i c e s  _ ′  + v e c t o r )  

  9:  end for

10:  • Structure_QA_pairs stored in database

11:  for   Q , A ∈ S t r u c t u r e _ Q A _ p a i r s   do

12:        Q _ v e c t o r = v e c t o r i z e r . t r a n s f o r m ( Q )  

13:        A _ v e c t o r = v e c t o r i z e r . t r a n s f o r m ( A )  

14:        V e c t o r D a t a b a s e . a d d ( Q _ v e c t o r )  

15:        V e c t o r D a t a b a s e . a d d ( A _ v e c t o r )  

16:  end for

 

17:  Knowledge Base Question Answering

18:  • Initilization

19:    m o d e l = V e c t o r M o d e l ( )  

20:    k n o w l e d g e _ b a s e = K n o w l e d g e B a s e ( )  

21:  • Input Questions and Vectorization

22:  Q=  Q u e s t i o n s  

23:    Q u e s t i o n _ v e c t o r  =model.encode(Q)

24:  • Similarity Comparison and candidate_texts Acquisition

25:    s i m i l a r _ k n o w l e d g e   =   k n o w l e d g e _ b a s e  .search_similar(  Q u e s t i o n _ v e c t o r  ,   t o p _ k  =5)

26:  for   t e x t ∈ s i m i l a r _ k n o w l e d g e   do

27:        c a n d i d a t e _ t e x t s = t e x t  

28:  end for

29:  • Construct Prompt and Generate Answers

30:  for   t e x t ∈ c a n d i d a t e _ t e x t s   do

31:      prompts = Do you know about   t e x t  

32:  end for

33:  for   p r o m p t ∈ p r o m p t s   do

34:        F i n a l _ a n s w e r   = model.generate_answer(  p r o m p t  )

35:      print(“  P r o m p t :  p r o m p t   ,     A n s w e r :  F i n a l _ a n s w e r   ”)

36:  end for









4.2. Database Query Architecture and Details


We also apply this technique roadmap in the database query task, Figure 4 demonstrates the whole process.



Database query function comprises two parts: knowledge base construction and data query process. The details are given in Algorithm 2. In the knowledge base construction part, we use Data Definition Language (DDL) to create tables and extract the annotation of table creation statements. To facilitate our vectorization of annotation and DDL statements, we split the statements by words into word fragments. After the vectorization process, all the word vectors would be stored in the knowledge base as comparison objects.



Once the knowledge base is built, the CPEQA performs a similarity comparison between the input questions and the annotation vector set. Based on the similarity comparison results, it returns the corresponding table creation statements. This design enables the system to establish prompt sentences based on the creation statements. During each query process, these prompt sentences are input into the LLMs, assisting them in generating the query statement. Unlike the intelligent question-answering system, the database query system requires re-inputting the query statements generated by the LLMs into the database to retrieve the final data.



	Algorithm 2 LLMs Based Database Query System Architecture



	Input:

    unstructured_doc:    Q u e s t i o n  

Output:

    Data

  1:  Knowledge Base Constrcution

  2:  • Extract Table Creation Sentences Annotation

  3:    A n n o t a t i o n   = extract_annotation(  D D L _ s t a t e m e n t  )

  4:  • Split the Annotation by word

   5:    s e g m e n t e d _ a n n o t a t i o n   = split_annotation(  A n n o t a t i o n  )

  6:  • Vectorization and Storage in database

  7:    D D L _ v e c t o r   = create_vector(  D D L _ s t a t e m e n t  )

  8:    A n n o t a t i o n _ v e c t o r   = create_vector(  s e g m e n t e d _ A n n o t a t i o n  )

  9:  Data Query Process

 10:  • Vector Similarity Matching between Quesions and Annotation

 11:    m a t c h _ i n d e x   = matching(  Q u e s t i o n , A n n o t a t i o n _ c o r p u s  )

 12:  • Acquiring corresponding DDL base annotation

 13:    D D L   = get DDL from annotation_index(  A n n o t a t i o n _ c o r p u s  ,   D D L _ c o r p u s  ,   m a t c h _ i n d e x  )

 14:  • Prompt Construction

 15:    P r o m p t   = construct_prompt(  D D L  )

 16:  • LLMs Generate SQL and Query

 17:    S Q L   = generate_sql(  P r o m p t  )

 18:    D a t a   = query_database(  S Q L  )










5. Experiments


5.1. Implementation Details


In this section, we design experiments to explore the practical effects of the CPEQA system. Our experiment is divided into three parts. The first part is the keyword generation experiment, which measures the influence of the embedded keywords on answering precision. We select 1000 pieces of testing sentences containing various types of confidential knowledge questions and answers. The evaluation criteria include Top1_accuracy, Top5_accuracy, and Top10_accuracy. The second part involves testing the precision performance of the CPEQA system. In this part, we conduct comparative experiments between our scheme and fine-tuning condition to evaluate the respective precision trend as the number of query sentences increases. The third part is the LLMs-based database query performance test, which consists of single-table and multi-table queries. We propose between 100 and 2500 pieces of confidentially relevant query sentences to evaluate the experimental results.



Evaluation Metrics We use the open source large language model Tongyi Qianwen from Alibaba in the CPEQA system as a base model and adopt the ROUGE-L method and BLEU method as evaluation metrics.



	
ROUGE-L [66] measures recall by how much the words in reference sentences appear in predictions using Longest Common Subsequence-based statistics.



	
BLEU [67] measures precision by how much the words in predictions appear in reference sentences. BLEU-1(B1), BLEU-2(B2), BLEU-3(B3), and BLEU-4(B4) use 1-gram to 4-gram for calculation, respectively.







5.2. LLMs-Based Question Answering System


5.2.1. Demonstration of Question Answering System


Figure 5 demonstrates the interface of the CPEQA that contains several function areas, including document analysis, text annotation, and knowledge modeling. Additionally, the interface features detectors that display the number of related entities and documents. At the top, there is an intelligent search box capable of performing semantic searches, document searches, entity searches, and other functions.



When we click on the chatbot on the right side of the interface, the system presents the CPEQA interaction interface. For mode selection, we choose the LLMs-based mode to conduct the confidentiality question-answering task. Here, we propose three typical questions (Figure 6). For example, we ask the system whether is it necessary for us to back up data off-site in the field of information security. The CPEQA system subsequently provides details of answers that affirm the necessity for remote data backup. Besides, we also ask what actions can we take to protect sensitive information. In response, the system assistant advises us to use complex passwords to encrypt information and a series of other measures to protect sensitive information.




5.2.2. Case Study Process


Here, we give one case study about how to use the question-answering system CPEQA. The whole process is shown in Figure 7. Firstly, we should login to the CPEQA system with an account and password. Then we can enter the confidentiality situational awareness interface which contains the resource management, data management, configuration and so on, as shown in Figure 7a. If we want to conduct question answering operation, we can click the visualization screen on the right top of the interface that is circled by the red square. Figure 7b demonstrates the confidentiality comprehensive situation analysis that consists of technical service and guarantee parts. Once clicking the chatbot, we enter the questioning interface Figure 7c which allows us to propose several questions and select the mode including knowledge graph-based and LLMs-based. Finally, after finishing all the settings, the system would return us relevant answers to the proposed questions.




5.2.3. Influence of Generated Keywords


We embed the topic word in the user’s confidentiality-related questions to enhance the answering precision. For example, if a user asks: “Which units and individuals can be commended in the critical information infrastructure security preserving work?” the system generates the keyword “critical information infrastructure security preserving”. We then conduct a comparative experiment to test the effect of the keyword presence. From the Table 3, we observe that if we do not embed the keywords, such as “critical information infrastructure security preserving” in the questions, the top1_acc only reaches 0.634 which is significantly lower than the case with keyword embedding. When we introduce the keyword in the question sentences, the top1_acc grows to 0.743 and the top10_acc reaches 0.907.




5.2.4. The Performance Question Answering System CPEQA


In this part, we conduct a comparative experiment between our scheme and fine-tuning method. We select the 500, 1000, 2000 to 5000 testing sentences to test the precision of the two methods, and evaluate them from the ROUGE-L and BLEU metrics. Apart from this, we also substitute the Tongyi Qianwen with Chatglm to test the robustness of the system and analyze their respective performance.



From Table 4 and Table 5, we can find the precision of the fine-tuning approach is higher than our scheme. For example, BLUE-4 is only 0.845 with 500 sentences, which is lower than Fine-tuning 0.997. However, as the number of sentences increases from 500 to 5000, the precision value of the fine-tuning scheme declines is more significant than that of our scheme. Figure 8 illustrates that the BLEU-4 value without fine-tuning remains stable between 0.8 and 0.85, while the precision with fine-tuning conditions decreases by 15%. Simultaneously, the decrease in ROUGE-1 is less than 5%, which is significantly lower than the approximately 15% declines observed in the fine-tuning approach.



Table 6 demonstrates us the precision results without fine-tuning when we select Chatglm as the testing model. From Table 6, we can find that the BLUE-4 value decreases as the number of testing sentences increases from 500 to 2000, as do the other two metrics. Simultaneously, compared with the case where we choose the Tongyi Qianwen model, the precision value of it is lower. Figure 9 shows us the comparison results when there are 500 testing sentences. The BLUE-4 value of Tongyi Qianwen is slightly higher than that of Chatglm. The other two metrics demonstrate similar comparison results. While the testing sentences increase to 1000 and 2000, the comparison results are displayed in Figure 10 and Figure 11. In conclusion, selecting Tongyi Qianwen as the large language model can achieve higher testing precision than Chatglm.





5.3. LLMs-Based Database Query


5.3.1. Demonstration of Database Query Interface


Figure 12 shows the interface of the database query system. The bottom of the interface is divided into multiple options such as knowledge graph-based, LLMs-based, and database-based question answering. We choose database-based question answering and propose three example questions. For instance, we ask the latitude and longitude of an enterprise that engaged in confidential work to the question-answering system assistant. Then, the assistant returns the latitude and longitude values.




5.3.2. Database Query System Performance


To demonstrate the effectiveness of the database querying system based on the LLMs, we conduct a testing experiment that covers examples involving 1000 pieces of query data. Besides, we exhibit experimental results of single-table query and multi-table query, respectively, which are shown in Table 7 and Table 8. From the performance of Single-Table Query results, we can find that with the increase in the number of query sentences, the answering precision rate fluctuates at 93%. Apart from this, when we only input 100 query sentences, the recall rate exceeds 90%, which is still stable at this level while the query sentences increase. Considering the above metrics, the value of F1-Score in the Single-Table querying process is close to 1, which shows our database query system achieves excellent performance between precision rate and recall rate. For the performance of a multi-table query, we can see that although the precision rate and recall rate have decreased, they are still stable around 87% and 85%, respectively (Figure 13).






6. Discussion and Future Work


Our summarization inspires us to redesign a wide spectrum of aspects related to evaluation in the field of LLMs. In this section, we present several challenges.



Robustness Evaluation It is crucial for LLMs to maintain robustness against a wide variety of inputs to perform optimally for end-users in the CPEQA and other similar systems, given their extensive integration into Confidentiality publicity and education. For instance, the same prompts but with different grammar and expressions could lead LLMs to generate diverse results, indicating that current LLMs are not robust to the inputs. While there is some prior work on robustness evaluation [68,69], there is much room for advancement, such as including more diverse evaluation sets, and examining more evaluation aspects.



Principled and Trustworthy Evaluation When introducing a question-answering system, it is important to ascertain its integrity and trustworthiness. Therefore, the necessity for trustworthy computing extends to the requirement for reliable question-answering systems as well. This poses a challenging research question that intertwines with measurement theory, probability, and numerous other domains. For example, how can we ensure that dynamic testing truly generates out-of-distribution question examples about the confidentiality field? There is a scarcity of research in this domain, and it is hoped that future work will remedy these deficiencies.



LLM-Enhanced Data Management Developing a robust LLM-enhanced data management system is essential to utilize the full potential of LLMs. There are several main challenges. Firstly, how to effectively utilize data sources (e.g., tabular data and various document formats) to reduce LLM hallucination problems (e.g., through knowledge-augmented answering). Secondly, it is difficult to call LLMs for every request. Therefore, how to accurately interpret the intent behind user requests and capturing the domain knowledge to reduce the iterations with LLMs will be our future research direction.




7. Conclusions


In this paper, to promote confidentiality education, we contribute an LLMs-based intelligent confidentiality knowledge question answering system, CPEQA. It consists of two parts, including knowledge base construction and knowledge base question answering. We have successfully established a confidential knowledge platform and integrated keyword embedding, word vector similarity comparison, and prompt engineering that greatly enhance the precision of knowledge base question answering. Apart from this, CPEQA transforms the candidate text into effective prompts for LLMs, improving the LLMs’ performance on knowledge-intensive tasks. In the experiment part, we evaluate the CPEQA system by answering precision, recall rate and other metrics. Experimental results illustrate that the CPEQA system is well compatible with the advantages of LLMs and knowledge base as the data size increases, which enables the users to obtain ideal answers.
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Figure 1. An illustration of the Transformer-based LLMs with self-attention mechanism. 
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Figure 2. The architecture of the intelligent question answering system CPEQA. 






Figure 2. The architecture of the intelligent question answering system CPEQA.



[image: Electronics 13 04195 g002]







[image: Electronics 13 04195 g003] 





Figure 3. Question pre-Processing in the CPEQA system. 
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Figure 4. Intelligent Database Query Architecture. 
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Figure 5. Interface of confidential comprehensive supervision system. 
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Figure 6. The interface of the question-answering system CPEQA. 
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Figure 7. The case study of question answering process. 
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Figure 8. Question answering precision trend results between our scheme and fine-tuning. 
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Figure 9. 500 testing sentences. 
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Figure 10. 1000 testing sentences. 
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Figure 11. 2000 testing sentences. 
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Figure 12. The interface of the database query. 
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Figure 13. Metrics changing trend between single-table query and multi-table query as testing sentences increasing. 
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Table 1. An overview of popular LLMs.
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	Type
	Model Name
	Release Time
	Training Dataset





	Encoder-Only
	Bert [11]

ALBert

XLNet
	2018

2019

2019
	BookCorpus, Wikipedia

BookCorpus, Wikipedia

BookCorpus, Wikipedia



	Decoder-Only
	GPT-1 [36]

GPT-2 [37]
	2018

2019
	BookCorpus

Reddit outbound



	Encoder–decoder
	T5(Base)

MT5(Base)

BART(Base) [38]
	2019

2020

2019
	Common Crawl

New Common Crawl-based dataset

Corrupting text



	GPT Family
	GPT-3 [27]

GPT-4 [32]

WebGPT [39]
	2020

2023

2021
	Common Crawl, WebText2

−

ELI5



	PaLM Family
	PaLM [33]

PaLM-2 [40]

Med-PaLM
	2022

2023

2022
	Github Code, Web documents

Wed documents

HealthWSearchQA



	LLaMA Family
	LLaMA1

LLaMA2 [41]

LongLLaMA

Koala

Alpaca
	2023

2023

2023

2023

2023
	Online Sources

Online Sources

−

−

GPT-3.5










 





Table 2. Taxonomy of prompt engineering techniques.
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Application

	
Prompt

Technique

	
Comparison Scope




	
LLMs

	
Dataset

	
Metrics






	
Reasoning

and

Logic

	
Self-Consistency [51]

CoT [49]

Auto-CoT [52]

Chain of Table [53]

Cos [54]

LogicCoT [55]

	
PaLM

GPT-4

Llama 2-70B

T5-large

GPT 3.5

GPT-3

	
GSM8K

Game of 24

GSM8K

GSM8K

TabFact

Arithmetic

	
Precision

Success Rate

Precision

Rouge

BLEU, Rouge

Precision




	
Reduce Hallucination

	
CoVe [56]

ReAct [50]

RAG [16]

CoN [57]

CoK [58]

	
Llama 65B

PaLM-540B

RAG-Token

Llama 2

GPT 3.5

	
Wikidata

HotpotQA

MSMARCO

TriviaQA

MMLU Physics and Biology

	
Precision

Precision

Rouge, BLUE

F1 Score

Precision




	
New Tasks without

Training Data

	
Zero-shot [59]

Few-shot [27]

	
GPT-2

GPT-3

	
Arithmetic, Symbolic

NaturalQS, WebQS

	
Rouge

Precision




	
Code Generation and

Execution

	
SCoT [60]

PoT [61]

CoC [58]

Scratchpad Prompting [62]

	
ChatGPT, Codex

GPT-3.5-turbo

text-davinici-003, GPT-3.5-Turbo

GPT-3

	
HumnaEval, MBPP, MBCPP

GSM8K, FinQA

BIG-Bench Hard

MBPP

	
pass@k

Exact Match(EM) Score

Precision

Precision




	
User Interaction

	
Active Prompt [63]

	
text-davinici-003

	
Arithmetic, Symbolic

	
Self-confidence




	
Fine-Tuning and

Optimization

	
APE [48]

	
text-davinici-002

	
BBII, TruthfulQA

	
Log Probability

Execution Accuracy




	
Knowledge-Based

Reasoning and Generation

	
ART [64]

	
GPT-3(175B)

	
BigBench, MMLU

	
Precision




	
Optimization and

Efficiency

	
OPRO [65]

	
PaLM 2-L-IT

	
GSM8K, BIG-Bench Hard

	
Precision











 





Table 3. Key Words Embedding Results.






Table 3. Key Words Embedding Results.











	
	Top1_acc
	Top5_acc
	Top10_acc





	No Key Words
	
	
	



	Embedding
	0.634
	0.768
	0.856



	Key Words
	
	
	



	Embedding
	0.743
	0.844
	0.907










 





Table 4. Question Answering System Precision Testing Results without Fine-tuning.






Table 4. Question Answering System Precision Testing Results without Fine-tuning.











	
	500
	1000
	2000





	BLUE-4
	0.845
	0.811
	0.825



	ROUGE-1
	0.752
	0.734
	0.726



	ROUGE-L
	0.754
	0.731
	0.738










 





Table 5. Question Answering System Precision Testing Results with Fine-tuning.






Table 5. Question Answering System Precision Testing Results with Fine-tuning.











	
	500
	1000
	2000





	BLUE-4
	0.997
	0.989
	0.952



	ROUGE-1
	0.996
	0.983
	0.916



	ROUGE-L
	0.994
	0.981
	0.891










 





Table 6. CPEQA Precision Testing Results under Chatglm model without Fine-tuning.






Table 6. CPEQA Precision Testing Results under Chatglm model without Fine-tuning.











	
	500
	1000
	2000





	BLUE-4
	0.831
	0.801
	0.795



	ROUGE-1
	0.732
	0.726
	0.700



	ROUGE-L
	0.744
	0.730
	0.735










 





Table 7. Single-table query results.






Table 7. Single-table query results.











	
	100
	500
	1000





	Precision
	0.948
	0.927
	0.933



	Recall Rate
	0.912
	0.872
	0.895



	F1-Score
	0.929
	0.897
	0.914










 





Table 8. Multi-table query results.






Table 8. Multi-table query results.











	
	100
	500
	1000





	Precision
	0.881
	0.872
	865



	Recall Rate
	0.853
	0.824
	0.831



	F1-Score
	0.867
	0.847
	0.848
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