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Abstract

:

Prognostics and health management of general rotating machinery have been studied over time to improve system stability. Recently, the excellent abnormal diagnosis performance of artificial intelligence (AI) was demonstrated, and therefore, AI-based intelligent diagnosis is now being implemented in these systems. AI models are trained using large volumes of data. Therefore, we propose a transformer-based generative adversarial network (GAN) model with a multi-resolution short-time Fourier transform (multi-STFT) loss function to augment the vibration data of rotating machinery to facilitate the successful learning of deep learning models. We constructed a model with a conditional GAN structure, which is transformer based, for learning the feature points of vibration data in the time-series domain. In addition, we applied the multi-STFT loss function to capture the frequency features of the vibration data. The generated data, which adequately captured the frequency features, were used to augment the training data to improve the performance of a deep learning classifier. Furthermore, by visualizing the generated vibration data and comparing the visualizations to those of the vibration data obtained from real machinery, we demonstrated that the generated data were indistinguishable from the actual data.
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1. Introduction


Rotating machinery is one of the most widely used types of machinery in the industrial field. It is primarily utilized in devices such as automobiles, power plants, turbines, and pumping machines. Therefore, the failure of such machines can lead to system shutdowns due to mechanical malfunctions. To avoid such problems, various approaches have been developed to enhance the reliability of rotating machinery to prevent these issues [1,2]. In particular, approaches that integrate technologies such as digital instrumentation and control systems have emerged [3].



Recently, the field of prognostics and health management (PHM) has advanced, focusing on the development of diagnostic and prognostic models based on data-driven approaches [4,5]. In artificial intelligence (AI), machine learning-based anomaly detection methodologies, such as support vector machines, have been widely used for a long time [6,7,8]. Additionally, research on PHM models based on deep neural networks, such as recurrent neural networks and long short-term memory models, has been extensive [9,10,11].



One remarkable advancement is the emergence of Transformer networks. Originally developed for natural language processing, Transformers recently showed excellent performance in processing time-series data, including vibration analysis [12,13]. The self-attention mechanism of Transformers effectively captures long-range dependencies in vibration data, making them particularly useful for analyzing the complex patterns in rotating machinery’s vibration signals. Several studies demonstrated that Transformer-based models can perform more accurate fault prediction and condition diagnosis than traditional RNN- or CNN-based models [14,15,16]. These advancements create new possibilities for improving the accuracy and efficiency of PHM systems.



However, effectively applying AI to PHM systems requires large amounts of data to achieve robust feature identification and a high learning accuracy [17]. This requirement presents a significant challenge in implementing AI-based PHM systems, where the quantity and quality of data and the development of relevant data-processing techniques are considered essential for advancement. In learning-based methodologies, particularly deep learning, a dataset balanced between normal and abnormal data is needed [18]. For example, in plants, abnormal vibration data are relatively scarce compared with normal operation data, leading to a data imbalance within datasets [19]. Such datasets exhibit what is called a “long-tail distribution”, where the scarcity of information about abnormal conditions can degrade the performance during algorithm training, which, in turn, can negatively affect the model accuracy and reliability in real operational environments.



Thus, addressing data imbalance is a critical consideration in the development of deep learning-based PHM systems. The most intuitive solution to data imbalance is developing techniques that use generative models to generate data with patterns similar to those of abnormal vibrations [20,21]. This approach effectively extends the dataset of abnormal-state data, thereby providing a balanced dataset and improving the algorithm training efficiency and performance. Data augmentation using generative models is expected to become an essential strategy for strengthening machine learning and deep learning algorithms, especially in scenarios where limited data are available.



Recently, data augmentation utilizing AI has garnered attention through the use of generative models, such as variational autoencoders (VAEs) and generative adversarial networks (GANs) [22,23]. These techniques have been successfully applied in various domains, including images, time-series data, and text. While VAEs learn latent representations of data to generate new samples, GANs generate high-quality synthetic data through adversarial training between a generator and a discriminator network [24]. GAN-based approaches have shown promising results in augmenting complex time-series patterns, such as vibration data, and can significantly contribute to addressing the data imbalance issue in the PHM field [25]. Recently, GAN techniques that reflect frequency characteristics have also been developed to generate more realistic vibration data, further improving the fault detection performance in PHM systems [26].



The main contributions of this study are as follows:



(1) We propose a novel method for augmenting vibration data using a Transformer-based generative adversarial network (GAN). This approach combines the powerful time-domain feature extraction capabilities of Transformers with the data generation capabilities of GANs.



(2) We applied the multi-resolution short-time Fourier transform (multi-STFT) to effectively capture the frequency characteristics of vibration data and configured them for the learning process of the AI models.



(3) We demonstrated that combining a Transformer-based GAN with a multi-STFT-based loss function allowed for the finer modeling and generation of vibration data’s time–frequency characteristics.



(4) We quantified and visualized the similarity between the data generated by the proposed model and the original data to compare and analyze their differences.



(5) We experimentally verified that the data generated by the proposed model contributed to improving the performance of the condition diagnosis for rotating machinery.



This study showed that the Transformer-based GAN could capture the various time-domain and frequency-domain characteristics of vibration data, which generated more realistic and useful data.




2. Related Work


Generative Models for Generating Time-Series Data


Traditionally, data augmentation methods have relied heavily on statistical approaches, such as scaling using the Whiten filter and mathematical transformations (e.g., logarithmic transformations) [27]. Additionally, starting from the late 1970s, statistical models based on the expectation maximization (EM) algorithm have been used for data augmentation [28]. This approach involves exploring the hidden structure of data and supplementing incomplete or insufficient datasets to increase the precision and reliability of analyses. These traditional data augmentation methods have served as the foundation for modern augmentation techniques based on data science and machine learning.



Various methods have been proposed to enhance the performance of statistical models. One such method entails combining parameter expansion and data augmentation to enhance the Gibbs sampling algorithm. In this approach, auxiliary variables are used to expedite the Gibbs sampling and optimize performance. Another notable development is the Monte Carlo EM (MCEM) algorithm, in which the E step of the EM algorithm is implemented using the Monte Carlo method [29]. From the data augmentation perspective, the MCEM provides an approximation of the posterior.



Driven by massive increases in computing power, deep learning has brought about revolutionary changes in data augmentation. As followed Figure 1, variational autoencoder (VAE) is a deep learning generative model that incorporates a probabilistic approach called maximum likelihood into the encoder-decoder structures of autoencoders to learn latent data distributions [30]. By using VAE, it is possible to generate new data not by reconstruction but by learning data distributions. Owing to the efficient data-reconstruction and generation capabilities of VAE, it has been used for tasks such as generating images from imbalanced data distributions and diagnosing anomalies by comparing the generated images to the original data [31]. The ability of VAE to learn and generate data based on probabilistic principles has opened up new possibilities for data augmentation and anomaly detection in various fields, including computer vision and natural language processing [32]. Moreover, the capacity of VAE to generate synthetic data that exhibit the same statistical properties as those the original data has made it a valuable tool in scenarios where data imbalance or scarcity presents challenges.



A generative adversarial network (GAN), Figure 2, a highly popular deep learning model for data generation, trains two neural networks competitively [33]. These two neural networks are called the discriminator and generator. First, the generator receives random noise as input and creates data of the same size as the original data. The discriminator, which takes both the generated data and the original data as inputs, distinguishes whether they are from the original dataset or are generated fake data. The generator strives to deceive the discriminator by generating fake data that resemble the original data, while the discriminator aims to accurately differentiate between the fake data generated by the generator and the real data.



The discriminator is trained to output a high probability when given real data x as the input and a low probability when given generated fake data, and it updates itself to effectively distinguish between real and fake data. In other words, it learns to differentiate between the real data and the data produced by the generator. The generator, by contrast, is trained to generate data G(z) from the random noise input z, which exhibits high probabilities similar to those of the real data when fed into the discriminator. The generator focuses on updating itself to generate data that the discriminator cannot distinguish from real data. In this way, the two neural networks engage in a competitive and adversarial relationship, with the generator gradually learning to produce fake data that are increasingly difficult for the discriminator to differentiate from real data [34].



A GAN is known for its outstanding data generation performance, and its data augmentation capabilities have been demonstrated for addressing data imbalance issues through improvements in image classification accuracy [35]. Furthermore, when used in conjunction with traditional data augmentation techniques, such as masking or rotation, a GAN achieves a high classification accuracy. The application of a GAN for generating one-dimensional (1D) data has progressed at a slower rate compared with that for image generation. By using a type of GAN called a conditional GAN (cGAN) and adapting the generator and discriminator to the data format in terms of dimensions, electrocardiogram data and vibration data from railways have been augmented effectively [36]. A recent study of rotating equipment used biGAN generated data by adding an additional loss function based on the rotating speed [26].





3. Methodology


3.1. Transformer-Based Generative Adversarial Network


In this paper, a GAN-based data generation model is proposed for augmenting vibration data. The proposed model has three main features: (1) Transformer-based network architecture, (2) data generation using a cGAN structure, and (3) the application of multi-resolution STFT for an additional loss. The Transformer architecture is well-suited for processing sequence data, and it has been used extensively in recent studies for analyzing vibration data. This architecture is essentially a neural network algorithm that tracks the relationships within sequential data, such as words in a sentence, to learn the context and meaning [37]. The most crucial components of the transformer algorithm are the multi-head attention mechanism and positional encoding. The multi-head attention mechanism, as the name suggests, processes the attention mechanism in parallel with multiple heads (represented as “i”). It calculates attention as follows:


  h e a  d i  = A t t e n t i o n  (  Q i  ,  K i  ,  V i  )  = s o f t m a x  (     Q i   K i T     d  k    )   V i   



(1)







The attention mechanism employs three components: query, key, and value. The query of each input data element represents how the element interacts with other elements, thereby allowing for the computation of similarity with keys. The computed similarities are then used as weights of the values, and ultimately, the output is generated as a weighted sum. Positional encoding assigns positional information to each element of an input sequence. It uses sine and cosine functions to compute the positional encoding values of each position. The calculated values are added to the embeddings of each input token. This allows each token to carry information about its position, aiding the model in understanding the order of the tokens. The transformer model, with its multi-head attention mechanism and positional encoding, has demonstrated exceptional performance, not only in natural language processing but also in fields such as image object segmentation and time-series data prediction. It continues to be researched and developed actively owing to its outstanding capabilities. Building on the advantages of the transformer architecture, in recent years, research was conducted to generate and synthesize human voices and vibration [38].



However, research on the synthesis or generation of the vibrations encountered in industrial facilities remains lacking. In this study, by using the transformer network, we constructed a generator and discriminator, as illustrated in Figure 3 below. The overall feature extraction structure utilizes only the encoder part of the transformer, and the structures of the two networks are quite similar. To enable the model to capture the time-domain characteristics, the raw input signal is fed directly into the network. Additionally, the part for upscaling the features extracted by the generator to generate the data uses deconvolution layers, while the discriminator uses linear layers to output a single value for identifying the source of the input signal.



Table 1 shows the model architecture specifications and supplements Figure 3. The generator takes a latent vector z of dimension 100 as the input and transforms it through a linear layer into a tensor of sequence length 1024 and embedding dimension 10. Positional embedding is then added to allow the model to understand the sequence order. The transformed data passes through three Transformer encoder blocks, applying multi-head attention and feedforward networks in this process. Finally, the output is passed through a deconvolutional layer, converting it into generated signals of shape (batch_size,num_sensors,1,1024), where num_sensors represents the number of sensors.



The discriminator takes either the generated signal or the real signal as input, and the signal is divided into small patches through the PatchEmbedding_Linear. These patches are then mapped to the embedding space. After adding class tokens and positional encoding, the patch sequence is processed through three Transformer encoder blocks. Finally, the ClassificationHead reduces the sequence dimension and outputs binary classification results through a linear layer to distinguish whether the signal is real or generated.



Moreover, a cGAN architecture is used to generate the vibrations that occur in industrial facilities under various operating conditions. This cGAN architecture injects the class information of the desired vibration into the inputs of both networks. In the case of the generator, each vibration class label and Gaussian noise (z) are input as the conditions. These inputs are then passed through an embedding layer and a linear layer to synthesize them into a single feature vector. The generator uses this feature vector to generate a vibration signal. The discriminator takes the vibration sensor data and the condition as its inputs and determines whether the signal is real or artificially generated.



Many existing approaches to generating vibrations typically either learn and generate data solely from time-domain 1D signals or use STFT-transformed two-dimensional (2D) image data [39]. However, when only 1D signals are used, the generated data often exhibit inappropriate characteristics in the frequency domain because the model focuses primarily on learning the time-domain characteristics. In this study, 1D signals were generated, and an additional step was introduced. After the signal generation, the generated signal was subjected to STFT transformation by using various parameters, and a multi-STFT loss term was introduced to compare the STFT-transformed generated signal to the STFT-transformed original signal. This allowed the generator to learn not only the characteristics of the 1D signals but also those of the frequency domain. Notably, the STFT trades off between the frequency-domain resolution and time-domain resolution. Increasing both resolutions simultaneously can be challenging. In this study, a combination of various parameters was employed to facilitate the use of high-frequency-resolution STFT and high-time-resolution STFT to enhance the learning process.




3.2. Multi-Resolution Short-Time Fourier Transform Loss



   S T F T x  t   f , τ  =  ∫  − ∞  ∞   x  t  w  t − τ   e  − j 2 π f t    d t   



(2)





In the case of an STFT, the magnitude varies across frequency bands depending on the size of the window used to divide a signal into segments. Accordingly, by adjusting the parameter called window size, the frequency characteristics represented by an STFT can be altered.


  M u l t i − S T F T x  t   f , τ , w  =  ∫  − ∞  ∞   x  t   w w   t − τ   e  − j 2 π f t    d t  



(3)







From this perspective, the multi-STFT transformation is introduced to capture various frequency characteristics across different segments [40]. This transformation is an extension of the STFT transformation for multiple resolutions, and it facilitates the capture of frequency characteristics by using multiple window sizes, even when precise periodicity information about the input sequence is unavailable. This enhances the sophistication of the signal analysis.



The following Figure 4 (left) shows the results of an STFT transformation applied to some samples of the data used in the experiment with window sizes of 32, 128, and 512. Depending on the window size, the resolution changed, which allowed us to visually observe how the frequency characteristics varied. With smaller window sizes, detailed frequency features could be captured, while larger window sizes could capture overall frequency characteristics that may not be discernible with smaller window sizes. Therefore, we aimed to reflect the learning process of the model that proposes multi-window STFT transformations.



In this study, a multi-STFT loss function was introduced to increase the stability of the adversarial learning process. Figure 4 (right) shows the difference between the single-STFT and multi-STFT losses. This multi-STFT function consists of the sum of several losses with different analysis parameters (e.g., fast Fourier transform size, window size, and frame shift). This approach helps to optimize the balance between the time and frequency resolutions. For example, increasing the window size reduces the time resolution but improves the frequency resolution. The proposed multi-STFT loss function prevents the generator from overfitting the fixed STFT representation, leading to more effective learning results.





4. Experiment


4.1. Evaluation Metrics


Jensen–Shannon (JS) divergence is one of the methods for measuring the similarity between two probability distributions P and Q [41]. The equation for two divergences is as follows:


   D  J S    ( P | | Q )  =   1 2    D ( P | |    1 2     ( P + Q )  ) +    1 2    D  K L    ( Q | |    1 2     ( P + Q )  )   



(4)






   D  K L    ( P | | Q )  =  ∑ i   p i  log     p i   q i      



(5)




The fact that the Kullback–Leibler (KL) divergence cannot be used as a distance metric is an important issue affecting its utilization as an evaluation metric. This is because the resulting value can vary depending on the selected reference probability distribution. Consequently, KL divergence may not be an ideal performance measure for evaluating generative models. By contrast, JS divergence, which is based on KL divergence, is symmetric and invariably has a finite value, which makes it quantifiable. In this study, we numerically evaluated the similarity between the distributions of generated data and real data by using JS divergence, which has these features.




4.2. Dataset


We utilized a dataset that represented various types of failures in rotating machinery, which was the ‘Rotating Machinery Fault Type AI Dataset’ (Ministry of SMEs and Startups, Korea AI Manufacturing Platform (KAMP), KAIST, 23 December 2022). The machinery structures used in power plants operate mostly under normal conditions, and the proportion of normal-type data in this dataset exceeded 90 percent. Therefore, this dataset was considered suitable for analyzing the characteristics of mechanical structure failure types and for gathering data corresponding to various failure types by using a purpose-built rotor testbed, Figure 5.



As followed Table 2, the speed of the rotor testbed could be adjusted from 0 to 3000 rpm. In this study, data were acquired at a rotor speed of approximately 1500 rpm. In the analysis, we utilized four sensors, and over the course of 140 s, we collected 3,772,385 data points. The dataset comprised data corresponding to four types of conditions: normal, mass imbalance, mechanical looseness, and a combination of mass imbalance and mechanical looseness. Mass imbalance was considered to occur when the centers of mass of the rotor and motor were misaligned, while mechanical looseness was considered to occur when the rotor was not properly secured or was tilted.



The sensor used for data acquisition on the rotor testbed was a smart vibration sensor manufactured by Signallink Co., Ltd. (Suwon-City, Republic of Korea), as shown in Figure 6. Detailed specifications can be found in Table 3. The sensor collected data from the three bars that supported the rotor disk.



The collected sensor data followed several preprocessing steps to ensure the consistency and accuracy of the dataset. First, linear interpolation was applied to synchronize the measurement times of sensors with different sampling periods. This allowed for the unification of the time axis, enabling a comparison between the sensor data. Next, moving average filtering was utilized to remove noise from the data while preserving the dynamic characteristics of the signal. This method effectively reduced transient fluctuations while maintaining the key features of the signal. Finally, the sensor data were transformed using min–max normalization to suit the requirements of machine learning algorithms. This technique scaled the data values between 0 and 1, which prevented distortions in the learning performance due to differences in the data magnitudes.




4.3. Implementation


The proposed model was implemented using the PyTorch framework, and experiments were conducted on a computer with the following environment. The generator and discriminator were built based on the encoder part of the transformer structure, and a 1D convolutional neural network (CNN) structure was used to generate data or extract features. Only the last layer of the discriminator included a sigmoid layer for the binary classification of real and fake data.



The training was performed in batches with a batch size of 32, and an additional loss function, multi-STFT, was used in the generator. Consequently, the learning rate of the generator was slower than that of the discriminator, which introduced the risk of model collapse.



Ablation studies were conducted to compare the performance of the proposed model with those of other models based on the GAN architecture. In total, six experiments were set up, and these experiments differed in terms of the model and use of the proposed multi-STFT loss function. In each of these experiments, training and validation were performed for 50 epochs under the same conditions.




4.4. Model Training Convergence


In this section, we analyze the convergence of the proposed model during the training process. Figure 7 illustrates the training results over 150 epochs, showing the variations in the loss functions for both the discriminator and the generator. The discriminator’s loss (loss_D) is represented in the left graph of Figure 7. Initially, the loss value experienced a rapid decrease, followed by a gradual decline, indicating a continuous improvement in the discriminator’s performance. Notably, after epoch 20, the loss stabilized, suggesting that the model had reached a convergent state.



Conversely, the generator’s loss (loss_G) is depicted in the right graph of Figure 7. Similar to the discriminator, the generator’s loss showed a significant reduction in the initial epochs, followed by a gradual tapering off. As the epochs progressed, the loss tended to stabilize, indicating that the generator progressively produced more realistic data.



Overall, both loss functions exhibited a decreasing trend, demonstrating that the proposed model effectively converged during the training process. These findings can be interpreted as positive indicators of the model’s future performance. Through this analysis, we could clearly describe and evaluate the convergence and stability of the proposed model during its training.




4.5. Ablation Study


The proposed model was constructed as a GAN based on the encoder structure of the existing transformer architecture, and additional loss functions were introduced to improve the model performance. The additional function was used to compare using multi-STFT to capture the frequency characteristics of the model.



To evaluate the performance of the proposed model in terms of these two aspects, the transformer-based model and additional loss, an ablation study was conducted to verify the degree of improvement of the proposed model relative to other models with GAN-based structures. First, wGAN (Wasserstein GAN) and the Transformer-based GAN were used to investigate the effects of changes in the model structure on the data generation performance [42]. Additionally, to analyze the changes in performance that resulted from the use of the STFT loss function, three conditions were set: not using any loss function, using the single-STFT loss function, and using the multi-STFT loss function. A total of six experiments were conducted, and the results of all experiments were analyzed quantitatively in terms of the JS divergence. The results of the experiments are summarized in Table 4.



As presented in Table 4, the average JS divergence in the experiments conducted using the wGAN model was 0.254, whereas the average JS divergence in the experiments conducted using the proposed model, that is, the transformer-based GAN, was 0.129. Therefore, on average, the proposed model yielded a performance improvement of approximately 50.78%. Specifically, in the performance evaluation based on the distribution difference of each model when not using any STFT loss function, the transformer-based GAN model yielded a 53.79% improvement over the wGAN model, indicating that the transformer-based GAN model was more suitable for data generation.



In addition, the average JS divergence when using the multi-STFT loss function was 0.162, that when the function was not applied was 0.223, and that when using the single-STFT loss function was 0.189. These values confirmed that the performance improved by approximately 72.64% when using the multi-STFT loss function compared with not using it. Moreover, these experiments demonstrated that the two methodologies proposed in this study improved the model performance. Therefore, the use of domain-specific transformation techniques in data-driven deep learning models can lead to a higher performance compared with that when using raw data alone.




4.6. Validation of Generated Data Through Training


To check whether the vibration data generated using the proposed model were effective as input data for actual model training, we selected a representative deep learning model and conducted an experiment. The selected deep learning model was a 1D-CNN model that consisted of four 1D convolution layers and one fully connected layer [43]. In the first experimental case, only the real collected data were used without generating any synthetic data. In the second and third experimental cases, ablation studies were conducted with the synthetic data generated using the wGAN-based model and transformer-based GAN model, respectively.



These data were grouped into four classes: normal, imbalance, mechanical looseness, and a combination of imbalance and mechanical looseness. For the quantitative performance evaluation, we used the average accuracy. The results are summarized in Table 5.



According to the results, an accuracy of 75.65% was achieved when using the trained classifier only on the real data. By contrast, when using the transformer-based GAN with the multi-STFT loss function to generate synthetic data, which was the best-performing case, an accuracy of 85.79% was achieved, representing a performance improvement of more than 10%. These results indicate that in scenarios with limited data availability, it is more efficient to generate data by using the proposed approach and use the generated data for classification training.




4.7. Application to Real Power Plant Vibration Data


The future challenge of this study is to contribute to intelligent fault diagnosis by augmenting the vibration fault data of the internal machinery used in a power plant rather than using the data of general rotating machines. Therefore, we collected vibration data of the internal rotating machinery of an operational power plant and used them to train the proposed model and demonstrate its robustness to real data. The accelerometer sensor data were configured to collect data from six channels at a high sample rate of 50,000 Hz, as shown in Table 6. Data were stored as soon as a trigger signal was received, with a pre-time of 1000 ms to capture the relevant context before the trigger event.



Table 7 lists the results of the experiments conducted using the proposed model with and without the STFT loss function.



Although the overall score was lower than that obtained using the data employed in the ablation study, the JS divergence was the highest at 0.229 when using the model with the proposed multi-STFT loss function.



In addition, we used kernel density estimation to visualize the data distributions obtained using the two model variants (with and without the proposed loss function) as continuous curves [44]. This step facilitated a straightforward comparison of the differences between the distributions.



To construct this plot, we used a Gaussian kernel to estimate and visualize the density function of each dataset. As illustrated in Figure 8, the first peak of the data generated using the model with the single-STFT loss function was smoothed out compared with that of the real data. However, when using the model with the proposed multi-STFT loss function, the data distribution was similar to that of the original data. Therefore, the proposed multi-STFT loss function performed well even when real power plant data were used for the model training.





5. Conclusions


In this study, we proposed an approach to generate data for rotating machinery by using a transformer-based GAN model. The proposed model leverages the frequency-domain characteristics of the data to ensure that the deep learning model can adequately capture frequency features. As a result, the model demonstrated a JS divergence of over 50.78% compared with the baseline model, wGAN, which allowed it to generate all types of anomaly and normal data for rotating machinery with a high degree of similarity to real data.



We applied multi-STFT loss functions in our experiments and observed that the proposed model improved the classifier accuracy by 10%, indicating that the data generated by our model contributed to an enhanced classifier performance. Furthermore, we validated the robustness and performance of the proposed model by training it with real-world data from a power plant. The similarity of the data distributions was visually represented using a KDE plot, which recorded a JS divergence of 0.229.



In the future, we aim to acquire even small amounts of real anomaly data from power plants, generate synthetic anomaly data, and derive anomaly diagnosis performances based on this data.
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Figure 1. Architecture of Variational AutoEncoder (VAE). 
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Figure 2. Architecture of Generatve Adversarial Network (GAN). 
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Figure 3. Architecture of proposed GAN with multi-resolution short-time Fourier transform (STFT) loss. 
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Figure 4. Comparison that STFT each resolution (Left), Single STFT loss & Multi STFT loss (Right). 
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Figure 5. Components of Rotor testbed. 
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Figure 6. Sensor for data acquisition. 
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Figure 7. Proposed model training loss. 
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Figure 8. Distributions obtained through kernel density estimations. 
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Table 1. Model architecture specifications (supplementary to Figure 3).
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	Component
	Generator
	Discriminator





	Input
	Latent vector z (dimension: 100)
	Generated or real signal



	Output
	Generated signal   ( b a t c h _ s i z e , n u m _ s e n s o r s , 1 , 1024 )  
	Binary classification result   ( b a t c h _ s i z e , 1 )  



	Key components
	  n n . L i n e a r  ,   T r a n s f o r m e r  E n c o d e r  ,   C o n v 2 d  
	  P a t c h E m b e d d i n g  ,   T r a n s f o r m e r  E n c o d e r  ,   C l a s s i f i c a t i o n H e a d  



	Dropout
	0.5 (attention, feedforward)
	0.5 (attention, feedforward)










 





Table 2. Rotor testbed specifications.
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	Specification
	Details





	Size
	673 mm (W) × 280 mm (D) × 281 mm (H)



	Weight
	25 kg



	Material
	Aluminum



	Bearing
	6202ZZ × 2EA



	Motor
	DC 12 V × 0.25 HP (0.2 W), 0~3000 RPM



	Main power
	220 VAC










 





Table 3. Sensor specifications.
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	Specification
	Details





	Size
	44 mm (W) × 44 mm (D) × 25 mm (H)



	Weight
	About 40 gf



	Material
	PC



	Fix
	M4 Bolt or magnetic



	Frequency span
	672 Hz



	Frequency resolution
	1.3125 Hz










 





Table 4. Comparison of data distribution differences in terms of JS divergence.






Table 4. Comparison of data distribution differences in terms of JS divergence.





	Model Name
	STFT Loss
	JS-Div





	WGAN
	-
	0.29



	WGAN
	Single-STFT
	0.244



	WGAN
	Multi-STFT
	0.229



	Transformer-based GAN
	-
	0.156



	Transformer-based GAN
	Single-STFT
	0.135



	Transformer-based GAN
	Multi-STFT
	0.096










 





Table 5. Comparison of classification scores obtained using a 1D convolutional neural network classifier.
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	Model Name
	STFT Loss
	Acc (%)





	No generation
	-
	75.65



	wGAN
	-
	76.39



	wGAN
	Single-STFT
	77.41



	wGAN
	Multi-STFT
	86.22



	Transformer-based GAN
	-
	76.52



	Transformer-based GAN
	Single-STFT
	79.13



	Transformer-based GAN
	Multi-STFT
	85.79










 





Table 6. Sensor data collection specifications.
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	Parameter
	Value





	Number of channels
	6



	Sample rate (Hz)
	50,000



	Store type
	Fast on trigger



	Pre-time (ms)
	1000










 





Table 7. JS divergence of real nuclear power plant data.
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	Model Name
	STFT Loss
	JS-Div





	Transformer-based GAN
	-
	0.255



	Transformer-based GAN
	Single-STFT
	0.238



	Transformer-based GAN
	Multi-STFT
	0.229
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