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Abstract

:

Developing a high-quality scenario library is crucial for evaluating more reliable autonomous driving systems. A fundamental prerequisite for constructing such a library is the generation of safety-critical scenarios. In this paper, we propose a nested game algorithm to assign trajectories and their time series to multiple background vehicles. This method aimed to generate safety-critical scenarios with varying degrees of interference for the tested vehicle. To ensure the realism of the generated scenarios, we extracted a series of natural trajectories from an existing dataset as the input for the algorithm. We then analyzed multiple types of scenarios generated by this method and evaluated their danger using generalized metrics, such as the Time-to-Collision (TTC) and Minimum Safe Distance Factor (MSDF), which demonstrated the effectiveness of our approach. The experimental results demonstrate that the nested game-based approach could efficiently construct safety-critical scenarios, contributing to the development of high-quality test scenario libraries.
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1. Introduction


Autonomous driving technologies have made significant advances over the past decade, but one of the key challenges currently hindering their progress is ensuring safety. In reality, autonomous vehicles must pass a series of comprehensive tests before they can be deployed on the road. Scenarios are essential for autonomous vehicle testing, and safety-critical scenarios are crucial for accelerating this process. Scenario testing can be categorized into real-world testing and virtual simulation testing. Studies showed that to demonstrate with 95% confidence that autonomous vehicles outperform human drivers, these vehicles would need to be tested over a distance of at least 440 million km [1]. Consequently, conducting real-world roadway measurements can be both time consuming and costly. In addition, real-world road tests are marked by high levels of uncertainty and diversity, and the driving data collected are often non-critical [2]. This results in significant inefficiencies in real-world testing. According to a report by the California Department of Motor Vehicles, safety-critical scenarios occur only once every 48,280.32 KM of driving [3]. Therefore, selecting safety-critical scenarios and testing them in a simulation environment can efficiently evaluate the safety functionality of autonomous driving systems and identify potential safety hazards [4]. Safety-critical scenarios are scenarios in which autonomous vehicles are highly likely to collide with other entities. How to select safety-critical scenarios for the training and evaluation of autonomous vehicles is extremely important [5]. In recent years, simulation tests that generate safety-critical scenarios have become one of the most important technical methods for ensuring the safety of autonomous vehicles [6]. Kruber et al. [7,8] proposed using unsupervised clustering methods to group similar scenarios. Kruber et al. [7] proposed an unsupervised machine learning method called MURF (Modified Unsupervised Random Forest), which uses multiple decision trees to train and predict samples. Based on the above work, Kruber et al. [8] proposed the xMURF algorithm. This algorithm not only considers the terminal leaves but also extracts similarity by analyzing the paths that data points take through the tree. However, its effectiveness is highly dependent on the size of the dataset. Wang et al. [9] utilized the Hierarchical Dirichlet Process Hidden Markov Model (HDPHMM) [10], a nonparametric Bayesian learning approach, to extract tuples from large volumes of time-series traffic data more efficiently in terms of time and resources. However, the extracted proto-languages are not interpretable, and the hierarchical relationships between them are unclear. Wheeler et al. [11] proposed an automated method for identifying and aggregating crisis situations, capturing their severity and frequency of occurrence, which enables risk-based security validation. Importance Sampling (IS) [12] is incorporated into the process and can be used to generate scenarios such as highway queue jumping and car tailgating. The method accelerates the safety assessment of autonomous vehicles but suffers from issues such as oversampling. Overall, the effectiveness of clustering-based scenario generation methods in accurately categorizing safety-critical scenarios heavily depends on the characteristics of the data samples.



In recent years, adversarial generation-based methods for creating safety-critical scenarios have become a prominent technique. Rempe et al. [13] proposed a method called STRIVE for automatic scenario generation. The method generates collision scenarios by optimizing the latent distribution of the traffic model to interfere with the initial real-world conditions. However, it only generates collisions between vehicles and does not account for interactions involving pedestrians and drivers. Priisalu et al. [14] proposed a framework for pedestrian prediction modeling to compute collision-prone points for pedestrians in a scenario. However, to generate special scenarios through this framework, adequate and realistic constraint scenarios need to be provided. Sallami et al. [15] proposed a GAN that can handle time-series data and generate realistic scenarios of lane changing in a highway environment. However, the method is challenging to extend to scenarios involving other road types due to its strong dependency on the specific type of data. Chen [16], Wachi [17], Yasasa [18], and Xu [19] utilized reinforcement learning to generate scenarios for the adversarial navigation of autonomous vehicles. Hsu et al. [20] proposed a GAN-based deep learning framework for predicting the trajectories of vehicles around autonomous vehicles in RGB image sequences without explicit coordinate labeling. Liu et al. [21] proposed the use of deep reinforcement learning for safety-critical scenario generation, where new scenarios are edited to generate new scenarios by adding new surrounding vehicles or changing the trajectories of the surrounding vehicles during the testing process, which solves the parameter dimensionality problem suffered by the traditional techniques.



Their methods optimize the vehicle’s learning adversarial approach and continuously discover rare events during Markov decision making. However, AI-driven systems often suffer from the black box problem, lack interpretability, and pose potential risks in safety-critical scenarios. Overall, the primary issues with the aforementioned approaches are that the simulation scenarios are difficult to scale, they rely heavily on sample datasets, the training costs are high, and the learned control strategies lack interpretability. To solve these problems, we propose a new scenario generation technique that introduces the idea of game theory to generate anthropomorphic strategies, and thus, test scenarios. In summary, the primary contributions of this study are as follows:




	
A novel structure for scenario generation was designed. This structure depends solely on the size of the dataset, rather than its type, and is easily scalable. The more data that are available, the greater the number of valid scenarios that can be generated.



	
Data analysis using real traffic trajectories. We extracted a series of real traffic trajectories from the highD dataset for use in the scenario architecture, including common trajectories in reality, such as long- and short-distance lane-changing trajectories, and straight-line-driving trajectories with different speeds.



	
Inspired by Kuhn’s poker, we introduced game theory into the field of autonomous driving scenario generation by constructing a virtual agent to mimic the human-regret-matching process. This approach generates anthropomorphic strategies, which, in turn, create the desired scenarios.








To fully understand the topic of this paper, the subsequent sections are organized as follows: Section 2 presents the problem description and game modeling. Section 3 describes the double counterfactual regret minimization (D-CFR) algorithm, outlines the solution steps, and details the D-CFR-based scenario generation process. Section 4 demonstrates a typical safety-critical scenario generated using the D-CFR algorithm within a simulation tool and further analyzes its significance. Finally, Section 5 summarizes this paper, discusses various issues, and provides insights for future work.




2. Problem Formulation


2.1. Scenario Description


We considered the problem as an attacker–defender game scenario occurring while a vehicle is traveling on a road. Specifically, we framed it as a nested attacker–defender, attacker–defender problem, with the parameters outlined in Table 1. The problem involves interfering with the behavior of the tested vehicle by deploying a natural trajectory to the background vehicle.



Zhao [22] categorized existing driving strategies for autonomous vehicles into four types: defensive driving strategies, competitive driving strategies, negotiated driving strategies, and cooperative driving strategies. To model the physical level, we considered both the vehicle’s physical defense system and its physical offense system based on the vehicle’s driving strategy. We distinguished the autonomous vehicles as the tested vehicle (ego vehicle) and the background vehicle. In this nested attack and defense problem, the tested vehicle functioned as the defender, while the background vehicle served as the attacker.



Our goal was to test the functional safety of autonomous vehicles. Therefore, we assumed that the defender’s physical defense system was sufficiently rational. The aggression between the attacker and defender aligned with a competitive driving strategy, where the primary objective was to maximize the attacker’s own driving gains under the assumption that the defender drove rationally. Decisions regarding the attack behavior between attackers followed a cooperative driving strategy, where the primary objective was to formulate and execute the globally optimal attack plan. To ensure the plausibility of attack scenarios in autonomous driving, we designed the physical attack system with the core concept of seizing the defender’s right of way to increase the attacker’s road traffic gain, rather than arbitrarily colliding with the defender.



In his analysis of crashes, Shawky [23] demonstrated that in crash data from 2010 to 2017, sudden lane changes accounted for approximately 17.0% of all serious crashes, followed by speeding (12.8%) and rear-end collisions (11.2%). Additionally, the severity of lane change crashes was relatively higher compared with other causes. We propose classifying the defender’s right of way into three categories: primary right of way seized (P-rows), inferior right of way seized (I-rows), and non-essential right of way seized (N-rows). P-rows occurs when the attacker imposes a direct threat to the defender, such as when neighboring vehicles change lanes into the defender’s path or when vehicles brake sharply in front of them; I-rows refers to areas of the road where the attacker members, in coordination with the attacker leader, execute a globally optimal attack. For example, just before the moment of a potential accident, the attacker members position themselves alongside the defender, blocking the defender’s ability to change lanes and thereby preventing them from evading the attacker leader’s offensive maneuvers; N-rows are sections of the road where attacking yields minimal or no advantage, such as the area behind the defender’s vehicle or regions that must be kept clear to prevent a “deadlock” situation. A more detailed explanation is provided in Figure 1. Additionally, we extracted a series of natural trajectories from the highD dataset to deploy attack behaviors, which ensured that the attacker’s actions were realistically plausible.




2.2. Model


In this section, we present a nested attack and defense game designed for autonomous vehicle safety testing. Each layer of the game is an extensive-form, two-player, zero-sum game involving an attacker and a defender. It was assumed that the attacker has perfect memory of their actions and can observe the defender’s behavior, with information shared between the attackers. The overall goal of the attacker is to execute an effective and reasonable physical attack that exposes the adversary to a functional security problem.



Autopilot offensive and defensive games can also be modeled as a single extensive-form game with incomplete information. This approach reduces the number of stages in the game process without altering the overall scale. While formulating fewer stages results in a more concise problem, it can also complicate the modeling process. Decomposing the problem into more stages allows for a more direct translation of the real-world self-driving attack and defense scenario into a game formulation, providing a clearer representation of the game. Thus, we decomposed the above problem into two subproblems with nested links.



Considering the parameters relevant to the scenario, in the first subproblem, the defender’s goal is to secure itself by allocating an appropriate amount of physical resources. The payoff for the defender is defined by the expected security loss. The goal of the attacker is to make a preliminary attack by allocating physical attack resources to maximize the security loss to the defender, consistent with the zero-sum formula. Specifically, the game structure corresponding to the first subproblem is shown in Table 2. In the second subproblem, the defender’s goal is to secure itself by assigning time sequences of behaviors. Conversely, the attacker’s goal is to maximize the security loss to the defender by assigning a time sequence of attacks. Specifically, the game structure corresponding to the second subproblem is shown in Table 3.



For the first subproblem, considering incomplete information and an extensive formal structure, we defined    G 1  =   N 1  ,  Σ 1  ,  g 1  ,  K 1    , where



	
   N 1  =  1 , 2    is the set of players;



	
   Σ 1  =   Σ  1 , 1   ,  Σ  1 , 2     , where   Σ  1 , i    is the set of sequences of player i;



	
   g 1  =  (  g  1 , 1   ,  g  1 , 2   )   , where   g  1 , i   :    ∑ 1  → R   is the set of payoff functions for player i;



	
   K 1  =  (  K  1 , 1   ,  K  1 , 2   )   , where   K  1 , i    is the set of constraints for player i to realize the action.






The model is a two-player game where agent 1 acts as the defender and agent 2 as the attacker. A sequence refers to an ordered set of actions taken by a player at specific points in the game tree. Let   A  i , j    be the set of actions available to player i in phase j. The sequence of basic actions for player i corresponds to the physical resources allocated to the task, as defined by the set   A  i , j   . To form valid sequences, we indexed each set of basic actions within each message, ensuring that each message set had the same physical resources.



An information set is a set of nodes in a game tree that players cannot distinguish between due to incomplete information about their opponents. In order to rationally configure the environment, we assumed that the attackers have perfect memories of their states and actions, and that they have perfect information about the allocation of resources for physical attacks between themselves through conventional intelligence. We also assumed that the attacker cannot ascertain whether the defender has adopted defensive measures before launching a physical attack. This implies that the attacker lacks the ability to predict the defender’s immediate behavior and cannot determine whether the attack will be successful, only receiving a referenceable value after the fact.



The total payoff    g 1   (  σ 1  )  =  (  g  1 , 1    (  σ 1  )  ,  g  1 , 2    (  σ 1  )  )   , where    σ 1  =  (  σ  1 , 1   ,  σ  1 , 2   )    represents the sequence pair of the attacker and defender with    σ  1 , 1   ∈  Σ  1 , 1     and    σ  1 , 2   ∈  Σ  1 , 2    . All incomplete action sequences correspond to zero gain; that is,    g 1   (  σ 1  )  =  ( 0 , 0 )   , i.e., neither the defender nor the attacker participates in the game in the available phases. In this problem, the attacker’s gain is directly related to the total gain of the attacker in the second subproblem. Let    M 1  =  1 , 2 , … ,  m 1     be the set of subplayers among the attackers in that phase. The attacker’s payoff function is then given by    g 1   (  σ 1  )  =  g 2   (  σ 2  )   .



   K 1  =   K  1 , 1   ,  K  1 , 2      represents the set of linear constraints necessary for realizing the action, where   K  1 , i    denotes the set of constraints related to agent i. Each information set has a constraint, denoted by    r  1 , i    (  σ  1 , i   )   , where    r  1 , i    (  σ  1 , i   )    represents the realization condition of a sequence, with    σ  1 , 1   ∈  Σ  1 , 1    . The constraints in this phase are largely dependent on those in the second subproblem, and it can be argued that there are no additional constraint limitations in this phase.



For the second subproblem, we referred to the previous problem and defined    G 2  =   N 2  ,  Σ 2  ,  g 2  ,  K 2    , where



	
   N 2  =  1 , 2    is the set of players;



	
   Σ 2  =   Σ  2 , 1   ,  Σ  2 , 2     , where   Σ  2 , i    is the set of sequences of player i;



	
   g 2  =  (  g  2 , 1   ,  g  2 , 2   )   , where   g  2 , i   :    ∑ 2  → R   is the set of payoff functions for player i;



	
   K 2  =  (  K  2 , 1   ,  K  2 , 2   )   , where   K  2 , i    is the set of constraints for player i to realize the action.






In designing its payoff function    g 2   (  σ 2  )  =  (  g  2 , 1    (  σ 2  )  ,  g  2 , 2    (  σ 2  )  )   , we considered various parameters, such as the mass, relative position, real-time speed, speed threshold, and steering angle of an autonomous vehicle during its movement, as well as other possible factors that directly affect the vehicle’s risk level. To address these multidimensional parameters, this study employed the traveling risk field model [24,25] to measure the risk impact caused by the attacker on the defender. A complete description of the specific definitions of the risk field model is given in Appendix A. We defined the attacker’s payoff function in this phase as    g 2   (  σ 2  )  = F  (  σ 2  )   , where   F (  σ 2  )   represents the risk benefit from the attacker adopting strategy   σ 2   at this stage.



Finally, with respect to the constraint set    K 2  =  (  K  2 , 1   ,  K  2 , 2   )   , actions between the attackers are fundamentally not allowed to conflict. Unless an attacker has a high probability of determining that their attack behavior will be successful, the behavior of the other attackers remains arbitrary, suggesting that there is effectively no constraint at this point.





3. Methodology


In the context of large-scale intelligent game confrontation, counterfactual regret minimization (CFR) represents a cutting-edge methodology that is capable of generating effective strategies with favorable practical convergence. CFR has already achieved notable success in high-level human–machine Texas Hold’em games, such as DeepStack [26], Libratus [27], and Pluribus [28]. Lisy [29] and Davis [30], among others, also applied CFR to security games. Given these previous successes, we are interested in exploring what CFR’s hybrid strategy can contribute to the field of autonomous vehicle scenario generation.



3.1. Nash Equilibrium


It is our contention that the game model may exhibit a distinctive “Nash equilibrium” in the field of autonomous driving testing. This is because effective test scenarios aim to achieve both high risk exposure and a diverse range of scenario types. If a Nash equilibrium is reached, a state where no player can increase their returns by unilaterally changing their strategy, the chosen strategy may be globally optimal. However, this can result in the generation of high-risk test scenarios with extremely limited variety, which is undesirable. Therefore, it is inferred that a “Nash equilibrium” in this field should be a large collection of meaningful solutions.




3.2. Double Counterfactual Regret Minimization


Neller et al. [31] gave a full description of CFR, so our summary of the algorithm is included in the Appendix. Here, we briefly describe the regret-matching component, which remains the central piece in D-CFR. This component updates a player’s current strategy based on scaled regret values, where


   σ i  T + 1    I , a  =          R i  T , +    ( I , a )     ∑  a ∈ A ( I )     R i  T , +    ( I , a )      ,     if    ∑  a ∈ A ( I )     R i  T , +    ( I , a )   > 0         1  | A ( I ) |    ,     otherwise .       



(1)







   R i T   ( I , a )    represents the regret value of action a taken using information set I.   A ( I )   denotes the set of available actions using the information set. The regret value of the match to positive values is restricted such that    R i  T , +    ( I , a )  = m a x  (  R i T   ( I , a )  ,  0 )   . Regret matching randomly samples actions based on an action probability distribution that is proportional to the positive regret values.



As discussed in Section 2, we decomposed the problem into a nested two-level game problem. To solve this two-layer game problem, we propose a D-CFR method. In this approach, each layer of the CFR addresses a subproblem, but the strategy at each layer influences the strategy of the other layer. In other words, the strategies of the two CFR layers interact with each other. This interaction is explained in more detail in Figure 2.



In this study, each layer of the CFR link was considered an intelligent agent. The role of each intelligent agent was to provide the optimal policy for different resource allocations. In Figure 2, the memory of agent A stored reorganized fragments of the initial scenario, with scenario elements derived from traffic information in the highD dataset. Traffic information included physical attributes, such as the size, type, and trajectory of traffic participants, which were the main focus of this study. The constructed scenario consisted of three main elements: road type, traffic participants, and the tested vehicle. The variable number of traffic participants, which could be more than one, and their types, which could be different types of vehicles or pedestrians, facilitated the construction of complex traffic scenarios. The reorganized initial trajectory time-series combination was stored in the memory of agent B, where the information was derived from each point in the trajectory, including the position, velocity, and steering angle. The specific role of agent A was to assign the best combination of trajectories. For combinations of trajectories with a high degree of danger, agent A continuously increased the probability of their occurrence during the updating of the strategy. Its update strategy relied on the optimal timing information provided by agent B and primarily focused on the value-at-risk impact associated with these timings. As in the upper part of Figure 2, agent A selected a set of trajectory combinations to be sent down to agent B based on the current strategy   S A  , and then received feedback from agent B to update the new round of strategy    S A  ′   through the regret-matching component. The specific role of agent B was to assign the optimal timing to the trajectory combinations provided by agent A. It calculated the risk impact associated with this optimal timing and then fed this information back to agent A. As shown in the lower part of Figure 2, agent B received the trajectory combination information from agent A, reorganized the timing combinations, and generated the optimal strategy    S B  *   through continuous iterations in a virtual self-game. It then fed back the optimal timings and the corresponding risks to agent A. A more specific D-CFR algorithm is shown in Algorithm 1.





	Algorithm 1 D-CFR Algorithm.



	1: Function WalkTree( h , i ,  π i  ,   π −  i  )

2:    if   h ∈ Z   then

3:       return    f  c , j    ( h )   u i   ( h |  π  − i    f  c , − i    ( h )  )   

4:    end if

5:    if   h ∈ C   then

6:       Sample outcome   a ∈ A ( h )   with probability    f c   a | h   

7:       return WalkTree( ha , i ,  π i  ,   π −  i  )

8:    end if

9:     I  ← information set of  h 

10:     u  ← 0

11:     σ  ← match regret of I

12:    for   a ∈ A ( h )   do

13:       if   player ( h ) = i   then

14:            π  i  ′   ←   σ  [ a ]   π i   

15:            π  i  ′   ← WalkTree  ( ha , i ,  π  i  ′  ,  π  − i   )  

16:            m [ a ]   ←   u ′  

17:          u ←   u + σ  [ a ]   u ′   

18:       else

19:            π  − i  ′   ←   σ  [ a ]   π  − i    

20:            u ′   ← WalkTree  ( ha , i ,  π i  ,  π  − i  ′  )  

21:            m [ a ]   ←   u ′  

22:          u ←   u +  u ′   

23:       end if

24:       if   player ( h ) = i   then

25:          for   a ∈ A ( I )   do

26:             r I   [ a ]    ←    r I   [ a ]  + m  [ a ]  − u  

27:             s I   [ a ]    ←    s I   [ a ]  +  π i  σ  [ a ]   

28:          end for

29:       end if

30:    end for

31:    return u

32: end Function

33:

34: Function D-CFR

35:    for    α 1  ∈  1 , 2 , …    do

36:       for   i ∈  N 1    do

37:          WalkTree  ( ∅ , i , 1 , 1 )  

38:       end for

39:       for    α 2  ∈  1 , 2 , …    do

40:          for   j ∈  N 2    do

41:             WalkTree  ( ∅ , i , 1 , 1 )  

42:          end for

43:       end for

44:    end for

45: end Function








4. Testing and Case Study


Virtual simulation has become a mainstream and effective approach for testing autonomous driving systems, particularly for decision-making processes that do not heavily depend on physical factors. The highway environment serves as a highly illustrative scenario in automated driving testing, encompassing multiple situations with varying levels of challenges that pose significant threats to the safety and functionality of autonomous vehicles. In this section, we focus on demonstrating the effectiveness of D-CFR for testing collaborative interactions between multiple traffic participants in a highway environment.



4.1. Setup


The variables and parameters were set as shown in Table 4. The hardware parameters used for the experiments in this study were CPU: Intel(R) Core(TM) i5-8300H and GPU: NVIDIA GeForce GTX 1050 Ti. Figure 3 depicts a typical case of scenario generation theoretically realized by the D-CFR method. The blue vehicle represents the ego vehicle, and the green vehicles are the primary traffic participants in the experiment, which exerted a significant influence on the trajectory of the tested vehicle. The remaining vehicles (non-critical traffic participants) operated within the established traffic flow. The individuals depicted within the yellow dashed box are the primary composers of the test scenario and were classified as critical traffic participants. The scenario in this figure was closer to reality, and the inclusion of a larger number of traffic participants was more representative of a real traffic scenario, but in reality, there were only a few traffic participants that had a direct impact on the ego vehicle. Therefore, we removed the non-critical traffic participants from the experiment, which left only the critical traffic participants for collaborative testing and heavily mitigated the difficulty of the experiment.




4.2. Result Analysis


We generated a series of scenario cases, and in order to assess the risks of these cases, generalized metrics, such as the Time to Collision (TTC) [32] and Minimum Safe Distance Factor (MSDF) [33], were introduced.



The  TTC  and  MSDF  are defined below:


    T T C  i  =     X i  −  X  e g o      V  e g o   −  V i      



(2)






    M S D F   l a t   =    d  l a t    d  m i n   l a t      



(3)




where   X i   and   X  e g o    are the longitudinal coordinates of the traffic participant and the tested vehicle, respectively, and   V i   and   V  e g o    are the speeds of the traffic participant and the tested vehicle, respectively.   d  l a t    and   d  m i n   l a t    are the relative lateral distance and the relative minimum lateral distance between the tested vehicle and the traffic participant, respectively. Our aim was to monitor the risk in the longitudinal direction with the TTC and in the transversal direction with the MSDF, so we only defined   MSDF  l a t    in the transversal direction.



Based on the analysis of scenario types and metrics, such as the  TTC  and   MSDF  l a t    based on manual expert experience, we describe several typical scenario cases with different levels of risk generated by D-CFR, a visual representation of which is shown in Figure 4. Specifically, Case A represented a low-risk scenario, Case B represented a medium-risk scenario, and Case C represented a high-risk scenario. Figure 4 depicts a typical two-vehicle cut-in scenario, which is one of the more dangerous situations in reality. In this scenario, the background vehicle numbered 01 was located in the left lane of the tested vehicle, while the background vehicle numbered 02 was located in the right lane. In Case A, the first background vehicle (vehicle-02) changed lanes to the left far ahead of the tested vehicle. Subsequently, the second background vehicle (vehicle-01) made a right lane change to the left in front of the tested vehicle. The distance between the two lane changes was relatively long, which allowed the tested vehicle to complete the avoidance maneuver effortlessly. In Case B, the first background vehicle (vehicle-02) changed lanes to the left from the right-front of the tested vehicle and maintained a safe distance. However, at this point, the second background vehicle (vehicle-01) began to change lanes to the right from the left side of the tested vehicle, with a shorter lane change distance. To avoid danger, the tested vehicle needed to take action, such as braking or changing lanes to the right, and thereby yielded its right of way. In Case C, the background vehicle-01 and background vehicle-02 simultaneously initiated lane changes from either side of the tested vehicle toward the middle lane, with very short lane change distances. To avoid the risk, the tested vehicle could only perform an emergency braking maneuver.



The dashed line in the figure represents the baseline of the TTC, which was the most hazardous scenario captured from the input natural trajectories. It is obvious that the urgency and complexity of the tested vehicle control increased with the increase in scenario complexity, as shown in Figure 4d–f. Subjectively, it can be inferred from both the scenario elements and the values of the longitudinal and transversal directions monitored by the metrics, such as TTC and MSDF, that Case C represented a complex traffic scenario, and that it posed a significant challenge to the functional safety of the tested vehicle. In order to theoretically obtain scenarios with a greater degree of risk, we tested the scenarios generated with different numbers of iterations and recorded the corresponding optimal fitness, i.e., the maximum value of risk returned by the risk field, as shown in Table 5, where   n *   denotes the number of iterations to obtain the optimal strategy or to reach the Nash equilibrium state of agent B. It can be observed that the optimal fitness increased with the number of iterations. Beyond 150 iterations, the optimal fitness continued to increase at a very slow rate, indicating a high level of risk and theoretically yielding higher-risk scenarios. However, we found that the scenarios generated around that iteration value were too homogeneous, i.e., the strategy at this point always went for generating one or several higher-risk scenarios, and some of these scenarios could be judged to be unrealistic from a subjective point of view. Therefore, we appropriately reduced the number of iterations when iterating the strategy so that the generated scenarios were both risky and ensured diversity.



Figure 5 illustrates some of the other scenario types generated by D-CFR. In Case D, a background vehicle attempted to cut in front of its right side from the left side of the tested vehicle, and another background vehicle located on the right side of the tested vehicle was traveling straight ahead to seize the right of way of the tested vehicle’s variable lane to avoid the hazard. In this scenario, the tested vehicle could face a functional problem of colliding with a vehicle cutting in on the left due to untimely braking or changing lanes to the right and colliding with a vehicle on the right. In Case E, the tested vehicle attempted to cut in front of the background vehicle on the left, which was traveling straight ahead on the right. In this scenario, if the background car on the left employed competitive driving strategies [22], it was likely that this vehicle would not yield the right of way. Consequently, the tested vehicle could be involved in a collision during the cut-in maneuver. In Case F, the tested vehicle and the two background vehicles were traveling on their own roadways, with no possibility of an accident occurring, even though the D-CFR adjusted the background vehicle’s trajectory timing to be as close to the tested vehicle as possible. The emergence of this scenario illustrated the diversity of scenarios generated by the D-CFR’s strategy, as very low-risk scenarios with this tiny probability occurred, and other risk scenarios with any value were more likely to occur.



To demonstrate the ease of extensibility of our proposed method, we extended it to generate two more sets of scenarios. In Case G, we introduced a background vehicle with direct influence for collaborative testing. The background car to the left of the tested vehicle executed a right-hand cut, while the vehicle behind it traveled straight to occupy the right of way ahead. Additionally, the forward movement of the background vehicle on the right affected the tested vehicle’s ability to change lanes. However, it was not reasonable to seize all the right of way of the tested vehicle because the tested vehicle needed to go into a “desperate situation” so that there was no reflection of the possible functional problems of the tested vehicle. Thus, in this scenario, the D-CFR algorithm allowed the background vehicle on the right to yield the right of way, which gave the tested vehicle its only chance of survival—changing lanes to the right to avoid danger. Obviously, the risk level of the scenario that involved the simultaneous testing of three background vehicles was extremely high. In Case H, a simple pedestrian motion model was incorporated into the experiment for the human–vehicle cooperative test. The right background vehicle accelerated forward, which significantly obstructed the tested vehicle’s view to the right-front. As the pedestrian entered the center lane, the tested vehicle was at high risk of colliding with the pedestrian due to factors such as an insufficient reaction time and short braking distance.



The above cases illustrate that our proposed method was easily scalable, interpretable, and controllable compared with traditional machine learning methods. This was mainly due to the fact that the method did not overly rely on the features of the dataset and did not need to be trained, as long as the motion data of the corresponding traffic participants were added or modified. However, the problems were also obvious. In the expansion cases G and H, the time for generating an effective scenario increased substantially, which seriously affected the efficiency of the large-scale scenario generation.





5. Conclusions


In this paper, we propose a method to solve the problem of scarcity of effective scenarios in autonomous vehicle testing. We first extracted a series of natural trajectories from the existing highD dataset as the attacker’s actions, and then proposed the method of D-CFR to perform a self-playing game with multiple traffic participants, which generated optimal strategies to generate effective scenarios. Finally, we evaluated the risk level of the generated scenarios using generalized metrics, such as TTC and MSDF. The results show that the D-CFR-based scenario generation method could successfully generate challenging and complex traffic scenarios. Additionally, we demonstrated through extended experiments that our method was easily extensible to multi-vehicle, human–vehicle, and other multi-traffic participant collaborative testing.



In future work, we consider expanding the use of this nested game technique to test it in more realistic scenarios, such as more complex urban intersections.
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Appendix A


Appendix A.1. Risk Field Theory


For the second subproblem, we considered it as an optimization problem for timing resource allocation. Considering the influence of the parameters of the autopilot multidimensionality, in this study, we considered the driving risk field model [24,25] to measure the impact of the risk caused by the attacker on the defender. At time node t, define the amount of risk posed by attacker j to defender i as


   F  j i , 0    t  =  E  j , 0    t   r 0     1   k  x , 0    t   x  j i  2   t  +  k  y , 0    t   y  j i  2   t     −   1  r  m a x  2      



(A1)




where   x  j i    and   y  j i    are the distances of attacker j from defender i in the vertical and horizontal directions, respectively;    E  j , 0    ( t )    denotes the kinetic energy of attacker j and is defined as


   E  j , 0    t  =   1 2    m j   v j 2   



(A2)




where   m j   and   v j   denote the mass and instantaneous velocity of attacker j, respectively;    k  x , 0    t    and    k  y , 0    t    are the gradient adjustment coefficients for the longitudinal and lateral directions, respectively. We assumed that the vehicle travels along the x-positive direction during the test, so there are


   k  x , 0    t  =      v  m a x   −  v j   t  · s i g n   x i   t  −  x j   t   ·   s i g n  0    v j   t  −  v i   t    2     v  m a x   +  v j   t  · s i g n   x i   t  −  x j   t   ·   s i g n  0    v j   t  −  v i   t    2     



(A3)






   k  y , 0    t  = 1  



(A4)






  s i g n  ( x )  =      1 ,     x ≥ 0       − 1 ,     x < 0       



(A5)






    s i g n  0   x  =      1 ,     x > 0       0 ,     x = 0       − 1 ,     x < 0       



(A6)








Appendix A.2. Counterfactual Regret Minimization (CFR)


Counterfactual minimization was solved using a regret-matching algorithm. We needed to consider the probability of reaching each information set given a player’s strategy; if the game is processed sequentially through a series of information sets, then the game’s state information and the probabilities of the sequence of players’ actions are passed forward, and the utility information is passed backward through the information sets. For each information set accessed recursively in the training iterations, the mixed strategy is computed according to the regret-matching equation, which is given below in a series of notations and definitions.



Let A be the set of all actions in the game, I be some information set,   A ( I )   denote the set of all available actions on information set I, and t and T denote the time steps. Let  Z  denote the set of all game end nodes; then, there are   h ∈ z  ,   z ∈ Z  . Let    u i   ( z )    denote the utility value generated by player i’s arrival at an endpoint node, and define the counterfactual value of the non-endpoint node h to be


   v i   σ , h  =  ∑  h ∈ z ,   z ∈ Z     π  − i  σ   h    π σ   ( h , z )   u i   ( z )   



(A7)







The counterfactual regret value for not taking action a in the history is defined as


  r  h , a  =  v i    σ  I → a   , h  −  v i   σ , h   



(A8)







The counterfactual regret value for not taking action a in information set I is


  r  I , a  =  ∑  h ∈ I    r ( h , a )   



(A9)







Let    r i t   I , a    be the regret value when player i adopts the strategy   σ t   in the information set I and does not adopt the action a. Define the cumulative counterfactual regret value as


   R i T   I , a  =  ∑  t = 1  T    r i t   I , a    



(A10)







When a player uses the strategy  σ , the difference between the value of action a and the expected value is always chosen to be the regret value of an action, which is then weighted by the probability that the other players will adopt the action to reach that node. Define the non-negative counterfactual regret value as    R i  T , +    ( I , a )  = m a x  (  R i T   ( I , a )  ,  0 )   ; then, the update formula for the new strategy is as follows:


   σ i  T + 1    I , a  =          R i  T , +    ( I , a )     ∑  a ∈ A ( I )     R i  T , +    ( I , a )      ,     if    ∑  a ∈ A ( I )     R i  T , +    ( I , a )   > 0         1  | A ( I ) |    ,     otherwise .       



(A11)







For each information set, this equation is used to compute the probability of an action proportional to the value of the positive cumulative regret. For each action, the CFR generates the next state in the game and calculates the utility value of each action by recursion. Regret values are computed from the return values, and finally, the probability of occurrence at the current node is computed and returned.
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Figure 1. Schematic diagram of right-of-way types. 
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Figure 2. Illustration of the scenario generation process with the D-CFR algorithm. 
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Figure 3. Schematic diagram of a typical scenario with a complex traffic flow. 
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Figure 4. Typical straight road scenario case analysis. 
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Figure 5. Other cases and extended experimental case descriptions. 
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Table 1. Parameters in the scenario.
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	Parameter
	Description





	  AK  
	Set of attackers



	  DF  
	Set of defenders



	  NT  
	Set of natural trajectories



	  TS  
	Set of time series



	   N TS   
	Number of time series



	   N AK   
	Number of attackers



	   N DF   
	Number of defenders



	   N NT   
	Number of natural trajectories



	   Road type   
	Types of road for testing










 





Table 2. The structure of the game in the right-of-way resource allocation problem.






Table 2. The structure of the game in the right-of-way resource allocation problem.





	Role
	Size
	Action





	Attacker camp
	1
	The attacking player’s camp



	Defender camp
	1
	The defending player’s camp



	Attacker
	    |   M  1 , 1    |    
	Adopt an attack strategy to attack the defender



	Defender
	    |   M  1 , 2    |    
	Keeping the defender safe



	Action
	   N NT   
	Natural trajectories for deploying attacks










 





Table 3. The structure of the game in the time-series resource allocation problem.






Table 3. The structure of the game in the time-series resource allocation problem.





	Role
	Size
	Action





	Attacker
	    |   M  2 , 1    |    
	Adopt an attack strategy to attack the defender



	Defender
	    |   M  2 , 2    |    
	Keeping the defender safe



	Action
	   N TS   
	Natural trajectories for the time series










 





Table 4. Experimental factors.
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	Factor
	Value/Type
	Description





	   N f   
	30
	Frames in the scenario



	   P type   
	Compact vehicle
	Types of traffic participants



	   N P   
	2
	Number of traffic participants



	   N NT   
	40
	Number of natural trajectories



	   Road type   
	Straight highway
	Types of road for testing



	   l e   
	3.94
	Ego vehicle length



	   w e   
	1.92
	Ego vehicle width



	   l p   
	3.94
	Traffic participant length



	   w p   
	1.92
	Traffic participant width



	   α 1   
	[20, 30]
	Number of iterations performed by agent A



	   α 2   
	[80, 120]
	Number of iterations performed by agent B



	  β  
	[−50, 50]
	The range of adjustable time series



	   lane e   
	2
	Lane where the ego vehicle is located



	   lane p   
	1, 3
	Lane where the traffic participants are located










 





Table 5. Relationship between iteration number, running time, and best fitness (max risk).






Table 5. Relationship between iteration number, running time, and best fitness (max risk).





	Iteration (A)
	Iteration (B)
	Running Time (s)
	Best Fitness 2





	10
	  n *   1
	183.44
	7025



	50
	   n *   
	1492.88
	4,228,302



	100
	   n *   
	3422.10
	149,897,307



	150
	   n *   
	4905.49
	150,025,045



	200
	   n *   
	5729.71
	150,055,946







1   n *   denotes the number of iterations to obtain the optimal strategy or to reach the nash equilibrium state of agent B. 2 Best fitness is the maximum risk value derived from risk field theory.
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