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Abstract: In recent years, the field of deep learning and computer vision has increasingly focused on
the problem of vehicle target detection, becoming the forefront of many technological innovations.
YOLOVS, as an efficient vehicle target detection model, has achieved good results in many scenarios.
However, when faced with complex traffic scenarios, such as occluded targets, small target detection,
changes in lighting, and variable weather conditions, YOLOVS still has insufficient detection accuracy
and robustness. To address these issues, this paper delves into the optimization strategies of YOLOVS
in the field of vehicle target detection, focusing on the EMA module in the backbone part and replacing
the original SPPF module with focal modulation technology, all of which effectively improved the
model’s performance. At the same time, modifications to the head part were approached with caution
to avoid unnecessary interference with the original design. The experiment used the UA-DETRAC
dataset, which contains a variety of traffic scenarios, a rich variety of vehicle types, and complex
dynamic environments, making it suitable for evaluating and validating the performance of traffic
monitoring systems. The 5-fold cross-validation method was used to ensure the reliability and
comprehensiveness of the evaluation results. The final results showed that the improved model’s
precision rate increased from 0.859 to 0.961, the recall rate from 0.83 to 0.908, and the mAP50 from
0.881 to 0.962. Meanwhile, the optimized YOLOv8 model demonstrated strong robustness in terms
of detection accuracy and the ability to adapt to complex environments.

Keywords: vehicle object detection; yolov8; attention mechanism; focal modulation; complex
dependency handling

1. Introduction

Currently, the field of deep learning and computer vision is experiencing a growing
interest in vehicle target detection. This technology plays a pivotal role in enhancing work
efficiency and minimizing human resource consumption, particularly in applications like
autonomous driving systems and intelligent traffic monitoring. As society increasingly
prioritizes safety and efficiency, achieving high-precision detection has become a significant
challenge in contemporary research [1].

In the realm of object detection, various methodologies exhibit distinct characteristics.
For instance, Faster R-CNN combines a Region Proposal Network with ROI Pooling to
achieve accurate detections, while YOLO employs a single-stage direct prediction strategy
to enhance processing speed. However, both approaches face common challenges. Two-
stage detectors like Faster R-CNN and Mask R-CNN are typically slower in inference
times, which limits their utility in real-time applications. In contrast, single-stage detectors
such as YOLO and SSD often struggle to accurately identify small and densely packed
objects. Furthermore, advancements like RetinaNet, which utilizes feature pyramids, and
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CenterNet, which adopts an anchor-free approach, introduce increased model complexity
and vulnerability to noise, further impeding their widespread adoption.

Modern deep learning models significantly enhance vehicle target detection accuracy
by managing complex reasoning; however, this capability also introduces its own set
of challenges. Accurate target detection is crucial for navigating increasingly complex
and diverse traffic scenarios. For instance, urban environments are characterized by a
high volume of vehicles, traffic congestion, abrupt lighting changes, and variable weather
conditions, all of which require detection models to exhibit heightened precision and
robustness [2]. Furthermore, autonomous vehicles must recognize and differentiate various
traffic participants—such as pedestrians, bicycles, and motorcycles—as well as different
traffic signs and signals, which further elevates the demands on the models’ recognition
and generalization abilities.

Vehicle detection faces several key challenges, including difficulties in detecting oc-
cluded and small targets. In real-world scenarios, vehicles may be partially obscured by
other vehicles or environmental objects, leading to the loss or distortion of crucial infor-
mation [3]. This complicates the task for detection algorithms, which struggle to capture
complete vehicle features, thereby affecting accurate identification and positioning. Simi-
larly, detecting small targets presents significant challenges; vehicles can appear very small
in complex scenes or at a distance, and are characterized by sparse pixel information and
blurred boundaries [4]. Accurately extracting features and positioning these small targets
requires high algorithmic precision and robust image processing capabilities to ensure
reliable detection results.

Despite these challenges, researchers are actively exploring optimizations in network
architectures and algorithms to enhance the precision and robustness of vehicle target detection.
This endeavor is not only academically significant but also has a direct impact on the safety
and efficiency of future intelligent transportation systems. Progress in this field is crucial for
the development of autonomous driving technologies, traffic management, and overall road
safety, making it a pivotal area of study with far-reaching practical implications [5].

Moreover, the application of these technologies on embedded systems and mobile devices
is particularly critical. Efficient object detection must strike a balance between accuracy and the
constraints of computational resources, as well as the demand for real-time performance. De-
ploying detection systems in resource-constrained environments requires careful equilibrium
between algorithmic complexity and device capabilities, ensuring that detection processes
remain both swift and accurate. This balance is essential for implementing intelligent trans-
portation solutions that rely on real-time data processing and decision-making [6]. Therefore,
high-precision vehicle target detection acts as both a catalyst for technological innovation and a
crucial safeguard for the safe and sustainable development of society. This drives researchers
to continuously pursue more advanced algorithms and solutions to tackle the increasingly
complex challenges posed by modern traffic environments.

2. Related Work

The development of vehicle target detection technology has transitioned from tra-
ditional feature design to deep learning models. Traditional methods rely on manually
crafted features, which are often insufficient for addressing the complexity and variability
of real-world scenarios and have limited generalization capabilities. In contrast, deep
learning techniques can automatically learn more effective feature representations from
vast amounts of data, thereby improving detection accuracy across diverse scenarios.

Currently, mainstream deep learning vehicle target detection algorithms are primarily
divided into two major categories: two-stage methods and one-stage methods. Two-stage
methods (such as the R-CNN series [7]) first generate candidate regions using a Region
Proposal Network (RPN) [8], and then each candidate region undergoes classification and
bounding box regression. This approach can achieve a high level of detection accuracy,
albeit at the expense of speed [9]. In contrast, one-stage methods (such as the YOLO
series [10,11] and SSD [12]) directly generate bounding boxes across the entire image for
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object detection, resulting in faster performance but potentially sacrificing some accuracy.
The advancements in deep learning technology have not only propelled the development
of intelligent transportation systems but also demonstrated broad application prospects in
both academic research and practical implementations. In the field of autonomous driving,
accurate vehicle detection is a crucial step for achieving environmental perception and
decision-making, significantly enhancing the performance of driver assistance systems.
In intelligent traffic monitoring, effective object detection technology can improve the
efficiency and safety of traffic management, reducing the likelihood of accidents.

Among these algorithms, YOLOVS is built upon the architecture of YOLOv5 and
introduces new structures to further enhance performance and scalability [13]. According
to the criteria of depth and breadth, YOLOVS is categorized into five versions: YOLOv8n,
YOLOvVS8s, YOLOv8m, YOLOVSI, and YOLOv8x. With each iteration, there is a notable
increase in the number of model parameters and computational load, aimed at improving
detection accuracy to meet the demands of various application scenarios [14]. YOLOv8
employs an adaptive image scaling strategy at the input stage, allowing for dynamic
adjustment of input dimensions, and incorporates mosaic data augmentation techniques to
enhance the model’s robustness.

Currently, with the rapid advancement of deep learning and computer vision technologies,
various modules in the field of object detection have demonstrated exceptional performance,
providing robust support for improving detection accuracy and efficiency. These modules
can significantly enhance the capabilities of models like YOLOVS, further optimizing their
performance in complex environments. Notably, the following techniques stand out.

Scale-Perceptive Feature Fusion (SPFF) is a feature fusion technique that effectively
integrates information across different scales, enhancing the model’s ability to detect multi-
scale targets. This technology is particularly crucial for improving the detection accuracy of
small or distant objects. FocalNet, on the other hand, is a neural network architecture designed
to enhance the detection of challenging targets by focusing attention on focal regions, thereby
increasing the detection rate of hard-to-detect objects. Additionally, exponential moving
average (EMA) is a weight update strategy used during the training of neural networks. By
smoothing short-term fluctuations through the exponential moving average of the weights,
EMA facilitates model convergence and enhances performance on test data.

In summary, YOLOvVS builds upon the rapid detection and high-precision character-
istics of the YOLO series, further enhancing its versatility and practicality by optimizing
network architecture and introducing new technologies. As the field of computer vision
continues to evolve, the application prospects of YOLOvVS in areas such as intelligent trans-
portation and security monitoring are poised to expand significantly, providing robust
support and solutions for the realization of intelligent scenarios. The following section
illustrates the network architecture of YOLOVS (see Figure 1).
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Figure 1. Yolov8 Structural Framework.
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3. Optimization of YOLOvVS8’s Multi-Scale Feature Integration and Complex Dependency
Handling Methods

3.1. Reconstruction of the Backbone Network

Spatial Pyramid Pooling Fast SPPF and focal modulation networks (FocalNets) are
two techniques in the field of object detection designed to handle input images of varying
sizes. They exhibit significant differences in their principles, functionalities, and techni-
cal implementations.

SPPF is aimed at enhancing the speed and efficiency of the model when processing
inputs of different dimensions. It achieves this by performing regional pooling operations
at multiple scales, ensuring that input images of diverse sizes can produce output feature
maps of uniform dimensions. The primary mechanism involves integrating features across
different hierarchical levels through pooling operations, thereby enhancing the model’s
versatility and processing speed.The network architecture of SPPF is shown in Figure 2.

Conv > Maxpool Maxpool > Maxpool

Concat

l

Conv

Figure 2. SPPF Structural Framework.

In comparison, FocalNets incorporate a focal modulation mechanism [15], designed
to replace traditional self-attention modules (see Figure 3 for the Self-Attention structure).
This mechanism, by employing gated aggregation and element-wise affine transformations,
effectively captures long-distance dependencies within images and infuses multi-scale
visual contextual information into each query token, thereby enhancing the model’s percep-
tual capabilities and its ability to process complex scenes. By stacking deep convolutional
layers and implementing focal modulation mechanisms, FocalNets achieve a more efficient
integration of contextual information, enabling the network to improve both performance
and efficiency when handling complex visual tasks. Below is a comparative diagram of the
self-attention and FocalNets modules.

In contemporary computer vision research, the encoding strategies for feature mapping
are of paramount importance for understanding the inherent structure and representation
of visual data. This discussion delves into two distinct mechanisms for generating feature
representations: self-attention and focal modulation (see Figure 4 for the Focal Modulation
structure). The self-attention mechanism, as illustrated in Equation (1), involves y; denoting
the i-th output feature vector, with M; serving as a mapping function, T; as the initial
transformation function, x; representing the i-th input feature vector, and X encompassing the
entire input feature mapping. This module relies on the interaction between the query and
the comprehensive feature map, followed by an aggregation process. While this approach
boasts strong expressive capabilities, it incurs a relatively high computational cost.

yi = My(Ty(x;, X) - X) 1)
yi = To(Ma(i, X) - x;) )
yi = q(x;) -m(i, X)(3) 3)
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Figure 4. Focal Modulation.

In comparison, focal modulation (as shown in Equation (2)) employs an innovative
early aggregation approach, with the specific implementation detailed in Equation (3).
Here, y; represents the i-th output feature vector, q denotes the query function, m signifies
the modulation function, and 7 is the positional index of the feature. Feature representations
are generated through query projection and context modulation specific to the feature’s
location [16]. The advantage of focal modulation lies in its translation invariance, sensitivity
to input, and specific modulation in spatial and channel dimensions, while effectively
separating and combining fine-grained features with contextual information. This approach
not only enhances computational efficiency but also enriches the representation of features,
providing new research directions and practical guidance for feature encoding in the field
of computer vision.

z' = f{(2'"!) £ GeLU(DWConv(z' ")) € RIXWxC @



Electronics 2024, 13, 4411

6 of 24

L+1
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In the FocalNet architecture, Equation (4) employs a hierarchical contextualization
method, where Z' represents the feature map of the ¢ layer, obtained by processing the
feature map of the (¢ — 1)-th layer through depthwise separable convolution and the
non-linear activation function GELU. This method combines depthwise separable convo-
lution with the non-linear activation function GELU to recursively extract and modulate
feature maps, capturing contextual information across multiple scales. This process not
only enhances the model’s understanding of image details and structural information but
also optimizes computational efficiency. Subsequently, Equation (5) introduces a gated
aggregation mechanism, where Z°% denotes the final output feature map, obtained by
performing a weighted summation of feature maps from all levels. The weighted summa-
tion is conducted through gating weights G, which determine the contribution of each
level’s feature map in the final output. This mechanism effectively integrates contextual
information from local to global by applying spatially aware gating weights to the feature
maps of different hierarchies [17]. This aggregation strategy enables the model to maintain
fine details while also capturing broader contextual relationships, thereby enhancing the
richness and flexibility of feature representation.

L+1
yi =q(xi)®h<2gf~7~f> 6)
(=1

In the final feature processing stage of the FocalNet architecture, Equation (6) plays
a pivotal role, where y; represents the i-th output feature, obtained by multiplying the
query feature with the aggregated feature map. Here, q(x;) denotes the query feature,
a feature vector associated with the input feature x;; h represents a non-linear function
that transforms the aggregated feature map to yield the final output feature y;; and g;
signifies the modulation weight of the i-th layer, determining the contribution of the i-th
layer’s feature map in the final output. It combines the query feature with the aggregated
contextual information through a context-sensitive modulation process, thereby refining
output features with rich semantics. Although the elements of this formula have not been
explicitly expanded, its essence lies in implementing an efficient feature fusion strategy;,
providing the model with a comprehensive and nuanced visual representation, which is
considered an innovative and rigorous feature processing technique in the academic field.

3.2. Incorporation of EMA Attention Mechanism

This section will provide a detailed introduction to the efficient multi-scale attention
(EMA) module, which holds significant potential for application in computer vision tasks.
The EMA module, through innovative reorganization of channel and batch dimensions,
as well as cross-dimensional interaction, significantly enhances the model’s efficiency and
accuracy in handling complex feature relationships (see Figure 5 for the EMA Structural
Framework). Specifically, the * symbol in the figure represents element-wise multiplication,
where each element of one tensor is multiplied by the corresponding element of another
tensor. This operation is commonly used in deep learning models to fuse and weight
features, effectively strengthening the relationships between features, while reducing
computational complexity and improving operational efficiency.

One notable feature of the EMA module is the reorganization of the input feature’s
channel dimension. Specifically, the module reshapes some of the input feature channels
into the batch dimension, thereby forming multiple sub-feature groups. This reorganization
strategy not only effectively preserves the original information of each channel but also
significantly reduces computational complexity, thereby improving the model’s operational
efficiency [18]. This innovative method of dimensional reorganization provides a solid
foundation for subsequent feature extraction and optimization.
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Building upon the channel reorganization, the EMA module encodes global informa-
tion through one-dimensional global pooling operations, such as horizontal (X Avg Pool)
and vertical (Y Avg Pool) average pooling. Equations (7) and (8) describe this process,
respectively. In Equation (7), z (H) represents the global feature value of channel c in the
height direction, where x (H,i) represents the feature value of channel c at the position with
height H and width i in the input feature map. H denotes the height of the input feature
map, and W denotes the width. In Equation (8), z/¥ (W) represents the global feature value
of channel ¢ in the width direction, where x.(j, W) represents the feature value of channel ¢
at the position with height j and width W in the input feature map. These operations enable
the module to capture the holistic features of various parts within the input feature map,
providing essential information for feature modulation and optimization. Furthermore,
global information encoding is also utilized to calibrate the channel weights in each parallel
branch, enhancing the consistency and expressive power of the feature representation.

1 H W
Ze = HxW;;xc(i'j) )

The EMA module is also characterized by its cross-dimensional interaction mech-
anism. Through this mechanism, the module can conduct an in-depth analysis of the
interdependencies at the pixel level within the input feature map. Equation (9) describes
the two-dimensional global pooling operation involved in the cross-dimensional interac-
tion, where z. represents the global feature value of channel ¢, and x.(i, j) represents the
feature value of channel c at the position with height i and width j in the input feature
map. This interaction mechanism optimizes the generation process of the feature mapping,
allowing the model to capture complex feature relationships more finely, which is relatively
rare in traditional attention models.

The operational process of the EMA module encompasses input grouping, parallel
processing, modulation, and fusion, culminating in the output of the final feature map-
ping. Each input group is segmented according to a predefined number of groups and
undergoes feature extraction and modulation through independent processing branches.
Some branches perform global pooling operations, while others extract local features via
convolutional operations. Ultimately, after modulation through the sigmoid function
and normalization, the cross-dimensional interaction module is utilized for feature fu-
sion, resulting in a feature mapping with high discriminative power [19]. The innovative
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advantage of the EMA module lies in its efficient multi-scale attention mechanism and
cross-dimensional interaction capability. This not only significantly reduces computational
overhead but also enables the precise capture of feature relationships, addressing the pro-
cessing needs of multi-scale and complex visual scenes [20]. Global information encoding
and channel weight calibration further enhance the model’s integration and optimization
capabilities, demonstrating significant advantages and application potential across a wide
range of computer vision applications.

EMA can be viewed as the market’s memory. Unlike simple moving averages that
treat all historical data equally, EMA acts more like a selective historical recorder, focusing
more on recent events. It functions as a forward-looking observer, giving greater weight
to the latest data to help us concentrate on current dynamics and potential trends in
the market. In this sense, EMA is not just a smoother of price movements but also a
predictor of future trends. Its slope and shape reveal market sentiment and possible future
directions. Additionally, this weighted nature makes EMA an effective noise filter and
trend confirmation tool, helping us find order amidst the chaos of market information.

3.3. Two Modules Address the Issues

The following figure illustrates the reconstructed backbone structure (see Figure 6 for
the Backbone Network).

input —>| CBS |—D| CBS |—>| C2F |—'| CBS |

FocalModulation

Figure 6. Reconstructing the Backbone Network.

The primary challenge addressed by FocalNets is the difficulty in handling long-range
dependencies and complex contextual information. Traditional attention mechanisms,
such as self-attention modules, often face issues of computational complexity and memory
consumption when capturing these dependencies. FocalNets introduce a focal modulation
mechanism that effectively captures long-range dependencies in images through gated
aggregation and element-wise affine transformations, injecting multi-scale visual contextual
information into each query token. This mechanism significantly enhances the model’s
perceptual ability and performance in complex scenes.

The EMA module primarily addresses the efficiency and accuracy of handling complex
feature relationships. It improves the model’s capability to process multi-scale features and
intricate visual scenes through innovative reorganization of channel and batch dimensions,
global information encoding, and cross-dimensional interaction. Specifically, the EMA
module reshapes some channels into the batch dimension and employs a cross-dimensional
interaction mechanism following global information encoding, effectively analyzing in-
terdependencies at the pixel level in the input feature map. This operational process not
only reduces computational costs but also enhances the model’s sensitivity and expressive
power for complex feature relationships.
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4. Ablation Study
4.1. Dataset and Experimental Framework

This experiment utilizes the UA-DETRAC dataset, a challenging collection designed
for multi-object traffic target detection. The dataset was captured using a Canon EOS 550D
camera at 24 locations in Beijing and Tianjin, China, aiming to realistically reflect complex
traffic scenarios. It comprises 8250 manually annotated vehicle targets and 1.21 million
detailed bounding boxes [21]. Unlike traditional vehicle datasets, the UA-DETRAC dataset
adopts a high-angle top-down perspective, aligning more closely with the needs of actual
traffic monitoring and safety surveillance, contrasting sharply with the common horizon-
view perspective of in-vehicle equipment. Each image may contain over 30 vehicles and
encompasses a variety of weather conditions from day to night, including clear and rainy
days. The scenarios in the dataset include not only regular roads but also complex traffic
junctions such as crossroads and three-way intersections, fully demonstrating the diversity
of real-world traffic situations.

In this experiment, YOLOvS8n serves as the base model for training, with a learning rate
set to 0.001, a batch size of 16, and 50 epochs to ensure adequate training and convergence
of the model. The training data from the last epoch is selected for comparison.

4.2. Evaluation and Analysis of Experimental Results

This experiment evaluates the impact of introducing the EMA attention mechanism
and replacing the SPPF module with focal modulation on the performance of target detec-
tion in the YOLOvV8 model (see Table 1 for the Ablation Experiment Results Comparison).

Table 1. Ablation Experiment Results Comparison.

Replace Sppf  Backbone+EMA Head+EMA Precision Recall Map50
no no no 0.61 0.528 0.576
yes no no 0.627 0.523 0.577
yes no yes 0.594 0.529 0.559
yes yes yes 0.616 0.551 0.57
yes yes no 0.681 0.557 0.604

The experiment initially assessed the impact of incorporating the EMA attention
mechanism and substituting the SPPF module with focal modulation on the performance
of the YOLOv8 model for target detection (see Figure 7 for the comparison of original and
our data). The baseline model, without modifications, achieved an accuracy of 0.61, a recall
rate of 0.528, and an mAP50 of 0.576. In the experiment where SPPF was replaced with
focal modulation, accuracy increased to 0.627, although recall slightly decreased to 0.523,
with mAP50 remaining at 0.577. When SPPF was replaced with focal modulation and EMA
was added to the head part, precision dropped to 0.594, while recall slightly increased to
0.529, and mAP50 decreased to 0.559. Concurrently replacing SPPF with focal modulation
and adding EMA to both the backbone and head parts led to a slight increase in precision
to 0.616, with recall at 0.551 and mAP50 at 0.570. Furthermore, substituting SPPF with
focal modulation and inserting the EMA module into the backbone resulted in a significant
enhancement in accuracy to 0.681, with corresponding improvements in recall rate and
mAP50 to 0.557 and 0.604, respectively.

The experimental results indicate that applying EMA in the backbone section can
effectively enhance the model’s precision and mAP50 metrics. Additionally, replacing
the SPPF module with focal modulation can improve the model’s performance indicators.
However, introducing the attention mechanism in the head part has limited effects on
enhancing model performance and may even lead to a decrease, necessitating cautious
consideration of modifications to different parts of the model to avoid adverse impacts on
overall performance.
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Figure 7. Comparison of Original and Our Data.

From the aforementioned experimental outcomes and analysis, the following conclu-
sions can be drawn: In the head part, YOLOVS8 has already considered the requirements of
the target detection task in its design, including effective feature extraction and adaptation
to object detection at various scales. Adding an EMA module to the head part might
overlap with YOLOVS's existing feature processing mechanisms, leading to redundant
functions or counterproductive effects rather than benefits. Introducing the EMA module at
an earlier stage of the model can optimize feature representation in advance, aiding in faster
convergence to a better solution. This reduces the burden on subsequent layers and ensures
the training efficiency and stability of the entire model. In summary, the primary reason for
the performance enhancement of the model when the EMA module is incorporated into the
backbone part of YOLOVS is its ability to enhance the expressiveness of features, optimize
feature fusion and spatial relationships, aid in model training and convergence, and be
compatible with the overall architecture of YOLOvS. The combined effect of these factors
makes the introduction of the EMA module in the backbone part of YOLOVS effective in
improving the performance of the target detection model.

5. Model Performance Analysis
5.1. Model Performance Evaluation Using 5-Fold Cross-Validation

Due to the imbalance in the number of samples of different categories in the UA-DETRAC
dataset, we have decided to use k-fold cross-validation to evaluate the trained model. This
method can effectively assess the performance of the model, ensuring accurate evaluation
results across all categories (see Figure 8 for the Five-Fold Cross-Validation process).

We selected a dataset containing 10,870 images and employed a 5-fold cross-validation
method for evaluation. This approach divides the dataset into five equal subsets, each
containing approximately 2174 images. This method is widely recognized for assessing a
model’s generalization and robustness [22]. By training and validating on multiple subsets,
it mitigates the randomness associated with a single data partition and provides more
stable performance metrics, such as accuracy and precision [23]. The UA-DETRAC dataset
exhibits significant class imbalance, and 5-fold cross-validation helps ensure that the model
encounters diverse samples, thereby improving its generalization ability.

We chose the UA-DETRAC dataset due to its variety of complex traffic scenarios,
allowing for thorough testing under different conditions, including day, night, and adverse
weather. The dataset is well annotated, ensuring accuracy in both training and validation.
Additionally, it is widely used in traffic monitoring, facilitating comparisons with existing
research. Finally, its range of vehicle types and perspectives aids in assessing the model’s
adaptability across different environments. The following figure illustrates the evaluation
results for one of the folds.
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Figure 8. Five-Fold Cross-Validation.

As shown in Figure 9, this chart demonstrates the outstanding performance of our
trained model in object detection tasks. The results graph (Figure 9) lists several key
metrics, including mAP, recall, and precision. These metrics indicate the model’s strong
effectiveness in accurately identifying and classifying targets, showing its ability to maintain
high detection performance in various complex scenarios.

Meanwhile, the P-curve graph (Figure 10) further reinforces this performance evaluation,
clearly indicating that as confidence increases, precision also rises. This trend not only reflects
the model’s reliability and stability at higher confidence levels but also suggests its effectiveness
in distinguishing between true positives and false positives. This capability is crucial for
ensuring the accuracy of object detection, particularly in real-time applications that require swift
decision-making. Therefore, these results not only highlight the robustness and effectiveness
of our model but also demonstrate its applicability in various real-world scenarios, such as
autonomous driving, video surveillance, and smart security systems.
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Figure 9. Results.

In video surveillance and analysis, high-precision object detection is crucial, as it
reduces false positives, enhances security, and effectively tracks dynamically changing
targets. Compared to YOLOVS, which achieves a precision of 0.859 and a recall of 0.830
but tends to miss detections in complex scenarios, our model demonstrates superior
performance with a precision of 0.961 and recall of 0.908. This indicates that our model
can more accurately capture targets in complex scenes and rapid movements, particularly
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excelling in situations with occlusions and lighting variations. Furthermore, an mAP50
score as high as 0.962, compared to YOLOv8's 0.881, highlights our model’s reliability and
comprehensive detection performance in videos (see Table 2 for a comparison of different
experimental results).

Precision-Confidence Curve
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Figure 10. P_curve.

Table 2. Comparison of Different Experimental Results.

Model Precision Recall Map50 Params/10° GFLOPs
Faster-Renn [7] 0.645 0.901 0.878 28.48 939.60
FCOS [24] 0.825 0.875 0.879 32.16 161.6
Yolov8 0.859 0.83 0.881 3.01 8.1
improved
Yolov8 [25] 0.893 0.834 0.912 11.87 38.7
EfficientDet [26] 0.935 0.915 0.920 39 2.54
Rank-DETR [27] 0.940 0.895 0.930 28 4.5
Ours 0.961 0.908 0.962 35 11.8

Analyzing Rank-DETR, which achieves a precision of 0.940 and a recall of 0.895, it
also shows strong performance in handling occlusions and complex scenes, making it a
competitive alternative to our model. However, while Rank-DETR performs well, our
model still surpasses it in terms of precision and overall mAP50, indicating its enhanced
capability in various detection tasks.

Further analyzing the model’s computational complexity is essential. Our model
maintains a computational complexity of 11.8 GFLOPs while increasing its parameter count
to 3.5 million. This means that although our model has significant performance advantages,
its higher demand for computational resources may limit its application in certain hardware
environments. In contrast, EfficientDet has a lower complexity of 2.54 GFLOPs, making
it more suitable for resource-constrained environments, such as embedded devices or
mobile platforms. While EfficientDet also performs well in terms of accuracy (0.935) and
recall (0.915), its performance may not match that of our model or Rank-DETR in complex
scenarios. Therefore, when selecting a model, it is important to weigh computational
resources against detection performance. If the application prioritizes high precision and
reliability, such as in security monitoring and autonomous driving, our model is more
appropriate; whereas, in resource-limited situations, EfficientDet may be the more practical
choice. Ultimately, these differences in computational complexity allow each model to excel
in different application scenarios.

Increasing the complexity of our model allows it to better capture features and learn
intricate relationships within complex datasets, effectively reducing bias and avoiding
underfitting. This leads to improved performance on validation and test sets. Moreover,
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advancements in hardware and optimization algorithms mean that using our more complex
model does not incur excessive computational costs. In practical applications, the direct
impact of improved accuracy on decision-making and reliability justifies this moderate
increase in complexity. Therefore, the benefits gained from enhancing our model’s per-
formance and feature learning capabilities outweigh the associated costs, enabling us to
choose the most effective model for optimal detection performance in various scenarios.

5.2. Visual Analysis of Detection Results

To validate the effectiveness of the improved model in complex traffic scenarios, we
selected four typical conditions—congestion, nighttime, rain, and haze—for testing and
compared them with the original model. This comparative analysis not only allows us to
comprehensively evaluate the model’s performance under various traffic conditions but
also provides deep insights into its accuracy, robustness, and adaptability. Through these
experimental results, we can clearly identify the model’s strengths and limitations, guiding
practical applications and revealing potential directions for optimization.

In assessing the impact of these scenarios, various indicators can be quantified to eval-
uate the influence of each condition on model performance. For instance, congestion levels
can be assessed through vehicle density, speed, and lane occupancy rates, which directly
affect traffic flow and detection accuracy. As shown in the congestion scene (Figure 11),
dense traffic conditions make vehicle detection more challenging due to the overlap and
occlusion between vehicles. Nighttime scenarios can be evaluated based on light intensity,
uniformity, and the type of light sources to ensure the model remains effective in low-light
conditions. The nighttime scene (Figure 12) demonstrates how reduced visibility and un-
even lighting impact detection performance. The influence of rain can be measured through
raindrop density, road slickness, and glare reflection, which increase visual complexity
and challenge the model’s detection capabilities. In the rainy scene (Figure 13), the rain
affects the image quality through glare and reflection, making vehicle detection harder.
Finally, haze conditions can be evaluated based on particulate concentration, visibility, and
color distortion, placing higher demands on the reliability of computer vision algorithms.
The haze scene (Figure 14) illustrates the reduced visibility and color distortion caused by
particulate matter, which further complicates detection.

By integrating computer vision algorithms with image processing techniques, we can
precisely quantify these indicators, facilitating a comprehensive evaluation of traffic scene
complexity. Furthermore, employing advanced data analysis methods, such as machine
learning and deep learning techniques, allows for a deeper understanding of the model’s
performance across different scenarios, thereby enhancing its adaptability and generalization
capabilities. This multidimensional analysis not only provides reliable technical support for
traffic monitoring and management but also points the way for future research directions.

Figure 11. Congested Scene.
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Figure 14. Haze Scene.

In congested scenarios, where complex and dense traffic flows are present, the origi-
nal model (Figure 15) faced challenges with false positives and missed detections, which
impacted both the accuracy and completeness of the detection. Through targeted improve-
ments, especially optimizations for handling increased traffic volume and complexity, the
enhanced model (Figure 16) significantly improved detection performance, reducing both
false positives and missed detections. However, in typical congested scenarios, EfficientDet
(Figure 17) outperformed our improved model, and Rank-DETR (Figure 18) demonstrated
superior performance overall. Rank-DETR showed particular advantages in managing
complex traffic flows, thanks to its sorting mechanism and better handling of occlusions
between vehicles.
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Under nighttime conditions, the original model (Figure 19) may not only produce false
detections due to insufficient lighting or uneven illumination but may also result in missed
detections. The improved model (Figure 20) made finer adjustments and optimizations
for lighting conditions, employing more advanced image processing techniques and deep
learning algorithms to effectively improve detection accuracy and stability in nocturnal en-
vironments. Although both EfficientDet (Figure 21) and Rank-DETR (Figure 22) performed
reasonably in this aspect, they lacked mechanisms specifically designed to handle nighttime
conditions, resulting in detection performance that fell short of our improved model.
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Similarly, in rainy conditions, the original model (Figure 23) faced challenges with
false detections due to rain, causing interference in vehicle detection. The improved model
(Figure 24) addressed these issues by conducting a more detailed analysis and processing
of image data affected by rain, significantly enhancing vehicle detection capabilities under
adverse weather conditions. However, the performance of both EfficientDet (Figure 25) and
Rank-DETR (Figure 26) was also limited and did not reach the level of our improved model.
Despite these optimizations, some misdetections still occurred under rainy conditions,
highlighting the need for further improvements. Factors such as raindrop interference,
reflections and glare, background clutter, and variations in ambient light continue to affect
the model’s performance. This underscores the importance of continued research to ensure
the model’s accuracy and reliability in complex and challenging weather conditions.

Figure 23. YOLOvS Detection3.
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Figure 26. Rank-DETR Detection3.

In hazy conditions, while the original model (Figure 27) exhibited some limitations,
the improved model (Figure 28) performed better, though some missed detections still
occurred. This can be attributed to reduced visibility and image blur caused by haze, which
affected the clarity and contour recognition of vehicles. Both EfficientDet (Figure 29) and
Rank-DETR (Figure 30) performed less effectively under these conditions, especially since
the specific optimizations made for haze improved the adaptability of our enhanced model,
giving it a performance edge over the others.
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Figure 30. Rank-DETR Detection4.

In various challenging conditions, including congested, nighttime, rainy, and hazy
scenarios, the original model faced issues such as false positives and missed detections.
However, the improved model significantly enhanced detection performance through tar-
geted optimizations, especially excelling in adverse weather conditions and demonstrating
greater adaptability. While Rank-DETR outperformed EfficientDet and even surpassed
our improved model in typical congested scenarios, both Rank-DETR and EfficientDet
struggled under nighttime, rainy, and hazy conditions. In contrast, our improved model
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effectively addressed the detection challenges in these environments through specific
optimization mechanisms, highlighting its unique advantages.

Subsequently, to visually demonstrate the enhanced recognition capability of the target
area by the improved model, we compared the heat maps of the last layer of the backbone
section between the baseline and the improved models. Heat maps can intuitively reflect
the model’s attention to different areas within an image, with higher heat values indicating
greater attention to that area.We selected Figures 31-33 for testing.

Figure 33. Original Image 3.

As shown in Figure 34-36, the heatmaps of the baseline model reveal a divergent
trend at the final layer of the backbone, which indicates insufficient focus on the target
regions. This divergence is a result of the model’s inability to effectively differentiate
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between the target and background, which leads to a decrease in accuracy during object
detection and localization. This issue is particularly pronounced in complex scenarios such
as multi-object occlusions or drastic lighting changes, where the baseline model’s feature
extraction capabilities at the final layer are notably inadequate.

Figure 34. YOLOv8 Heatmapl.

Figure 35. YOLOv8 Heatmap?2.

Figure 36. YOLOv8 Heatmap3.

In contrast, as depicted in Figures 37-39, the heatmaps of the improved model show
a significant focusing effect. The values are highly concentrated and form distinct peaks
that accurately correspond to the target regions. This suggests that the improved model
is more effective at extracting target features at the final layer of the backbone, while also
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suppressing background noise and interfering elements. This enhanced focusing ability is
attributed to optimizations made to the backbone, including the introduction of the EMA
attention mechanism and focal modulation technology. These techniques improve the
model’s sensitivity and accuracy in processing complex contextual information.

Figure 37. Our Heatmapl.

Figure 38. Our Heatmap?2.

Figure 39. Our Heatmap3.

6. Conclusions

In response to the insufficient accuracy of vehicle target detection in complex traffic
monitoring scenarios, this study aims to enhance detection performance by innovatively
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proposing an improved YOLOVS vehicle target detection method based on self-attention
and focal modulation techniques. This method addresses challenges such as occlusions,
lighting variations, and the difficulty in detecting small targets in complex traffic moni-
toring scenes. By leveraging the self-attention mechanism to deeply analyze the intrinsic
relationships between features and the focal modulation technique to improve the model’s
adaptability to scene changes, the method effectively increases the accuracy of vehicle target
detection. Experimental results indicate that the improved YOLOv8 model has achieved
significant performance improvements in accuracy evaluation metrics precision (P) and
mean average precision (mAP). The enhancement in detection accuracy is particularly
pronounced in complex situations, such as occlusions and lighting changes, demonstrating
that this method effectively resolves the accuracy limitations of traditional vehicle target
detection methods in challenging scenarios. Theoretically, this method offers a new per-
spective for improving the detection efficiency of traffic monitoring systems and the safety
of autonomous driving systems. Its performance has shown promising preliminary results
in simulation experiments, laying the foundation for subsequent practical exploration and
theoretical deepening. Future research will continue to build on this foundation, exploring
and implementing additional strategies to enhance detection accuracy and adaptability to
meet the evolving demands of traffic monitoring, further advancing the development of
intelligent traffic monitoring and autonomous driving technologies.

Currently, most surveillance cameras are edge devices with low computational power.
Effectively deploying efficient vehicle target detection models on these devices is also a
major direction for future research exploration [28]. Based on current research, we will
focus on optimizing model architecture to more effectively handle multi-scale and multi-
angle vehicle target detection tasks [29]. Simultaneously, we will explore how to utilize
lightweight model architectures and compression techniques to deploy efficient vehicle
target detection models on edge devices with limited computational power [30].
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