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Abstract: Graph convolutional networks (GCN) are an important research method for intelligent
transportation systems (ITS), but they also face the challenge of how to describe the complex spatio-
temporal relationships between traffic objects (nodes) more effectively. Although most predictive
models are designed based on graph convolutional structures and have achieved effective results,
they have certain limitations in describing the high-order relationships between real data. The emer-
gence of hypergraphs breaks this limitation. A dynamic spatio-temporal hypergraph convolutional
network (DSTHGCN) model is proposed in this paper. It models the dynamic characteristics of traffic
flow graph nodes and the hyperedge features of hypergraphs simultaneously, achieving collabora-
tive convolution between graph convolution and hypergraph convolution (HGCN). On this basis,
a hyperedge outlier removal mechanism (HOR) is introduced during the process of node information
propagation to hyper-edges, effectively removing outliers and optimizing the hypergraph structure
while reducing complexity. Through in-depth experimental analysis on real-world datasets, this
method has better performance compared to other methods.

Keywords: hypergraph convolutional networks; spatio-temporal data; neural networks; traffic
flow forecasting

1. Introduction

Driven by continuous economic growth, self-driving has become the primary mode
of transportation, with traffic congestion becoming increasingly severe. Consequently,
there is an urgent need for an efficient intelligent transportation system to enhance road
usage efficiency, optimize traffic flow, and meet the rising demand for mobility. In real
traffic networks, excessive traffic flow may lead to congestion or accidental traffic accidents;
therefore, accurate traffic flow forecasting can not only save travel time but also reduce the
probability of occurring dangerous accidents.

Domestic and foreign scholars have conducted in-depth research on traffic flow data,
fully considering external factors such as time, period, and weather, and have achieved a se-
ries of prominent research results in traffic flow prediction accuracy. We can categorize these
methods into statistical prediction methods, machine learning-based prediction methods,
neural network-based prediction methods, and graph convolution-based prediction meth-
ods. Among them, prediction methods based on statistics rely on the statistical analysis of
historical traffic data, which makes it difficult to capture the complex dynamic characteris-
tics of traffic flow data. Machine learning-based prediction methods predict future traffic
flow by learning from historical traffic flow data using machine learning algorithms. As the
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volume of traffic flow data samples continues to increase, the process of finding the optimal
parameters may significantly reduce the efficiency and accuracy of the model learning.
In recent years, with the continuous development of deep learning, prediction methods
based on neural networks and graph convolution have overcome the shortcomings of the
first two methods and can better handle the complexity and nonlinearity of traffic flow data.

Among neural network-based prediction methods, the most commonly used are
convolutional neural networks (CNN) [1,2], recurrent neural networks (RNN) [3], and long
short-term memory (LSTM) [4–6]. Although these methods have significant advantages in
feature extraction and prediction accuracy, the process of training neural networks requires
a significant amount of computational resources and storage space, presenting numerous
issues; hence, neural network-based prediction methods face certain difficulties.

Urban traffic networks are highly complex. Although we can convert data into grid
image data, we can only capture local spatial features within the network. Capturing the
global spatial and temporal features of the network is still a significant challenge [7–10].
To effectively capture the spatio-temporal features within the transportation network, re-
searchers have combined graph convolutional networks with recurrent network models in
their predictive methods to capture spatio-temporal features. Li et al. [11] considered the
relationship of spatio-temporal features and proposed the STGCN model, which captures
the road network’s spatio-temporal features by stacking spatio-temporal convolutional
blocks using graph convolution and gated linear units. Based on the STGCN model, Guo
et al. [12] introduced the ASTGCN model incorporating spatio-temporal attention mecha-
nisms to capture features at different levels. The adaptive graph convolutional recurrent
network (AGCR) is different from the models previously discussed [13]. It employs an in-
novative data-adaptive graph construction mechanism that dynamically generates graphs
based on the inherent structure and characteristics of the data. Li et al. [14] proposed the
DGCRN model, which integrates dynamic features of (velocity and timestamps) to con-
struct a dynamic adjacency matrix. There are also many researchers [15–19] who combine
graph neural networks with other models to construct spatio-temporal models for traffic
flow forecasting.

Although these methods have achieved commendable research outcomes, the com-
plexity and long-term spatio-temporal dependencies within traffic networks make spatio-
temporal modeling of traffic flow more challenging. Based on the predictive outcomes of
previous researchers, models based on graph convolutional networks have significantly
enhanced forecasting accuracy. However, models based on graph structures still have some
issues: (1) most graph-structure-based models are highly dependent on the node-to-node
graph structure, and the static graph structure generated by the physical connections of
the road network cannot explore the potential dynamic spatial correlations in traffic flow
data or adaptively establish nonlinear temporal correlations; (2) simple graph structures
only describe the pairwise interactions between entities and are incapable of depicting
higher-order relationships among multiple entities. In real traffic networks, the traffic flow
on a road segment is not only affected by the directly connected road segments but may
also be influenced by other indirectly connected road segments.

For instance, Figure 1 illustrates two traffic network structures, each reflecting the
complex relationships between multiple nodes of traffic flow input and output. Simple
graph structures are incapable of effectively representing these complex relationships.

The major contributions are as follows:

(1) Proposed a new dynamic spatio-temporal hypergraph convolutional network (DSTHGCN)
framework for traffic flow prediction, which effectively captures more accurate traf-
fic flow information by combining traffic flow graphs and hypergraphs through
collaborative convolution.



Electronics 2024, 13, 4435 3 of 17

(2) Unlike most traffic flow prediction models, this paper proposes a feature extraction
module that can extract dynamic features of nodes and edges separately. These
features are used to update the hyperedges and graph node information in the hy-
pergraph, thereby revealing more complex underlying relationships in the dynamic
traffic system.

(3) Introduced a hyperedge outlier removal mechanism to identify and remove outliers
in the hyperedges, thereby optimizing the hypergraph structure and better capturing
the higher-order relationships within the data.
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Figure 1. Schematic diagram of two types of intersection structures in a traffic network.

2. Related Work

In recent research, traffic flow prediction models developed using graph neural net-
work technology have shown a rapid pace of development. These models have transitioned
from traditional methods such as time series analysis and regression models to more so-
phisticated deep learning approaches, and their predictive accuracy has greatly improved.
For instance, [12] simulates the complex spatio-temporal correlations between different
locations through spatial attention. Ref. [20] proposes a novel learning component for
graph structures that optimally obtains the graph’s adjacency matrix from a micro and
macro viewpoint and enhances the model’s predictive performance through a two-stage
training process. Ref. [21] has developed an innovative graph learning module to capture
the hidden relationships between variables. Furthermore, the study introduces a compre-
hensive framework that not only models multivariate time series data effectively but also
learns and infers the graphical structure of the data. Ref. [22] proposed the TSGDC model
that combines the graph neural networks and transformers into the spatio-temporal graph
diffusion convolutional network, which can better understand and utilize the complex
spatio-temporal relationships in traffic data.

Although these graph-based models have achieved good performance, they have
neglected the interactions between two or more nodes in practical situations and cannot
model the higher-order relationships among nodes. To break through the limitations of
traditional graph structures, more and more scholars have begun to consider hypergraph
structures [23].

In addition, hypergraph convolutional networks are increasingly becoming a research
hotspot due to their unique advantages in handling complex higher-order interaction
relationships. These networks can more naturally express and learn multi-element rela-
tionships within data, demonstrating strong application potential across various fields.
As research progresses, the design of models based on hypergraph convolutional networks
continues to innovate and develop. For instance, [24] proposes a spatio-temporal hyper-
relation to fully model complex local spatio-temporal relationships. Ref. [25] incorporates
hypergraph convolution and attention mechanisms as end-to-end trainable operators in
graph neural networks to acquire in-depth embeddings of higher-order graph-structured
data. Ref. [26] explores hidden hyperedges by employing a local hypergraph attention
mechanism across different time spans and then optimizes the hypergraph using a global
attention mechanism. In [27], a novel high-order multi-modal and multi-type data associa-
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tion modeling framework called HGNN+ is introduced. This framework is designed to
capture and learn the optimal representation of data through a single hypergraph structure,
thereby enhancing the efficiency and accuracy of data processing and analysis. Ref. [28]
proposes a multi-level graph neural network capable of handling hypergraphs and paired
graphs. Ref. [29] proposed a new multi-task hypergraph learning framework, which is
composed of a primary task and an associated task. The latent features of hidden layers
are shared between the tasks through a feature compression unit during training. In recent
years, research on hypergraph convolutional networks has revealed some new trends. For
instance, [30] proposed a unified method to capture local correlations and cross-network
isomorphism by using the K-means clustering algorithm and the connectivity character-
istics of the physical road network. Ref. [31] proposed a new network structure that can
handle both temporal and spatial information, introducing a temporal hypergraph to cap-
ture action dependencies in time series. Ref. [32] proposed a new network structure that
can effectively model dynamic higher-order relationships between nodes across multiple
time scales, thereby enhancing the model’s predictive capabilities. Ref. [33] proposed a new
multi-task spatio-temporal network model MT-STNet, which adopts an encoder-decoder
structure, builds the encoder and decoder through spatio-temporal blocks, and integrates
information about the physical structure into model of the spatio-temporal dependencies
of the highway network. Ref. [34] proposed the Res-HGCN model, which combines resid-
ual blocks with hypergraph convolutional networks for a multi-sensor data-driven fault
diagnosis method.

In the existing hypergraph model structure, this paper proposes a new hypergraph
network structure that fully considers the spatio-temporal features of transportation net-
works. We propose to extract more comprehensive spatio-temporal feature information
using co-convolution of traffic flow graphs and hypergraphs. Additionally, we introduce
a hyperedge outlier removal mechanism to optimize the hypergraph structure, thereby
enhancing the model’s predictive performance.

3. Methodology
3.1. Preliminaries

In the traffic flow prediction task, historical data are analyzed, and a prediction model
is constructed to predict the traffic flow data of a specific road section for a future period
of time, including time series analysis and spatial distribution characteristics of the traffic
flow. In this section, we define the graph, hypergraph, GCN, and HGCN related to the
predictive model.

1. Graph: The traffic network G is defined as G = (V, E, A), where V(|V|= N) and E
correspond to the number of nodes (the number of sensors) and the set of edges in the
traffic network, respectively. A ∈ RN×N denotes the adjacency matrix of the graph,
indicating the proximity between two nodes. The left hand side half of Figure 2 shows
a simple graph converted into the adjacency matrix, where the elements of the matrix
indicate whether there is an edge between the nodes in the graph. If there is an edge
between node i and j, then the element in the i-th row and j-th column of the matrix
is 1; otherwise, it is 0. Given the adjacency matrix and historical information over T′

time steps, learning a function f that uses historical data from T′ time steps to predict
traffic information for the next T time steps:

[Xt+1, Xt+2, . . . Xt+T ] = f [A, (Xt−T′+1, Xt−T′+2, . . . , X)]. (1)

2. GCN: This is a graph-based convolution that captures the interrelationships between
nodes through graph convolution operations, thereby updating node features. We can
describe the convolution process as follows:
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GCN(X) = σ(ÂXΘ). (2)

where Â ∈ RN×N refers to the adjacency matrix after normalization, Θ represents the
learnable parameters, and σ(·) denotes the nonlinear activation function.

3. Hypergraph: The hypergraph is defined as Gh = (Vh, Eh, H), where Vh and Eh denote
the node set and the set of nodes within hyperedges, respectively; H ∈ RE×N is
the incidence matrix of ϵ ∈ Eh and ϵ ∈ Eh. When ϵ is associated with vi, Hiϵ = 1;
otherwise, it is 0. Then, the degrees of nodes and hyperedges are represented by
Dv ∈ RN×N and De ∈ RE×E, respectively. The diagonal matrix W corresponds
to hyperedge weights. The right hand side half of Figure 2 shows a hypergraph
converted into a matrix. The rows of the matrix represent nodes, and the columns
represent edges. If a node is connected to an edge, the corresponding element is 1;
otherwise, it is 0. The specific representation is shown as follows:

Dv =
E

∑
ϵ=1

Wϵϵ Hiϵ, (3)

De =
N

∑
i=1

Hiϵ. (4)

4. HGCN: The convolution process of a hypergraph is defined as follows:

HGCN(Xh) = σ(HWHTXhΘ). (5)

As it lacks a constrained spectral radius, we have normalized it, and the reformulation
is as follows:

HGCN(Xh) = σ(D−1
v HWD−1

E HTXhΘ). (6)
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3.2. Framework of DSTHGCN

The structure of the model is shown in Figure 3. It consists of three main modules:
the input layer, output layer, and dynamic spatio-temporal convolutional layer. The
input part transforms traffic data into a high-dimensional representation. The output part
performs skip connection operations for each output result. The most important dynamic
spatio-temporal convolutional layer consists of three parts: dynamic feature extraction,
dynamic hypergraph convolution (DHGCN), and dynamic graph convolution (DGCN).
The following sections will provide a comprehensive discussion of the content related to
these three parts.
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3.2.1. Dynamic Feature Extraction

In order to capture more complex and dynamic correlations of traffic data, this paper
designs a dynamic feature extraction module to extract the dynamic features of the graph
nodes of traffic flow as inputs for the DHGCN, thereby updating the corresponding edges
of the hypergraph. Similarly, by extracting the edge features in the hypergraph as inputs
for the DGCN, the node features of the traffic flow graph are updated. Currently, modules
similar to feature extraction rarely appear in other models. It has the function of fusing
information between the traffic flow graph and the hypergraph, thereby enabling the model
to achieve more effective prediction results.

(1) Extraction of dynamic features of traffic flow graph nodes

First, the aggregate operation is used to aggregate node features along the temporal
dimension, followed by the use of diffusion GCN to capture spatial correlations, with
specific operations as shown below:

Xd = Aggregate(X ) ∈ RN×F, (7)

GCNd(Xd) = σ(
N

∑
n=0

Pn
f XdΘn, f + Pn

b XdΘn,b), (8)

where X represents the node features of the traffic flow graph; σ(·) denotes a nonlinear
activation function like ReLU; Pf = A/rowsum(A) and Pb = AT/rowsum(AT) represent
the forward and backward transition matrices of the directed graph, respectively; P and N
represent the state transition matrix and diffusion coefficient, respectively; and Θ signifies
learnable parameters. The output of GCNd(Xd) will be used as the input for DHGCN.
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(2) Extraction of dynamic features of the graph edges of traffic flow

First, the extraction operation is used to obtain node-related information of the directed
edges in the traffic flow graph as initial edge features; then, convolutional operations are
used to update the edge features.

Xh = [(W ′1X )[indsrc, :]; (W ′2X )[inddst, :]] ∈ RE×2F′′ , (9)

Xd
h = Conv1×1(Xh), (10)

where W ′1, W ′2 represent trainable parameters; (·)[ind, :] is a tensor composed of slices of
indsrc and inddst, selected from the source and target nodes of the directed edges; and [·, ·]
performs the concatenation operation.

The process of implementation of dynamic edge features is as follows:

Wh = D−1
v HWadpD−1

e HT ∈ RE×E, (11)

HGCNd
Θ(Xd

h) = σ(
N−1

∑
n=0

Wn
h Xd

hΘn) ∈ RE, (12)

where Wadp represents the diagonal matrix of the adaptively learned hyperedge weight
vectors. The output of HGCNd

Θ(Xd
h) will be used as the input for DGCN.

3.2.2. Dynamic Graph Convolution

First, the temporal convolutional network (TCN) combines one-dimensional causal
convolution and dilated convolution to extract temporal correlations within traffic data
along the time dimension.

F(X ) = tanh(Θ1 ∗ X + b)⊙ sigmoid(Θ1 ∗ X + c) (13)

where Θ1, Θ2, b and c are trainable parameters; ⊙ denotes the product of elements; tanh(·)
is an activation function acting as a filter; and sigmoid(·) is an activation function that
controls the ratio of information transfer.

Subsequently, the proposed DGCN is used to capture the spatio-temporal features
of the traffic data, with the output of HGCNd

Θ(Xd
h) serving as the input. The specific

implementation process is shown in Equation (14):

DGCN(X ) = σ

(
N−1

∑
n=0

(Pf ⊙ D f )
nXΘ′n, f + (Pb ⊙ Db)

nXΘ′n,b + An
adpXΘ′n,adp

)
(14)

where D f = reshape(HGCNd
Θ′′f

(Xd
h)) and Db = reshape(HGCNd

Θ′′b
(Xd

h))
T

utilize reshape(·)

to reshape HGCNd
Θ(Xd

h) into a sparse matrix; Θ′f , Θ′b, and Θ′adp are all trainable parameters.

3.2.3. Dynamic Hypergraph Convolution

Dynamic hypergraph convolution utilizes the TCN from (13) to extract the features
along the temporal dimension of traffic flow data and then employs DHGCN to capture
the spatio-temporal features.

Whd = D−1
v HDwD−1

e HT ∈ RE×E, (15)

DHGCN(Xh) = σ(
N−1

∑
n=0

Wn
hdXhΘ′n), (16)

where Dw represents the diagonalization of output results of GCNd(Xd), and Θ′ is a
trainable parameter.
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Finally, the node features of the traffic flow graph from (14) are connected with the
hypernode features of the hypergraph from (16) to obtain the output of the spatio-temporal
convolutional layer. DSTHGCN can be summarized as Algorithm 1.

Algorithm 1: Training Algorithm for DSTHGCN.

Input: Node features of the traffic flow graph X ;
Output: New node features Xnew generated by the collaborative convolutions on the traffic
flow graph and its dual hypergraph;
1: The dynamic features Xd ← GCNd(Xd) of the nodes are obtained through Equation (8);
2: The dynamic edge features Xd

h ← HGCNd
Θ(Xd

h) are obtained through Equation (12);
3: Update X ← F(X ) by Equation (13);
4: Update X ← DGCN(X ) by Equation (14);
5: Transform the node features of the traffic flow graph into the hyperedge features of the
hypergraph;
6: Update Xh ← F(X ) by Equation (13);
7: Update Xh ← DHGCN(Xh) by Equation (16);
8: Map the hyperedge features from Equation (16) back to the node features of the traffic flow
graph to obtain X ′;
9: Finally, a concatenation operation is performed to obtain Xnew = [X ;X ′];

3.2.4. Hyperedge Outlier Removal Mechanism

Hypergraph theory offers an innovative approach to modeling traffic flow, effectively
capturing complex higher-order relationships in real datasets by transferring information
from nodes to hyperedges and then feedback from hyperedges to nodes. In this model, each
hyperedge can connect multiple nodes, thereby containing richer traffic flow information,
which allows the model to more accurately reflect the dynamic characteristics of the
traffic network. However, in practical applications, outlier nodes in traffic networks are
inevitable. These outlier nodes may have a negative impact on the model’s training process,
thereby causing deviations in the prediction results. To address this issue, we propose
a mechanism that removes outliers on hyperedges during the process of information
propagation between nodes and hyperedges. The core of this mechanism lies in dynamically
adjusting the structure of the hypergraph to reduce the impact of outlier nodes on model
performance. Specifically, the mechanism identifies and removes outlier nodes that have a
negative impact on model training and prediction performance by learning embeddings.
This dynamic adjustment strategy effectively removes outliers and enhances the model’s
ability to handle noise and irrelevant information.

As shown in Figure 4, ei and vij represent hyperedges and nodes, respectively. We
believe that important nodes should have a high degree of similarity with their associated
hyperedges. Therefore, this paper uses cosine similarity (Equation (17)) to calculate the
similarity between each node vij and its corresponding hyperedge ei. Then, based on the
value of similarity to identify outliers, we sort by the magnitude of the similarity value
and consider the bottom 10% of nodes as outliers, removing these outlier nodes from the
hypergraph. As shown in Figure 4, if nodes vi1 and vi8 have low similarity with hyperedge
ei, and their similarity ranking is in the bottom 10% of all nodes, then these two nodes
will be recognized as outliers. Subsequently, these outlier nodes will be removed from
hyperedge ei. This mechanism helps to optimize the structure of the hypergraph because it
reduces the complexity of the model by removing outlier nodes, thereby improving the
model’s efficiency and accuracy.

cosij =
xi · yi
|xi| · |yi|

, (17)

where xi is the representation of node vij; yi is the representation of hyperedge ei; and
|·| refers to the norm operation on vectors. Typically, we assess the influence of a node
on a hyperedge based on the similarity between the node and hyperedge features; the
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higher the similarity, the greater the influence; and vice versa: the lower the similarity, the
less influence.
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3.2.5. Evaluation Metrics

In this study, we chose the Huber loss function as the primary loss function, with the
aim to enhance the accuracy and reliability of model predictions. The Huber loss function
is a very effective statistical tool. In comparison to the commonly used the mean squared
error (MSE) loss function, the Huber loss function can more robustly handle outliers in the
data. We assume that y and ŷ represent the true values and predicted values, respectively.
The Huber loss function is defined as follows:

Lδ(y, ŷ) =

{
1
2 (y− ŷ)2, f or |y− ŷ|≤ δ

δ
∣∣∣y− ŷ

∣∣∣− 1
2 δ2, otherwise

. (18)

The mean absolute error (MAE), root mean square error (RMSE), and mean absolute
percentage error (MAPE) will be used for the overall evaluation of DSTHGCN and the
baselines. The optimal values for these three metrics are obtained after running 200 epochs
on the validation data.

MAE =
1
|Ω|∑i∈Ω

|yi − ŷi| (19)

RMSE =

√
1
|Ω|∑i∈Ω

(yi − ŷi)
2 (20)

MAPE =
1
|Ω|∑i∈Ω

∣∣∣∣yi − ŷi
yi

∣∣∣∣× 100% (21)

4. Experiments
4.1. Datasets

To comprehensively validate the performance and accuracy of the model, we employed
a multidimensional evaluation approach. We selected two widely recognized real-world
traffic datasets, PeMSD4 [4] and PeMSD8 [35], to conduct experiments on the model
proposed in this paper and the baseline models. These datasets include information on
traffic flow, velocity, and occupancy rates. This paper mainly focuses on the study of
traffic flow [13,36]. The PeMSD4 dataset, commencing on 1 January 2018, consists of traffic
flow data collected continuously over 59 days by 307 sensors, with data gathered every
five minutes. The PeMSD8 dataset, starting from 1 July 2016, comprises traffic flow data
collected continuously over 62 days by 170 sensors, with data being gathered every five
minutes. More detailed information about these two datasets is shown in Table 1. To gain a
deeper understanding of the geographical context of the data and the interrelationships
among the data, Figure 5 illustrates the sensor distribution maps of the PeMSD4 and
PeMSD8 datasets. These maps not only intuitively display the specific geographic locations
where the data are collected but also delineate the layout of the traffic network in detail.
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Table 1. Summary statistics for PeMSD4 and PeMSD8.

Datasets #Nodes Edges #TimeSteps Time Interval Time Range

PeMSD4 307 340 16,992 5 min 1/1/2018–2/28/2018
PeMSD8 170 295 17,856 5 min 7/1/2016–8/31/2016
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4.2. Experimental Setups

This paper divides the entire dataset into three parts based on chronological order:
training set, validation set, and test set. The ratio of this division is 6:2:2, with the training
set accounting for 60% and the validation set and test set each accounting for 20%. The
traffic flow prediction task takes historical traffic flow information from 12 time steps as
input to forecast the traffic flow for the next 12 time steps, with each time step being five
minutes long. This experiment was conducted on NVIDIA GeForce RTX 3090 GPU using
the Adam optimizer for training. The initial learning rate is set to 0.001, the batch size is 16,
the number of stacked layers in the model is B = 2, and the number of filters is F = 40.

4.3. Baselines

We compared the method proposed in this paper with the following six traffic flow
prediction methods. These baseline models are either widely used or are new models
proposed in the last two years. A brief description of each baseline model is provided
as follows:

(1) HA: The historical average method uses the mean traffic flow from the same time
point over the past few days or weeks as the predicted value.

(2) ARIMA: Autoregressive integrated moving average model, a classic method for time
series forecasting.

(3) FC-LSTM: This model is a combination of fully connected layers and Long Short-Term
Memory networks, often used for time series problems.

(4) ASTGCN (r) [12]: This model captures the dynamic spatio-temporal features of
traffic flow data using a spatio-temporal attention mechanism while considering the
periodicity of the spatio-temporal network.

(5) STGODE [37]: This model utilizes ordinary differential equations on graphs to model
the dynamics of spatio-temporal data.

(6) Graph WaveNet [38]: It combines graph convolution with causal convolutional net-
works to capture the spatio-temporal dependencies in the data.

(7) DSTAGNN [39]: This model employs an improved multi-head attention mechanism
to capture the dynamic spatial dependencies between nodes.

4.4. Experimental Results and Analysis

We compared our model with the seven abovementioned baseline models on two
real-life datasets. To ensure the fairness of the experiment, the parameters of each baseline
were adjusted.
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As can be seen from Table 2, the model we proposed significantly outperforms the
existing baseline models in terms of predictive accuracy. DSTHGCN outperforms all
seven baseline models in all three-evaluation metrics. On the PeMSD4 dataset, DSTHGCN
improved the evaluation metrics of MAE, RMSE, and MAPE by 10.6%, 6.8%, and 9.74%
respectively, with respect to the most comparable baseline model STGODE. On the PeMSD8
dataset, the evaluation metrics of MAE, RMSE, and MAPE improved by 11.26%, 7.98%,
and 14.19%, respectively, with respect to the baseline model STGODE.

Table 2. Analysis of prediction performance of traffic forecasting models on different datasets.

Models
PeMSD4 PeMSD8

MAE RMSE MAPE MAE RMSE MAPE

HA 38.03 59.24 27.88 34.86 59.24 27.88
ARIMA 33.73 48.80 24.18 31.09 44.32 22.73

FC-LSTM 26.77 40.65 18.23 23.09 35.17 14.99
ASTGCN(r) 22.20 34.69 15.0 17.31 26.93 11.0

Graph WaveNet 25.32 39.04 17.51 19.16 30.59 12.24
STGODE 20.77 32.50 14.06 16.78 25.80 11.27

DSTAGNN 19.58 31.91 13.28 15.75 25.08 10.54
DSTHGCN 18.95 30.29 12.69 14.89 23.74 9.67

Table 3 provides an in-depth analysis of the predictive performance of the five models,
such as ASTGCN, Graph WaveNet, STGODE, DSTAGNN, and DSTHGCN at different time
steps (3, 6, and 12 time steps). Through this analysis, we can gain a more comprehensive
understanding of the capabilities and limitations of these models in handling prediction
tasks across various time spans. It can be observed that the longer time of prediction,
the greater the forecasting error. We can see from Table 3 that the DSTHGCN model
outperforms the other five baseline models at every forecasting horizon. To more intuitively
see the outstanding forecasting level of the models, a line chart is used to display the
forecasting level of each time step for these five models. As shown in Figure 6, the
DSTHGCN model performs better on all metrics (MAE, RMSE, MAPE), and its error
growth trend is slower with the increase in time steps. The DSTAGNN and STGODE models
perform second only to DSTHGCN, while ASTGCN and Graph WaveNet models perform
poorly, especially the Graph WaveNet model, mainly because as time progresses, the
model needs to consider more variables and uncertainties, leading to increased complexity
in forecasting.

Table 3. Comparison predictive performance of traffic forecasting models at 15 min, 30 min, and
60 min horizons (3, 6, and 12 time steps).

Datasets Models
15 Min 30 Min 60 Min

MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE

PeMSD4

ASTGCN (r) 20.00 31.59 13.0 21.96 34.3 15.0 26.04 39.63 18.0
Graph WaveNet 20.97 32.92 14.67 24.58 38.11 16.67 32.66 49.16 23.09

STGODE 18.89 30.85 13.31 20.44 32.62 14.04 23.63 35.42 15.32
DSTAGNN 18.63 30.08 12.64 19.55 31.89 13.21 21.34 34.75 14.41

DSTHGCN (ours) 18.12 29.11 12.12 19.05 30.53 12.68 20.63 32.72 13.69

PeMSD8

ASTGCN (r) 15.86 24.69 10.0 17.17 26.75 11.0 20.15 30.84 12.0
Graph WaveNet 15.87 25.34 9.98 18.67 30.10 11.73 24.80 39.09 16.21

STGODE 15.75 23.94 10.24 16.78 25.87 11.19 18.4 28.64 12.64
DSTAGNN 14.8 23.73 9.77 15.55 24.98 10.46 17.75 27.38 11.61

DSTHGCN (ours) 14.07 22.09 9.04 15.02 23.87 9.63 16.70 26.42 10.69
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time steps.

To conduct an in-depth analysis of the model’s performance, we selected four nodes
from the PeMSD4 dataset and visualized the traffic flow data for these nodes over a day.
We also conducted a comparative analysis with ground truth and Graph WaveNet, and
the comparative curve chart is shown in Figure 7. The forecast curves for the DSTHGCN
model on all four nodes are very close to the actual data, demonstrating its high accuracy
in traffic flow prediction. The forecast curves of the Graph WaveNet model are close to the
actual data for most time steps, but there are some deviations at key points (such as traffic
flow peaks). Overall, the DSTHGCN model outperforms the Graph WaveNet model in
terms of prediction performance on these nodes.
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4.5. Ablation Study

The experimental results mentioned above demonstrate that the DSTHGCN model
outperforms most baseline models across various forecasting levels, with this significant
advantage attributed to the innovative integration of hypergraph convolution technology
and hyperedge outlier processing mechanisms. Therefore, this section focuses on verifying
whether these two modules have a positive effect on the final prediction results. We have
developed two variants, DSTHGCN-1 and DSTHGCN-2, and conducted ablation studies
on these variants to explore the contributions of their different components to the overall
forecasting capability. Under the same datasets and evaluation metrics, the ablation study
results of the DSTHGCN model are shown in Table 4:

Table 4. Results of ablation studies on PeMSD4 and PeMSD8.

Models
PeMSD4 PeMSD8

MAE RMSE MAPE MAE RMSE MAPE

DSTHGCN-1 19.26 30.70 13.28 15.40 24.26 10.53
DSTHGCN-2 19.08 30.60 13.23 15.26 24.16 10.45
DSTHGCN 18.95 30.29 12.69 14.89 23.74 9.67

In DSTHGCN-1, the dynamic hypergraph convolution module is removed. Then, TCN
is combined with DGCN to capture the complex relationships within the traffic network.
It is evident that the accuracy of DSTHGCN-1, which lacks the hypergraph convolutional
module, significantly decreased. This is because hypergraphs are an extension of tradi-
tional graphs, capable of representing non-pairwise relationships between nodes, thereby
simulating the intrinsic connections between high-order data and capturing more complex
traffic flow information, which, in turn, enhances the prediction accuracy. In DSTHGCN-2,
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the hyperedge outlier removal mechanism is removed, and the dynamic graph convo-
lution and dynamic hypergraph convolution modules work in tandem to capture node
features through a cooperative convolution approach. As shown in Table 4, the accuracy
of DSTHGCN-2, which lacks the hyperedge outlier removal mechanism, also decreased.
This is because although hypergraphs contain abundant traffic flow information, there may
be outliers in these data that could negatively impact the model’s predictive performance.
The mechanism of hyperedge outlier removal is capable of identifying and removing these
outliers, optimizing the hypergraph structure, and enhancing prediction accuracy.

4.6. Hyperparameter Sensitivity Analysis

Parameters are very important for the performance of the model. By analyzing
the model under different hyperparameter settings, it can help us better understand the
model’s sensitivity to different parameters and how these hyperparameters affect the
model’s learning process and final performance. Therefore, this section analyzes different
values of two important hyperparameters, B and F.

B: In graph convolutional networks, the number of stacked layers of the model is
crucial for capturing complex relationships between nodes. In this paper, we explored the
range of values for B, from 1 to 5, and incrementally increased the number of layers in
experiments to determine the value of B that optimizes model performance. As shown in
Figure 8a, when B = 3, the model’s MAE metric achieved the best performance on both
datasets. When B is greater than 3, the excessive number of stacked layers causes a waste
of computational resources, so the performance decreases. Therefore, the optimal number
of stacked layers is B = 3.
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F: As for the number of filters, it has a significant impact on the effectiveness of feature
extraction. In experiments, we start with an initial value of F at 8 and incrementally increase
its value, doubling the previous value each time, to find the optimal number of filters F
for enhancing the model’s feature extraction capability. As shown in Figure 8b, when
F = 40, the model’s MAE metric achieved the best performance on both datasets. When F is
greater than 40, the performance decreases due to the excessive number of filters leading to
overfitting. Therefore, the optimal number of filters is F = 40.

4.7. Computational Time Analysis

To better assess the complexity of the DSTHGCN model, Table 5 compares the training
and inference times of the baseline ASTGCN, Graph WaveNet, STGODE, DSTAGNN, and
DSTHGCN models.

Table 5 clearly shows that the STGODE and DSTACNN models have the shortest
training and inference times on the PeMSD4 dataset. The DSTHGCN model has the
second shortest training time after STGODE. On the PeMSD4 dataset, Graph WaveNet and
DSTHGCN have the shortest training and inference times, respectively, while the inference
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time of the DSTHGCN model is second only to Graph WaveNet. Due to the complexity of
the DSTHGCN model, although it is not optimal overall, it is within an acceptable range.

Table 5. Comparison of training and inference times of various models on PeMSD4 and
PeMSD8 datasets.

Datasets
Computation Time (Training (s/epoch)/Inference (s))

ASTGCN Graph WaveNet STGODE DSTAGNN DSTHGCN

PeMSD4 84.395/9.455 80.31/7.52 32.04/6.01 45.58/4.26 37.66/7.44

PeMSD8 45.58/4.26 24.61/1.67 27.69/5.13 28.51/3.19 21.58/2.43

From the table, we can also observe that an increase in dataset complexity leads to an
extension of training and inference time, which implies that processing large-scale datasets
in real-world applications may consume more computational resources, potentially limiting
the feasibility of the model in practical applications. To overcome this challenge, we plan
to introduce advanced attention mechanisms and combine them with optimized dynamic
graph structures in future research. Attention mechanisms can help the model focus on
key features in the data, thereby improving processing efficiency. At the same time, the
optimization of dynamic graph structures can further reduce the computational burden
on the model during training and inference. By employing these strategies, our goal is to
achieve a reduction in the model’s demand for computational resources while maintaining
existing predictive accuracy.

5. Conclusions

This paper proposes a dynamic spatio-temporal hypergraph attention convolutional
network that combines graph convolutional networks and hypergraph convolutional
networks to form a predictive model capable of capturing more comprehensive spatio-
temporal features in the task of traffic flow prediction. Furthermore, we have introduced a
hyperedge outlier removal mechanism that can effectively eliminate abnormal nodes in the
hypergraph, thereby optimizing the hypergraph structure and reducing the complexity of
the model. To thoroughly assess the model’s performance, we meticulously designed an
extensive series of experiments that covered two representative real-world datasets, and
the results strongly demonstrated the model’s excellent capabilities.

At the same time, we also consider that the paper may have the following limitations:
there may be data compatibility and integration issues in the process of integrating with
existing traffic management systems, insufficient computational resources, and issues
with the model’s generalization ability. When dealing with large-scale data and needing
to expand the prediction range, the model’s response time and resource consumption
requirements are higher. Therefore, to reduce the impact of these limitations on the model,
our future research directions will include the following aspects:

(1) Develop advanced data fusion and preprocessing techniques to solve problems
in data integration, ensuring data consistency and accuracy. (2) Incorporate attention
mechanisms to help the model better focus on key time steps and spatial locations, thereby
improving the accuracy of long-term predictions. (3) Explore methods to decompose
long-term forecasting tasks into multiple short-term predictions to reduce the burden on
individual forecasts. (4) Optimize the model structure, such as using shallower network
layers or optimized graph convolution methods, which can not only reduce the demand
for computational resources but also reduce the model’s latency.
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