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Abstract: The precise estimation of the state of charge (SOC) in lithium batteries is crucial for
enhancing their operational lifespan. To address the issue of reduced accuracy in SOC estimation
caused by the random missing values of lithium battery current measurements, a joint estimation
method which combines recursive least squares with missing input data (MIDRLS) and the unscented
Kalman filter (UKF) algorithm is proposed, called the MIDRLS-UKF algorithm. Firstly, the equivalent
circuit model of a Thevenin battery is formulated. Then, the current imputation model is designed
to interpolate the missing data, based on which the MIDRLS algorithm is derived by solving the
unbiased estimation of the gradient of the objective function, thus realizing the online high-precision
identification of the circuit model parameters. Furthermore, the proposed algorithm is combined with
the UKF algorithm to facilitate the online precise estimation of SOC. The simulation results indicate
a marked decrease in the SOC estimation error when employing the proposed joint algorithm, as
opposed to the conventional forgetting factor recursive least squares (FFRLS) algorithm combined
with the UKF joint estimation algorithm, which verifies the precision and effectiveness of the proposed
joint algorithm.

Keywords: lithium battery; state of charge estimation; random missing current data; model parameter
identification; unscented Kalman filtering

1. Introduction

Over the past few years, in order to promote sustainable energy development and the
development of a green economy, the electric vehicle industry, which has a positive impact
on reducing urban carbon emissions, has developed rapidly [1]. Lithium batteries have
become a widely used battery technology in the emerging electric vehicle sector [2] due to
their elevated energy and power densities, extended service life, low self-discharge and
superior energy conversion efficiency [3]. These attributes render lithium batteries an ideal
choice for powering the next generation of electric vehicles, aligning with the global shift
towards cleaner and more sustainable transportation options. It is therefore essential to
monitor battery status using an effective and precise battery management system (BMS) [4].
Among the various functionalities of a BMS, the estimation of the state of charge (SOC)
stands out as particularly crucial. The accurate completion of SOC estimation can show
the remaining capacity of the battery, which is essential for preventing overcharging and
overdischarging scenarios. By doing so, it ensures the reliable operation of electric vehicles,
optimizes the battery’s performance, and significantly extends its operational lifespan [5].

SOC estimation methods can be broadly categorized into four groups: methods based
on the physical characteristics of the battery, methods based on battery models, data-driven
approaches and fusion methods [6]. Among them, the methods based on the physical
characteristics of batteries, including the open-circuit voltage method, the internal resistance
method and the alternating current impedance method, face challenges in achieving the
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accurate estimation of SOC online. These challenges arise from the longer experimental
time, higher requirements for experimental conditions and larger errors [7].

The data-driven approach to SOC estimation is centered on the utilization of machine
learning algorithms to process extensive datasets of measurement samples and to discern
underlying patterns and features within the data. It harnesses the computational capabili-
ties of machine learning to analyze and learn from the complex relationships present in
large volumes of battery performance data, thereby enabling the estimation of SOC. There
are three predominant types of deep neural networks that are frequently utilized in research,
including fully connected neural networks, recurrent neural networks and convolutional
neural networks [8]. In addition, in the last few years, a variety of other neural networks
have been developed by researchers to enhance the precision and applicability of SOC
estimation. For instance, a random search optimization-based Long Short-Term Memory
(RS-LSTM) neural network was proposed for precise SOC estimation [9], which is based on
the CALCE dataset and a random search algorithm to optimize its performance. Although
this kind of method has high flexibility with high estimation accuracy, it is contingent upon
the quality of the dataset, entails substantial time investments for model training, and is
often characterized by limited robustness [10]. In terms of fusion methods, the researchers
in [11] fused neural networks and equivalent circuit models, thus achieving the accurate
estimation of SOC over a wide range of temperature conditions. In addition, the researchers
in [12] achieved lightweight SOC estimation through EIS data and the equivalent circuit
model, which do not require time-consuming model training.

Considering the accuracy, cost, real-time capabilities and other factors of various
estimation techniques, the current battery model-based method has a better prospect of
application and development potential [13]. The method that employs an equivalent circuit
model has low computational demands, making it particularly amenable to embedded
systems designed for online SOC estimation. Battery model-based approaches perform
SOC estimation by identifying the parameters of the circuit elements within the battery’s
equivalent circuit model, usually combined with an adaptive filtering algorithm to emulate
the battery’s dynamic state characteristics [14], such as an extended Kalman filter (EKF),
an unscented Kalman filter (UKF) and its improved algorithms [15]. Furthermore, the
researchers in [16] proposed a hierarchical adaptive extended Kalman filter (HAEKF)
algorithm, which involves the dissection of the second-order RC circuit’s state equation
model in accordance with the principles of hierarchical identification. Currently, to enhance
the timeliness and precision of online model parameter estimation and to address the issue
of outdated data accumulation in iterative processes [17], the forgetting factor recursive
least square (FFRLS) algorithm is often used to identify model parameters. However, it is
only applicable if the input data are complete, i.e., the real-time load current measurements
are fully obtained. Should the current detection module in the BMS be faulty, or if the
connector is loose or environmental vibrations occur, causing the current measurement
value to be missing, this will lead to a large error in the results of parameter identification.
These errors can further affect the accuracy of SOC estimation, potentially leading to
improper battery usage and jeopardizing the battery’s health.

To ensure the high reliability of online battery model parameter identification despite
the presence of missing current measurement data, in this paper, we innovatively design a
current imputation model to interpolate the missing values of the current. Based on the
imputation model, we derive a recursive least squares with missing input data (MIDRLS)
algorithm to identify the model parameters by solving the unbiased estimation of the
gradient of the objective function. Combining it with the UKF algorithm, we achieve online
SOC estimation by using updated model parameters and system states at each cycle.

The remainder of this paper is organized as follows: Section 2 describes the derivation
of the MIDRLS algorithm and the model parameter identification process. Section 3 de-
scribes the SOC estimation process based on the UKF algorithm and presents the derivation
of the MIDRLS algorithm in conjunction with the UKF to perform SOC estimation in real



Electronics 2024, 13, 4436 3 of 13

time. In Section 4, simulation works are conducted to evaluate the performance of the
proposed algorithm. Finally, Section 5 presents the discussion and conclusion of the paper.

2. Battery Model and Parameter Identification
2.1. Battery Model

Equivalent battery models represent the internal state and dynamic characteristics of
a battery by forming an equivalent circuit from ideal circuit elements. Prevalent models
include the Rint model, Thevenin model, DP model, PNGV model, second-order RC model,
etc. [18]. The Thevenin model takes into account the electrochemical reaction inside the
battery, which can reflect the polarization characteristics of the battery [19]. It can reflect
the actual working characteristics of real lithium batteries, so it is suitable for simulating
the performance of lithium batteries. However, its structure is relatively simple and the
model parameters are fixed values, so the accuracy is not too high. To precisely reflect the
dynamic characteristics of lithium batteries, the Thevenin model [20] was selected for the
study in this paper, as shown in Figure 1.
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As illustrated in Figure 1, there is an ideal voltage source Uocv, which denotes the
electrical potential of the battery and has a one-to-one correspondence with the SOC
of the battery [21]. In addition, it includes a battery equivalent internal resistance R0,
a polarization resistance R1 and a polarization capacitor C1. Ud represents the battery
terminal voltage and I0 represents the load current. Therefore, R0, R1 and C1 are the
parameters that need to be identified.

The model equations can be constructed from Kirchhoff’s law:{
dUc/dt = −Uc/R1C1 + I0/C1
Ud = Uocv − Uc − I0R0

(1)

The values of the model parameters R0, R1 and C1 are influenced by factors such as
environmental changes, the operational conditions of the battery and the aging process of
the battery [22]. This paper employs the proposed MIDRLS algorithm for model parameter
identification. It provides real-time identification of the parameters even when the load
current measurements are randomly lost, thus avoiding undesirable effects on the SOC
estimation results.

2.2. The Proposed MIDRLS Algorithm

To enable the capability to accurately identify the model parameters despite the
presence of missing model input current data, a new parameter identification algorithm is
proposed in this paper.

It is posited that the acquired input data with random loss can be modeled as

xic(n) = g(n)x(n), (2)

where g(n) is a random variable obeying Bernoulli’s independent homogeneous distri-
bution, which is independent of x(n). The probability of g(n) taking 1 or 0 is p or 1 − p,
respectively.
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We interpolated the missing data, i.e., the missing data were reset to the constant α
times of the data available at the previous moment. The process can be described as

x̃(n) = g(n)x(n) + α(1 − g(n))x̃(n − 1), (3)

where x̃(n) represents the imputed data.
The objective function of the FFRLS algorithm is the weighted error sum of squares [23]:

J(n) =
n

∑
i=0

λn−i
∣∣∣d(i)− xT(i)w(n)

∣∣∣ 2
(4)

where λ is the forgetting factor, d(i) is the output data at moment i and w(n) is the parameter
vector to be identified.

To prevent the parameter estimation update sequence from failing to converge to the
objective function’s minimum due to the missing data, we used the imputed data sequence
{x̃(n)} to construct an unbiased estimation of the gradient of the objective function.

Considering

∇ J̃(n) = −2
n

∑
i=0

λn−i x̃(i)[pd(i)− x̃T(i)w(n)], (5)

we need to obtain an expression for ∇J(n) through E[∇ J̃(n)]. After some mathematical
derivation, one obtains

E[∇ J̃(n)] = −2
n
∑

i=0
λn−i[pd(i)E(x̃(i))− w(n)R̃i,i]

= p2∇J(n)− 2
n
∑

i=0
λn−i[αp(1 − p)d(i)E(x̃(i − 1))

−α(1 − p)(Yi,i−1 − α(1 − p)R̃i−1,i−1)w(n)
−(1 − p)diag(R̃i,i + α2R̃i−1,i−1 − αYi,i−1)w(n)].

(6)

where R̃i,i = E(x̃(i)x̃T(i)) and Yi,i−1 = R̃i,i−1 + R̃i−1,i.
Letting x(i) = x̃(i)− α(1 − p)x̃(i − 1) and x′(i) = x̃(i)− αx̃(i − 1), respectively, and

in combination with Equation (6), one can obtain

∇J(n) = − 2
p2

{
E[

n
∑

i=0
λn−i(pd(i)− xT(i)w(n))x(i)]

+(1 − p)E[
n
∑

i=0
λn−idiag(x′(i)x′T(i))w(n)]}

(7)

When solving for w(n), the update process of the MIDRLS algorithm can be obtained
by recursion and matrix inversion lemmas, as presented in Algorithm 1.

Algorithm 1 The algorithm flow of the proposed MIDRLS

Input: the data sequence with random missing {xic(n)}, the obtained output sequence {d(n)},
α > 0, λ ∈ (0, 1), p ∈ [0, 1].
Initialize: w(0) = 0, M(0) = κ I, κ is a pretty small number, the imputed data sequence {x̃(n)}.

Update: ξ(n) = λ−1 M(n − 1)(I + λ−1Xn M(n − 1))−1Xn
w(n) = (I − ξ(n))w(n − 1) + p

λ (I − ξ(n))M(n − 1)d(n)x(n)
M(n) = λ−1[M(n − 1)− ξ(n)M(n − 1)]

where x(n) = x̃(n)− α(1 − p)x̃(n − 1)
x′(n) = x̃(n)− αx̃(n − 1)
Xn = x(n)xT(n)− (1 − p)diag(x′(n)x′T(n))

End For

The forgetting factor allows the weight of previous data in parameter identification
to be continuously reduced over long periods of time instead of accumulating over time.
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Constructing the unbiased estimation reduces the error in identification results caused by
the random loss of current measurements.

2.3. Parameter Identification of the Battery Model

To identify the parameters of the battery model through the MIDRLS algorithm, after
rewriting Equation (1) in discrete form and letting Ek = Ud,k − Uocv,k, one can obtain the
differential equations for the model

Ek = δ1Ek−1 + δ2 I0,k + δ3 I0,k−1 (8)

Ud,k = Uocv,k − I0,kR0 − Uc,k, (9)

where 
δ1 = φ
δ2 = −R0
δ3 = (φ − 1)R1 + φR0

. (10)

T0 is the sampling time, φ = exp(−T0/R1C1).
Therefore, the battery model parameters can be obtained as

R1 = −δ2
R0 = (δ1δ2 + δ3)/(δ1 − 1)
C1 = (1 − δ1)T0/ ln(δ1)(δ1δ2 + δ3)

. (11)

d(k) = Ek is the output data at moment k, xic(k) = I0,k is the input data with ran-

dom loss and x̃(k) = [Ek−1 Ĩ0,k Ĩ0,k−1]
T

is the imputed input vector at moment k. Thus,
the coefficient vector w(n) = δ = [δ1 δ2 δ3] can be identified recursively through the
MIDRLS algorithm and the battery model parameters at moment k can be calculated from
Equation (11).

3. SOC Estimation Based on the Joint MIDRLS-UKF Algorithm
3.1. Equations of State and Measurement for the Battery Model

The SOC of the lithium battery is typically calculated as the proportion of the remain-
ing capacity relative to the battery’s actual maximum capacity [24], and the SOC can be
estimated using the ampere-time integration method

SOC(t) = SOC(0) +
1

Q0

∫ t

0
η I0(t)dt (12)

where SOC(0) is the starting point value of SOC, Q0 is the battery’s maximum capacity
and η is the Coulombic efficiency which describes the ratio of discharge capacity (mAh/g)
to charge capacity (mAh/g).

After discretizing Equation (12) and combining Equations (8) and (9), the state and
measurement equations of the battery model can be written as

xk =

(
φ
0

0
1

)
xk−1 +

(
(1 − φ)R1
−T0/Q0

)
I0,k−1 + wk (13)

Ud,k = f (SOCk)− I0,kR0 − Uc,k + vk, (14)

where xk = (Uc,k, SOCk)
T is the state variable, f (SOCk) expresses the correspondence

between Uocv and SOCk and wk and vk are the process noise and measurement noise of the
system, respectively.

This can be further simplified and expressed as a functional relationship:{
xk = g(xk−1, uk−1) + wk
yk = h(xk, uk) + vk

. (15)
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3.2. SOC Estimation Based on the UKF Algorithm

The Kalman filter algorithm is an algorithm for the optimal state estimation of a
linear system, whereas f (SOCk) is a nonlinear functional relationship in the measurement
equation of the battery model.

The EKF algorithm linearizes the system using a Taylor expansion. The UKF algorithm
linearizes the nonlinear system through a traceless transformation [25], which approximates
the probability distribution of the system’s state variables by obtaining a set of sigma
sampling points around the initial estimate, thus obtaining the mean and variance of the
estimated quantity. In this process, we do not need to derive and iteratively compute the
Jacobi matrix, which improves the estimation accuracy and reduces the computational
complexity [26].

The detailed implementation steps of the UKF algorithm are outlined below:

(1) Initialize: {
x̂0 = E(x0)

P0 = E[(x0 − x̂0)(x0 − x̂0)
T ]

(16)

where x̂0 is the estimated value of the initial state and P0 is the initial error covariance
matrix.

(2) Obtain 2L + 1 Sigma points at time k − 1:
xi,k−1 = x̂k−1, i = 0
xi,k−1 = x̂k−1 + (

√
(L + ε)Pk−1)i, i = 1, 2, . . . , L

xi,k−1 = x̂k−1 − (
√
(L + ε)Pk−1)i−L, i = L + 1, . . . , 2L

(17)

where L is the dimension of the state variable, ε = µ2(L + τ)− L, and µ serves to reg-
ulate the proximity of the sampling point to the mean value, generally 10−2 ≤ µ ≤ 1.
τ needs to meet τ ≥ 0.

The weighting factors are
ωm

i = ε
L+ε , i = 0

ωc
i =

ε
L+ε + 1 + β − µ2, i = 0

ωm
i = ωc

i =
1

2(L+ε)
, i = 1, 2, 3, . . . , 2L

(18)

where β = 2 for Gaussian distributed variables, ωm
i is the weighted value of the mean of

the sampling points and ωc
i is the weighted value of the error covariance matrices at the

sampling points.

(3) Calculate the forecasted values of the mean and covariance matrix:

xi,k/k−1 = g(xi,k−1, uk−1), i = 0, 1, . . . , 2L (19)

x̂k =
2L

∑
i=0

ωm
i xi,k/k−1, i = 0, 1, . . . , 2L (20)

Pk/k−1 =
2L

∑
i=0

ωc
i Ak/k−1 AT

k/k−1 (21)

where xi,k/k−1 and Pk/k−1 are the predicted value of the state vector and the error co-
variance matrix at the next moment based on the moment k − 1, respectively, and x̂k is
the estimated value of the state vector at moment k. In addition, Ak/k−1 = x̂k − xi,k/k−1.

(4) Update the sigma sample points:
x−i,k/k−1 = x̂k, i = 0
x−i,k/k−1 = x̂k + (

√
(L + ε)Pk/k−1)i, i = 1, 2, . . . , L

x−i,k/k−1 = x̂k − (
√
(L + ε)Pk/k−1)i−L, i = L + 1, . . . , 2L

(22)
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(5) Calculate the estimated values of the output and the Kalman gain:
yi,k/k−1 = h(x−i,k/k−1)

ŷk =
2L
∑

i=0
ωm

i yi,k/k−1, i = 0, 1, . . . , 2L
(23)

Lk = Pxy,kP−1
y,k (24)

Pxy,k =
2L
∑

i=0
ωc

i (x−i,k/k−1 − x̂k)(yi,k/k−1 − ŷk)
T

Py,k =
2L
∑

i=0
ωc

i (yi,k/k−1 − ŷk)(yi,k/k−1 − ŷk)
T

(25)

where Lk is the gain matrix.

(6) Update the state variables and error covariance matrix:

x̂k = x̂k + Lk(yk − ŷk) (26)

Pk = Pk/k−1 − LkPy,kLT
k (27)

where yk = Ud,k is the actual measured value of the battery terminal voltage at the
moment k.

The above steps are iteratively updated to enable the real-time estimation of SOC.

3.3. Implementation Flow of the MIDRLS-UKF Algorithm

The values of the model parameters R0, R1 and C1 are affected by a number of
factors, including the external environment and the internal state of the battery. The
MIDRLS algorithm module can accurately identify the parameters R0, R1 and C1 even
when charging/discharging currents are incompletely measured. The identified values are
passed to the UKF algorithm module, which participates in the formation of the functional
relationships of the battery state and measurement equations.

Thus, the UKF algorithm module obtains an estimation of the SOC and returns the
corresponding Uocv,k to the MIDRLS algorithm module from the function f (SOCk), which
then calculates it and proceeds to the next moment of parameter identification. As a result,
the MIDRLS algorithm and the UKF algorithm jointly realize the battery SOC estimation,
with the realization flow structure diagram displayed in Figure 2.
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4. Simulation Results and Analysis

In this paper, MATLAB R2022b was used to carry out simulation works to verify
the accuracy of the above algorithmic process. The voltage and current data sequences
were previously measured. The subject of our tests is the INR 18650-20R battery, with
a 2000 mAh capacity, which was charged using a CC-CV protocol at a 1C rate at a test
temperature of 25 ◦C. In the constant current phase, the battery was charged until it reached
a terminal voltage of 4.2 V, after which the current gradually decreased to 0.01C in the
constant voltage phase. Subsequently, the battery was discharged at a rate of C/20 until
the voltage was close to 2.5 V, and then recharged at the same rate until the voltage was
nearly 4.2 V to obtain the data used in the simulation works. The value of currents appears
to be zero at random moment points, as shown in Figure 3. The curve f (SOCk) of the
function Uocv − SOC used in the simulations is derived from the University of Maryland
experimental data on OCV incremental testing of INR 18650-20R batteries [27].

Electronics 2024, 13, 4436 9 of 15 
 

 

4. Simulation Results and Analysis 
In this paper, MATLAB R2022b was used to carry out simulation works to verify the 

accuracy of the above algorithmic process. The voltage and current data sequences were 
previously measured. The subject of our tests is the INR 18650-20R battery, with a 2000 
mAh capacity, which was charged using a CC-CV protocol at a 1C rate at a test tempera-
ture of 25 °C. In the constant current phase, the battery was charged until it reached a 
terminal voltage of 4.2 V, after which the current gradually decreased to 0.01C in the con-
stant voltage phase. Subsequently, the battery was discharged at a rate of C/20 until the 
voltage was close to 2.5 V, and then recharged at the same rate until the voltage was nearly 
4.2 V to obtain the data used in the simulation works. The value of currents appears to be 
zero at random moment points, as shown in Figure 3. The curve ( )kf SOC  of the function 

−ocvU SOC  used in the simulations is derived from the University of Maryland experi-
mental data on OCV incremental testing of INR 18650-20R batteries [27]. 

To mitigate the randomness of the experimental outcomes, Monte Carlo simulations 
were used in the simulations, with a total of 200 runs. The sampling time 0 1sT = . The total 
simulation duration was established at 9434 s and the initial values of the battery equiva-
lent model parameters were set as 2

0 =1 10R −× Ω , 3
1=1 10R −× Ω  and 3

1 =1 10 FC × . The ad-
ditional parameters of the algorithm are set in Table 1. 

0 1000 2000 3000 4000 5000 6000 7000 8000 9000
Time/s

-3
-2
-1
0
1
2

3
4
5
6
7
8

C
ur

re
nt

/s 2000 2100 2200 2300 2400
-0.1

0
0.1
0.2

 
Figure 3. Current measurements with random missing data. 

Table 1. Parameters for simulations. 

Parameters of the MIDRLS Algorithm Parameters of the UKF Algorithm 
0.999λ =  0 [0 0.8]Tx =  

0.8p =  =0τ  
1α =  21 10μ −= ×  

(0) 0.001*M I=  2β =  

 4 4
0 [1 10  0;  0 2 10 ]P − −= × ×  

Figure 4 shows the outcomes of the MIDRLS algorithm for the real-time identification 
for the battery model parameters 0R  , 1R   and 1C  . Overall, the battery’s internal re-
sistance 0R  gradually increases as the SOC decreases, while the polarization resistance

1R  exhibits an initial rise followed by a decline with decreasing SOC. In addition, the 
polarization capacitance 1C  shows a drastic change in the initial estimation process and 
then tends to increase progressively alongside a reduction in SOC. The results show that 
the MIDRLS algorithm enables the real-time correction of the parameter estimates, lead-
ing to more accurate SOC state estimation results. 

Figure 3. Current measurements with random missing data.

To mitigate the randomness of the experimental outcomes, Monte Carlo simulations
were used in the simulations, with a total of 200 runs. The sampling time T0 = 1 s. The total
simulation duration was established at 9434 s and the initial values of the battery equivalent
model parameters were set as R0= 1 × 10−2Ω, R1= 1 × 10−3Ω and C1= 1 × 103F. The
additional parameters of the algorithm are set in Table 1.

Table 1. Parameters for simulations.

Parameters of the MIDRLS Algorithm Parameters of the UKF Algorithm

λ = 0.999 x0 = [0 0.8]T

p = 0.8 τ= 0
α = 1 µ = 1 × 10−2

M(0) = 0.001 ∗ I β = 2
P0 = [1 × 10−4 0; 0 2 × 10−4]

Figure 4 shows the outcomes of the MIDRLS algorithm for the real-time identification
for the battery model parameters R0, R1 and C1. Overall, the battery’s internal resistance
R0 gradually increases as the SOC decreases, while the polarization resistance R1 exhibits
an initial rise followed by a decline with decreasing SOC. In addition, the polarization
capacitance C1 shows a drastic change in the initial estimation process and then tends to
increase progressively alongside a reduction in SOC. The results show that the MIDRLS
algorithm enables the real-time correction of the parameter estimates, leading to more
accurate SOC state estimation results.
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Subsequently, we conducted a comparative analysis of the estimation outcomes be-
tween the MIDRLS-UKF and FFRLS-UKF algorithms under identical simulation conditions.
According to the estimation process, it can be seen that based on the identified model
parameters, the terminal voltage can be projected using the UKF algorithm. As can be seen
in Figure 5, for the MIDRLS algorithm, initial deviations in terminal voltage predictions
occur due to the erratic fluctuations in the parameter estimates. However, the accuracy
improves over time. Moreover, in general, compared to the FFRLS-UKF algorithm, the
terminal voltage estimation results based on the MIDRLS-UKF algorithm are much closer
to the actual measured values.
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A comparison of the final SOC estimation results is shown in Figure 6. In the presence
of random missing current measurements, despite the increased computational demands
of the MIDRLS-UKF algorithm over the FFRLS-UKF algorithm, the SOC estimation result
curve of MIDRLS-UKF aligns closely with the actual SOC curve very well. It can be inferred
that this is because the model parameters estimated by the MIDRLS algorithm turned
out to be accurate. However, the FFRLS-UKF algorithm exhibits initial discrepancies in
SOC estimation, which are exacerbated over time. This divergence can be attributed to the
FFRLS algorithm’s failure to converge to the minimum steady state error when the gradient
descent is applied in the presence of missing current data.
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To make the results more intuitive, Figure 7 illustrates the SOC estimation error rates.
It is evident that the FFRLS-UKF algorithm experiences a rapid increase in SOC estimation
error, whereas the error for the proposed MIDRLS-UKF algorithm remains below 0.05%,
indicating a substantial enhancement in accuracy. To further compare the estimation
accuracy of the algorithms, we also calculated the root mean square error (RMSE) and the
maximum absolute error (MAE) in Table 2. They are defined, respectively, as

RMSE =

√√√√ 1
T

T

∑
i=1

(SOCi − SOC′
i)

2 (28)

MAE =
∣∣SOCi − SOC′

i
∣∣
max (29)

where SOCi is the actual value of the SOC at moment i and SOC′
i is the estimated value of

the SOC at moment i. As presented in Table 2, the MAEs and RMSEs for the MIDRLS-UKF
are significantly lower compared to those of the FFRLS-UKF, which verifies the superior
estimation accuracy of the proposed algorithm.

Table 2. MSEs and MAEs of SOC estimation methods.

Algorithm RMSE (%) MAE (%)

MIDRLS-UKF 0.43% 0.81%
FFRLS-UKF 8.12% 14.64%

Since the initial value of the algorithm is often unknown, we tested the performance
of the proposed algorithm against incorrect initial values. SOC estimation was carried
out after setting the initial value of SOC to 0.7 and 0.9, respectively, and the outcomes are
depicted in Figure 8. The results demonstrate that the MIDRLS-UKF algorithm swiftly
rectifies initial value discrepancies, achieving highly accurate SOC estimation with remark-
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able stability. This further verifies the exceptional applicability, robustness and reliable
estimation performance of the proposed algorithm.
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5. Conclusions

Focusing on the problem that real-time current measurements may be randomly
missing during the SOC estimation of lithium batteries, thus impairing estimation precision,
this study employs the MIDRLS algorithm to identify the model parameters based on the
Thevenin battery model. Concurrently, the UKF algorithm is utilized to estimate the battery
state variables, thus enabling the joint estimation of the SOC. The estimation accuracy
is then contrasted with those of the conventional joint FFRLS-UKF joint algorithm. The
simulation results verify the accuracy of the joint MIDRLS-UKF algorithm proposed in
this paper for SOC purposes. The maximum SOC estimation error of the MIDRLS-UKF
algorithm does not exceed 0.05%, with the RMSE and MAE of the estimation results being
0.43% and 0.81%, respectively, indicative of excellent estimation accuracy. Compared with
the existing estimation methods, the estimation performance, stability and applicability of
the proposed algorithm in this paper are significantly enhanced, which further improves
the reliability of the BMS.
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Abbreviations
SOC state of charge
UKF unscented Kalman filter
EKF extended Kalman filter
FFRLS forgetting factor recursive least square
MIDRLS recursive least square with missing input data
BMS battery management system
RMSE root mean square error
MAE maximum absolute error
Symbols
Uocv voltage of the ideal voltage source
R0 battery equivalent internal resistance
R1 polarization resistance
C1 polarization capacitor
Ud battery terminal voltage
I0 load current
g(n) Bernoulli random variable
x(n) input data
xic(n) input data with random missing values
p probability that input data are not missing
α constant times of imputation
d(i) output data
w(n) parameter vector to be identified
λ forgetting factor
J(n) objective function of the FFRLS algorithm
k time step index
T0 sampling time
Q0 maximum capacity of the battery
η Coulombic efficiency
xk state vector
wk process noise
vk measurement noise
ωm

i weighted value of the mean of the sampling points
ωc

i weighted value of the error covariance matrices
xi,k/k−1 predicted value of the state variable at time instant k/k − 1
Pk/k−1 predicted value of the error covariance matrix at time instant k/k − 1
x̂k estimated value of the state variable at moment k
Lk gain matrix
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