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Abstract: This paper presents a taxonomy of agents’ embodiment in physical and virtual environ-
ments. It categorizes embodiment based on five entities: the agent being embodied, the possible
mediator of the embodiment, the environment in which sensing and acting take place, the degree of
body, and the intertwining of body, mind, and environment. The taxonomy is applied to a wide range
of embodiment of humans, artifacts, and programs, including recent technological and scientific
innovations related to virtual reality, augmented reality, telepresence, the metaverse, digital twins,
and large language models. The presented taxonomy is a powerful tool to analyze, clarify, and
compare complex cases of embodiment. For example, it makes the choice between a dualistic and
non-dualistic perspective of an agent’s embodiment explicit and clear. The taxonomy also aided
us to formulate the term “embodiment by proxy” to denote how seemingly non-embodied agents
may affect the world by using humans as “extended arms”. We also introduce the concept “off-line
embodiment” to describe large language models’ ability to create an illusion of human perception.

Keywords: cognition; robotics; interaction; avatar; digital twins

1. Introduction

The role and importance of “embodiment” for natural and artificial intelligence have
been analyzed and debated for millennia in a range of different scientific communities
such as philosophy, psychology, linguistics, neuroscience, computer science, and artificial
intelligence. The meaning of the term has varied widely over time, yet no consensus has
been reached [1], and today it is being used to describe physical and virtual systems in
new ways that overlap and sometimes even contradict traditional usage of the term. The
introduction of the metaverse [2] (Milmo, D., “Enter the metaverse: the digital future Mark
Zuckerberg is steering us toward” The Guardian 28 October 2021) and associated notions
such as VR, AR, and digital twins add further complexity to the term.

This paper’s primary contribution is a unified taxonomy for embodiment. The tax-
onomy is based on five aspects: the agent being embodied, the possible mediator of the
embodiment, the environment in which the embodiment takes place, the agent’s ability to
sense and act, and the intertwining of body, mind, and environment. These aspects were
identified by analyzing earlier work on how embodiment is defined and characterized, and
on recent technological developments that require extensions of traditional notions. As a
second contribution, we apply the taxonomy to analyze, describe, and discuss embodiment
for a wide range of agents, including humans, robots, other artifacts, and computer pro-
grams. Special attention is given to technological and scientific innovations related to AI,
the metaverse, and digital twins.

The presented taxonomy is a powerful tool to analyze, clarify, and compare complex
cases of embodiment. For example, it makes the choice between a dualistic and non-
dualistic perspective of an agent’s embodiment explicit and clear. The taxonomy also
aided us to formulate the new term “embodiment by proxy” to denote how seemingly
non-embodied agents may affect the world by using humans as “extended arms”. We also
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introduce the concept “off-line embodiment” to describe large language models’ ability to
create an illusion of human perception.

Section 2 investigates how earlier works describe and characterize embodiment. Based
on five identified aspects, we present our taxonomy in Section 3. In Section 4, the embodi-
ment of humans, artifacts, and computer programs are discussed and categorized using
the taxonomy. Finally, Section 5 contains a discussion of the results, possible extensions to
the work, and some final thoughts about the current situation where both scientific and
commercial focus is shifted toward non-embodied or virtually embodied solutions.

2. What Does It Mean to Be Embodied?

As mentioned above, there is no universally agreed-upon meaning of the term em-
bodiment, and it is today applied to physical and virtual systems in very many different
ways. To support our intention to create a unified taxonomy, this section summarizes and
analyzes some of the most relevant attempts to define and characterize embodiment.

The concept of embodiment traces back to René Descartes’ influential work in the 17th
century [3]. Similar thoughts were certainly expressed much earlier, for example by Plato
and Aristotle, but Descartes was arguably one of the first Western philosophers advocating
for a clear separation of mind and body. Descartes argued that a human comprises an
immaterial spirit inside a mechanical body. The essential attributes of humans, such as
thinking, willing, and conceiving, were attributes of the spirit. The role of the physical body
was to provide inputs passed from the sensory organs to the immaterial spirit and to receive
signals to activate muscles and enable motion. This mind–body dualism remained the major
paradigm and model in science and Western medicine for the following three centuries.

Some 300 years after Descartes, philosophers such as Husserl, Heidegger, and [4]
started to question the mind–body dualism and investigated how the human mind depends
on the body and vice versa. The emerging field of embodied cognition emphasized that the
human body is intertwined with the mind. Cognitive processes depend on not only the
mind, but also the physical body, and both sensing and acting are intertwined with the
mind, each other, and the environment. A few examples of how this has appeared in
research are the following:

• Lakoff and Johnson [5] argued that the development of language, particularly metaphors,
is tightly connected to our bodily experiences.

• Humans’ fine-motor skills are tightly connected to sensory–motor coordination [6].
• Perception has been shown to directly affects actions. For example, hearing or reading

words associated with light, such as “day” or “lamp”, causes the pupils to constrict,
beyond voluntary control [7].

• The theory on symbol grounding describes how formal symbols or representations must
be grounded in non-symbolic perceptions through intertwined sensing and acting to
create meaning and understanding.

• Radical embodied cognitive neuroscience (RECT) proposes that cognition and emotion are
inseparable in the brain, and should be studied as a whole brain–body–environment
system, fully merging the concepts of body and mind [8].

• The human central nervous system creates several models connecting sensing and
acting, for example, “forward models” computing predicted sensory signals as a result
of an executed muscle movement (for an overview, see [9]).

In an influential work by Wilson [10], the following claims are made: cognition is
situated, we off-load cognitive work onto the environment, the environment is part of
the cognitive system, cognition is for action, and (even) off-line cognition is body-based.
This points to the importance of a body for sensing and acting, and of a continuous
interplay between a cognitive process, sensing, acting, and the environment. This inter-
play is sometimes denoted as “structural coupling between agent and environment” or
“physical/sensorimotor embodiment” [11,12], and is also mentioned by Maturana and
Varela [13,14]. Quick and Dautenhahn [15] defined a system as embodied in an environ-
ment if the system can perturb the environment and vice versa. They also suggested that
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embodiment can be quantified by a complexity measure applied to the perturbation. This
perturbation depends on two factors: the available sensors, actuators, and “the dynamical
relationship between system and environment over all possible interactions”. Duffy and
Joue [16] use the terms “ON-World” and “IN-World” to distinguish between merely plac-
ing a controller in a physical environment (ON-World) and having an agent interacting,
participating, and adapting in the world (IN-World). For example, a self-driving car can be
seen as more IN-World, than a telepresence robot, which is more ON-World.

The recent technological development has extended the embodiment concept in several
respects. Most importantly, embodiment is not restricted to the physical world, but may also
take place in virtual created worlds, for example through virtual reality (VR) [17], or software
agents (see Section 4.3) (In this paper, we use the word “environment” interchangeably
with “world”).

It should be noted that the term embodiment often has a special meaning in the VR
community [18–20], where it often refers to an agent’s feeling of presence in a virtual
environment. Even if presence is tightly connected to what we here denote as embodiment,
it is also fundamentally different since presence is a subjective experience, while we regard
embodiment as “an inherent property of an agent” [16].

3. A Taxonomy of Embodiment

The overview and analysis in the previous section enabled us to identify five di-
mensions that characterize specific cases of embodiment. The dimensions are as follows
(definitions and explanations follow afterwards):

1. Agent—the entity being embodied;
2. Mediator—the entity sensing and acting;
3. Environment—where sensing and acting takes place;
4. Degree of body—according to Definition 1;
5. Degree of intertwining—according to Definition 2.

These dimensions define the proposed taxonomy and are described in detail below.
Along the first dimension, we specify the agent (the embodied entity). Our usage of the
term “agent” relates to the common notion of “autonomous agent”, for example as defined
by Franklin and Graesser [21]: “An autonomous agent is a system situated within and a part of
an environment that senses that environment and acts on it, over time, in pursuit of its own agenda
and so as to effect what it senses in the future”.

To characterize simultaneous embodiment in different worlds (and multiple embodi-
ments in the same world), we introduce two major categories of embodiments: non-mediated
and mediated. In non-mediated embodiment, the agent senses and acts in the environ-
ment using its own sensors and actuators. This is often described with expressions such
as “humans are embodied” [12] or “embodied robots” [22]. In mediated embodiment,
the agent senses and acts in an environment using sensors and actuators belonging to
a mediator [23,24]. The mediator may reside in the same environment as the agent; for
example, when a human is embodied as a telepresence robot. The mediator may also reside
in another environment, such as when a human is embodied as an avatar in a computer
game. Mediated embodiment is sometimes referred to as “remote embodiment” [25], or
with expressions such as “is embodied as” [26], “is embodied via” [27], or “is embodied
through” [28]. In this paper, we use the expression “is embodied as”.

As a second dimension, we specify the mediator (the entity being equipped with
sensors and actuators). In many cases, this coincides with the agent, and the mediator is
then not explicitly specified. Along the third dimension, we specify in which world sensing
and acting take place. As noted in the analysis in the previous section, this may be the
physical world or one of several possible virtual worlds. If sensing and acting take place in
the physical world, the agent is said to be “physically embodied”. If the agent senses and
acts in a virtual world, it is “virtually embodied” in that world (It can be argued that the
physical world is simulated and hence rather virtual than physical [29,30]. However, we
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stick to the common practice of referring to the world we live in as “the physical world”,
and all other worlds as “virtual”).

The technological development has introduced techniques like Augmented Reality
(AR) [31,32], which extends humans’ perception and action beyond what is possible for
a “plain” human. To be able to distinguish between embodiment for agents with varying
abilities to perceive and act we introduce a fourth dimension denoted degree of body, defined
as follows:

Definition 1. The degree of body for an agent in a given environment is the proportion of aspects of
the environment that the agent can sense and affect.

This dimension is also relevant if we want to distinguish between the embodiment of
artifacts and software agents with varying sensing and acting capabilities. For example,
a smart speaker that is connected to thermometers as well as heaters in a house may be
regarded as having a higher degree of body than a regular chatbot (see Section 4.3 for more
details and examples). If the the degree of body is zero, i.e., if the agent can neither perceive
nor affect the world it is in, we say that the agent is “non-embodied”.

To accommodate for levels of coupling between agent and environment, as suggested
by, for example, Duffy and Joue [16], and Quick and Dautenhahn [15] (see Section 2), we
introduce a dimension denoted degree of intertwining, defined as follows:

Definition 2. The degree of intertwining of body, mind, and environment for an agent is the
proportion of aspects of the environment that it senses and affects in an intertwined manner.
Intertwining refers to a dependency between sensing, thinking, and acting.

The term intertwining captures to what extent a virtual or physical agent’s sensing,
thinking, and acting depend on each other, and therefore on the environment it operates in.
The term is commonly used to characterize embodiment, with a history that goes back to
both Merleau-Ponty and Husser [33].

Definitions 1 and 2 should not necessarily be interpreted in a mathematical sense,
since “the proportion of aspects” in practice may be hard, or even impossible, to estimate
(For example, we cannot possibly know “all aspects” of the physical world with our limited
senses and technology). Rather, they should be seen as a way to step away from viewing
agents as either “embodied” or “non-embodied”, or either intertwined or not with the
environment. As an example, which also illustrates the complementarity of the body and
intertwining dimensions, we consider a robot equipped with all sorts of sensors, actuators,
and computing power to process sensor data and compute control signals. This robot
therefore scores “high” in the body dimension. However, if these capabilities are not fully
utilized in an intertwined fashion, the robot scores “low” in the intertwining dimension
(by “high” and “low”, we refer to scores close to the maximum and minimum proportions
mentioned in Definitions 1 and 2). Hence, agents with identical bodies may very well have
varying degrees of intertwining.

4. Applying the Taxonomy

In the following subsections, we apply the proposed taxonomy to three types of
embodied agents: humans, physical robots and other artifacts, and computer programs.
This overview does not aim to be a review all possible cases of embodiment. The aim is
rather to illustrate how the taxonomy is useful to characterize, compare, and distinguish
between quite different cases of embodiment. Furthermore, the analyses of the nature of
the embodiment cases often lead to insights that are novel contributions in their own right.
In the text, we refer to rows R1–R17 in Figures 1–3, with columns specifying the agent,
the mediator, and the environment (the world where sensing and acting take place) for
several of the described cases. For non-mediated embodiment, i.e., when the agent uses its
own sensors and actuators, the mediator column is left blank. For mediated embodiment,
the agent uses sensors and actuators belonging to the mediator, specified in the mediator
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column. The right-most column is a combination of the two dimensions degree of body
and degree of intertwining. Since these concepts may vary a lot, even for a given category
of embodiment, we indicate a bar of varying length, mainly to illustrate relative differences
between categories (rows).

Figure 1. Examples of various types of human embodiment categorized by our taxonomy.

Figure 2. Embodiment of different types of robots and other artifacts according to our taxonomy.
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Figure 3. Embodiment of different types of computer programs according to our taxonomy [34,35].

4.1. Humans

In this subsection, we provide examples of how humans may be embodied in the
physical world as well as in various virtual worlds.

The role and function of human embodiment are of interest to AI research for several
reasons. Embodiment is often described as an important ingredient for human intelligence.
For example, the embodiment hypothesis [36,37] states that “intelligence emerges in the
interaction of an agent with an environment . . . ”. If we aim at creating artificial intelligence,
it is therefore worthwhile to study, and possibly mimic, human embodiment. Embodiment
is also often described as an important ingredient for user experience in human–robot
interaction. For example, the embodiment hypothesis in social robotics states that “physical
embodiment has a measurable effect on the perception of social interactions” [38,39]. If we
aim at creating AI that interacts well with humans, it is therefore worthwhile to study, and
possibly mimic, human embodiment.

Referring to our taxonomy, humans are strongly embodied in the physical world
along the intertwining dimension, both at the sensory–motor level, at the interaction
level, and at the cognitive level (R1). Humans also score high along the degree of body
dimension, even if our Definition 1 allows for even higher scores. Augmented Reality (AR)
glasses [31,32] increase a human’s embodiment along the degree of body dimension by
displaying additional information about the physical world (R2).

Telepresence [40] offers an additional type of human embodiment in the physical world,
mediated by a mobile robot equipped with cameras, other sensors, and actuators (R3).
A remotely located human operator may be wirelessly connected via displays, feedback
devices, and control interfaces to both “sense” what the robot senses and control the robot’s
motion in a way that creates a feeling of “being there” (it is interesting to note that a human
operator of a telepresence robot may be viewed as embodied twice in the physical world
(R1 and R3), albeit at different locations). The degree of body and degree of intertwining
are both limited since the amount of sensory information, feedback, and ability to control is
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typically limited [41]. As described by Sheridan [42], the sense of presence in telepresence
is determined by three factors: (1) the extent of transferred sensory information, (2) the
control of the relation of sensors to environment, and (3) the ability to modify the physical
environment. It is noteworthy that (1) and (3) correspond well to our body dimension,
and (2) corresponds to our intertwining dimension. Video conferencing is a simplified
version of telepresence where the robot is replaced with a stationary computer screen, video
camera, loudspeaker, and microphone, resulting in lower scores for the degree of body and
degree of intertwining.

Several recent technological innovations have introduced human embodiment in
virtual worlds. In metaverse platforms such as Second Life (often cited as the first example
of the metaverse [43]), Microsoft Teams, and numerous multiplayer online games (for
example, Roblox and Fortnite), human users are virtually embodied as avatars—with
bodies acting and interacting in a virtual world (R4). Hence, these avatars act as mediators
for virtually embodied humans. Virtual Reality (VR) equipment increases the feeling of
being immersed in the virtual environment [17], including the sensation that the avatar’s
virtual body parts are parts of the own body (R5). There is substantial research on how this
affects the feeling of first-person embodiment in the virtual world (see [44] for an overview).
The scores along the body and intertwining dimensions increase when using such VR
equipment compared to watching your avatar on a screen (R4). Spatial Computing, for
example, implemented as smart glasses, introduces a similar, but more complex, situation
by simultaneously supporting a human user’s presence, and hence embodiment, in both
the physical and virtual world (R6).

4.2. Physical Robots and Other Artifacts

In this subsection, we provide examples of how physical robots and other artifacts
may be embodied in various ways.

Physical robots are, to varying extents, embodied in the physical world. Traditional
industrial robots have no or only a few sensors and cannot move around freely (R7). This
limits their embodiment along the body dimension, and also along the intertwining dimen-
sion since there are very limited, if any, sensory–motor interactions with the environment.
Some modern industrial and field robots are equipped with more advanced sensors, and
with control mechanisms that build on sensory–motor interaction. One example is visual
servoing, which uses direct image feedback to control a robot gripper toward its goal,
instead of depending on unreliable absolute position estimates [45]. Another example
is force feedback, which avoids collisions and supports safe interaction with humans, as
implemented in, for example, ABB:s YuMi robot [46]. Such robots score higher along both
the body and the intertwining dimensions.

A significant amount of the early AI research concerned mobile robots. Shakey was one
of the most recognized examples, as the first robot that could perceive and reason about
its surroundings [47]. However, the “minds” of these robots were distinctly separated
from the world through sensors, actuators, and symbol systems. In our taxonomy, such
robots therefore score low along the intertwining dimension, albeit higher than traditional
industrial robots (R8).

The early ideas on embodied cognition were picked up by AI researchers such as
Brooks [48] at the end of the 1980s (for an overview see [49]). He argued that robots need
to be based on sensory–motor coupling with the environment, and built several robots that
did not rely on detailed models of the world. Instead, he claimed that “the world is its own
model”, that can be simply accessed with sensors. Other researchers, for example, Pfeifer
and Bongard [50], demonstrated how computations can be outsourced to both hardware
and the environment; for example, in the design of walking robots with neither computers
nor sensors. Such robots score higher along the intertwining dimension. The shortcomings
of this “Embodied AI” approach were later recognized and led to approaches such as
“enactive artificial intelligence” [51].
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The last decades’ development of faster computers and more accurate and robust
sensors has enabled the development of self-driving cars. Most often, they follow the
GOFAI Sense-Think-Act paradigm, either with separate modules (for object detection,
classification, localization, planning, vehicle control, etc.), or end-to-end driving where
sensor data are processed by a single “thinking” module to produce suitable actions [52].
Neural networks and deep learning are extensively used, which obviously makes the
approach less symbolic, but these cars still score low along the intertwining dimension (R9).
A recent approach with connected systems aims at distributing basic operations among cars,
pedestrians, and infrastructure such as traffic lights and traffic signs [53]. This is clearly in
the spirit of embodied cognition and distributed cognitive processes [54], and does as such
increase self-driving cars’ score along both the body and intertwining dimensions.

Another recent technological development is smart buildings [55], with automated
systems for control of resources such as electricity, security, air conditioning, access control,
etc. Such buildings are equipped with sensors and actuators, and also interfaces to the
Internet and to the people who use the buildings. Hence, a smart building may be regarded
as a physically embodied artifact, with degrees of body and intertwining that depend on
the sophistication of the sensing and actuator system (R10).

4.3. Computer Programs

In this subsection, we provide examples of how different types of computer programs
may be embodied in various ways, and in various worlds.

A personal computer’s operating system may be regarded as an embodied agent using
the computer as a mediator (R11). However, the computer as such has very limited sensing
and acting capabilities. A keyboard may, of course, be seen as a sensor, and the screen
as an actuator, but compared to, for example, a robot, a plain computer such as IBM PC
equipped with the operating system MS-DOS cannot perceive much about the world, and
cannot affect much of it either. However, with our terminology, the MS-DOS software is
physically embodied with the IBM PC acting mediator, albeit with low scores along the
body and intertwining dimensions (see Section 5 for an alternative categorization).

One interesting case of embodied software is chatbots, which are programs capable
of conducting a conversation with a human. They were introduced by AI researchers
already in the 1960s, if which the most notable is the program ELIZA by Weizenbaum [56].
Regarding embodiment, basic chatbots are computer programs that act through a mediating
computer that produces text on a screen or speech through a loudspeaker. Their sensing is
typically limited to understanding written or spoken text. Hence, a plain chatbot could
be seen as embodied in the physical world, albeit with very limited abilities to both sense
and act. McGregor [57] supports this view and even holds it as possible that some chatbots
should be regarded as embodied agents.

Some chatbots; for example, the digital assistant Siri, appear as animated figures
on the computer or phone screen, and several experiments have shown that they trigger
human responses in the same way as do robots (for an overview see [39]). Such chatbots
score higher along the body dimension (e.g., due to the animation effects) and have the
potential to score higher also along the intertwining dimension since they may interact in
a more complex way with humans (R12). Smart speakers, such as Google Speech, Alexa,
and Amazon Echo, are mediators for chatbot programs, with dedicated hardware that,
for example, enables them to sense temperature and doorbells, and control thermostats,
locks, and lighting in a house (R13). The functionality of this extra hardware, and how
it is controlled, affect both the degree of body and degree of intertwining. A (fictitious)
example of a, in this respect, highly advanced chatbot is the program controlling the HAL
9000, which is a sentient supercomputer in Arthur C. Clarke’s Space Odyssey series, and
the movie 2001: A Space Odyssey. The HAL computer, had it existed in the physical world,
would have a high degree of body since it controls the spacecraft as well as interacts with
the crew (for example, it manages lip reading). It also has a high degree of intertwining
since its actions depend on its percepts in an advanced fashion (for example, it locks pod
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bay doors when deemed necessary to reach its goal). For an overview of HAL’s appearance
in the movie, see https://en.wikipedia.org/wiki/HAL_9000 (accessed 8 November 2024).

A new generation of chatbots, most notably ChatGPT [58], is driven by large language
models (LLMs), which are trained on massive collections of text written by humans. As a
result, ChatGPT knows a significant amount about the physical world, and it can be argued
that it, albeit indirectly, “senses” the physical world. While the information decoded in
ChatGPT is mostly “non-personal”, it can also generate output that expresses personal
sensory experiences. For example, when given the prompt “Suppose you first eat an orange,
and then drink milk. Answer in one short sentence, how it tastes”, ChatGPT responds “It
tastes unpleasant, with a sour, curdled flavor and an off texture”. Obviously, this does not
refer to the chatbot’s own experience of drinking milk, but rather to the collective expressed
experiences of many humans who have mixed oranges and milk. Nevertheless, the chatbot
creates a strong illusion of having had experiences resembling human perception, and we
refer to this as “off-line embodiment”. Also the acting (producing text output) by ChatGPT
and intertwining of sensing and acting (i.e., dialogue management) is more advanced
compared to traditional chatbots. The degrees of body and intertwining may become even
higher through embodiment by proxy mechanisms (see below). An alternative way to
describe the embodiment of ChatGPT is to regard it as living in a virtual “text world”, for
which the text-based user interface provides sensing and acting capabilities [59].

A recent phenomenon is artificial avatars [60], also known as fake avatars [61] or AI
avatars [62]. These programs are embodied in virtual environments in the same way as
the non-artificial avatars described in Section 4.1. However, while a non-artificial avatar
is controlled by a human, an artificial avatar is controlled by an overarching computer
program (e.g., in metaverse). Unlike non-artificial avatars, an artificial avatar may be
described as a virtually embodied computer program that directly senses and acts in a
virtual world without the involvement of a mediator (R14).

Some computer programs are autonomous agents [21] acting in a virtual environment
that is not directly accessible by humans, and mainly interacting with other similar agents
and programs. Such software agents may, for example, act as spam filters, or transfer emails
over the Internet, the virtual world in which they are embodied (R15).

Embodiment is currently receiving increased attention and acceptance in the machine
learning community where the limitations of only using observational data are noted as
a hurdle for further progress. However, instead of turning to physically embodied robot
solutions, the suggested approach is to simulate the physical world and let a simulated
virtual robot move around in this world to collect data from which it learns. Somewhat
surprisingly, the approach is denoted “Embodied AI” [34,35]. Given the well-known history
of the overloaded terms “embodiment” and “embodied AI” [51], this certainly does not
contribute to clarifying the terminology. Nevertheless, several interesting results have
been presented, see [63] for a recent overview. With our terminology, we may describe
the setup as a software module being embodied as a simulated robot in a virtual world
created and maintained by the simulator (R16). The degree of intertwining depends on the
sophistication of the simulator.

A recent innovation is digital twins, which also build on simulator technology [64]. A
major difference compared to a regular simulator is that a digital twin is a simulation of a
specific physical system of components; for example, a factory or a car driving in a city with
other cars and pedestrians (denoted the “real twin”). Another difference is that the real
twin may be connected to sensors that provide real-time data that feed into the digital twin.
Sometimes the digital twin also outputs data that connect to actuators in the real twin [65].
Hence, a digital twin program may be described as embodied in the physical world with
the real twin acting as mediator (R17). The degree of body and the degree of intertwining
depend on the sophistication of the simulation, the type and extent of real-time data being
exchanged, and how data are processed by the digital and real twins.

https://en.wikipedia.org/wiki/HAL_9000


Electronics 2024, 13, 4441 10 of 14

4.4. Embodiment by Proxy

As described by Tegmark [66] (p. 148), a very smart AI program could manipulate
a human into granting it more control over the world, eventually leading to a complete
takeover by the AI. A less futuristic, but equally dystopian, scenario takes place in the
metaverse, with AI-controlled artificial avatars manipulating human-controlled avatars
(and their associated humans) in ways that have clear effects in the physical world (such as
how people vote, what they buy, and who they trust) [60]. In both scenarios, the AI program
exerts what we denote as “embodiment by proxy”, by almost literally using humans as
“extended arms”.

It is noteworthy that embodiment by proxy does not require a sentient AI program that
tricks or deceives people to reach its own goals. Already today, both individuals and entire
companies voluntarily adapt their behavior to fit decisions made by computer programs
and artifacts, while the programs and artifacts were designed to fit requirements defined
by the humans. Such man–computer symbiosis has been anticipated since the invention of
computers [67], and nowadays also one-sided handover of company management and
leadership to computers is considered [68]. This means that the computers control the
physical world indirectly via the involved humans, through an embodiment-by-proxy
mechanism. Furthermore, already today many computer systems are physically embodied
beyond the keyboard and screen and have direct control over, for example, salary payments,
power grids, communication between people, and distribution of news. Both indirect
and direct control of the world is expected to increase as the AI systems and metaverse
environments become more powerful. Hence, the non-embodied appearance of computer
programs is deceptive, since they neither need arms nor legs to affect the physical world.

5. Discussion

The discussion in this section is divided into two parts: one focusing on the suggested
taxonomy, and one on the current and future state and status of embodiment, analyzed in
light of the taxonomy and the examples of embodiment discussed in Section 4.

5.1. The Taxonomy

We introduced a five-dimensional taxonomy that helps categorize and understand
various embodiment cases. The distinction between the embodied agent and the mediator
(dimensions 1 and 2, respectively) may appear as a commitment to the Descartian mind–
body dualism. According to this paradigm [3], a human was made up of an immaterial
spirit inside a mechanical body. Thinking, willing, and conceiving were attributes of the
spirit. The role of the physical body was to provide inputs passed from the sensory organs
to the immaterial spirit, and to receive signals to activate muscles and enable motion.
Our taxonomy certainly allows for human embodiment to be categorized as such, by
regarding the soul as the agent (dimension 1) and the body as the mediator (dimension 2).
However, R1 in Figure 1 illustrates the more recent embodied cognition paradigm wherein
the entire human is regarded as an embodied agent. A dualistic approach is taken to
describe teleoperation (R3), wherein the human is embodied as a telepresence robot, with
the latter acting as a mediator. At R11, the operating system MS-DOS and the IBM PC
are also described in a dualistic fashion. However, it would also be possible to regard the
computer and operating system as one embodied agent, just as we describe the embodied
human at R1. Hence, the taxonomy allows for both paradigms, and the choice is up to the
user. We believe that this explicit option helps in understanding and discussing complex
cases of embodiment.

Dimensions 4 (degree of body) and 5 (degree of intertwining) may be perceived
as controversial. According to Definitions 1 and 2, a blind person would score lower
along both dimensions than a seeing person (everything else equal), and hence be “less
embodied”. However, the blind person’s hearing may be more intertwined with both
thinking and acting compared to a seeing person. The definitions do not specify how these
two conditions should be weighted when assigning values to the body and intertwining
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dimensions. However, as previously mentioned, the dimensions should not be interpreted
in a mathematical sense, but rather as a way of expressing the non-binary nature of both
body and intertwining. A related example is illustrated at R2 in Figure 1, where we attribute
a higher degree of body and intertwining to a person equipped with AR glasses, who may
be regarded as “more embodied” than the person at R1.

The proposed taxonomy may be used to classify cases of social embodiment [69–71]
and socially embodied AI [72], even if no examples are given in this paper. For this, the
usual meanings of sensing and acting have to be extended to also cover mechanisms for
perception and enacting of social cues, social signals, and social norms. Intertwining of
sensing and acting should also be extended to include social interaction. One example
would be a chatbot program embodied as a smart speaker (R13 in Figure 3). Compared
to chatbot programs running on plain computers, the smart speaker increases users’ ten-
dency to anthropomorphize [73,74]. This may be described in the taxonomy as a case of
social embodiment where the human expresses its anthropomorphization of the chatbot
through social signals, which in turn are perceived and used by the chatbot to shape the
continued dialogue.

Altogether, the presented taxonomy proved to be a useful tool to analyze, clarify,
and compare complex cases of embodiment. It also aided us to define the novel concepts
embodiment by proxy and off-line embodiment. Overall, we hope and believe that the
taxonomy and the accompanied discussion contribute to a better understanding of the
notion of embodiment, and of the different ways in which the term has been used, and will
be used, not least related to the recent and future developments in AI and the metaverse.

5.2. The Current and Future State and Status of Embodiment

In Section 2, we gave a brief overview of the history of embodiment. As a complement,
we here provide an analysis of the current and future state and status of embodiment in
science and technology, with the presented taxonomy as a backdrop.

The success of largely non-embodied and virtually embodied approaches, such as the
large language models and metaverse applications mentioned in Section 4.3, indicate a
distinct shift in attention in research and development, away from physically embodied
solutions. Clearly, a virtual world is easier to deal with, since it circumvents many of the
hard problems recognized already in the early years of AI (for example, the noisy, dynamic
physical world, inaccurate sensors, and slow computers). Furthermore, virtual solutions
“scale” commercially: the extra effort to launch 100 more chatbots or artificial avatars is very
low, once the first one is working as it should. This shift is strongly supported by the large
Internet companies and their research laboratories. Both Google and OpenAI have either
sold off their robotics companies [75] (Google purchased eight robotics companies in less
than six months in 2013 [76]) or disbanded their robotics teams to focus on either simulated
robots or pure machine learning [77]. At the same time, large automotive companies such
as Ford and Volkswagen shut down their programs for the development of self-driving
cars [78]. While few details on the reasons for these changes are public, a reasonable
guess is that the industry does not see a near future where they can make money on
physically embodied robots or cars. This shift away from physical embodiment seems
to have influenced funding agencies such as the European Union’s frame program for
research, where recent agendas and call texts involving robotics almost always refer to the
combined area “AI, data and robotics” [79], whereas earlier robotics was a separate area.

While physical embodiment seems to be on the decline, a strong development of the
metaverse (as well as of involved technologies such as VR) would strengthen the role of
virtual embodiment. Furthermore, avatars with abilities to sense and affect the physical
world would increase also the physical embodiment. This may be achieved directly by
equipping the computers with sensors and actuators, or through embodiment by proxy
mechanisms, as described in Section 4.3. Hence, even if the future, as always, is uncertain,
embodiment is expected to remain an important concept in both science and technology,
not least in relation to AI and the metaverse.
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