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Abstract: Ultra-low-voltage design brings considerable outcomes in power reduction and energy
efficiency improvement at the cost of performance degradation and uncertainty. Conventional
standard cell design methodology cannot guarantee optimal performance for subthreshold operations
due to the lack of consideration of process variation. In this paper, an effective subthreshold cell
sizing method is proposed to minimize the worst-case propagation delay by deriving the optimal
pMOS-to-nMOS width ratio (β) analytically, which reveals the relation between the minimal worst-
case delay and the process parameters and provides distinct guidance for standard cell library design.
The proposed method demonstrated good agreement with the Monte Carlo SPICE simulation results
and was validated at the cell level and the circuit level. At the cell level, the logic cells designed with
the proposed method show at least 8.6% and 7.4% improvement, on average, for worst-case delay
and energy-delay product (EDP), respectively, with an additional 3.2% energy overhead compared to
the prior approaches. At the circuit level, the proposed method improves the worst-case performance
and worst-case EDP of the ring oscillator by at least 15.5% and 15.0%, respectively, with a 0.9% energy
penalty. Moreover, the ISCAS’89 and OpenCores circuits synthesized with the optimized cells achieve
at least 6.6% worst-case performance enhancement, 6.9% power reduction, and 9.4% area saving.

Keywords: low-voltage design; performance optimization; process variation; standard cell sizing

1. Introduction

State-of-the-art ultra-low-voltage design decreases the supply voltage down to thresh-
old voltage as a promising candidate to meet stringent power budgets for many applica-
tions [1,2]. However, due to the small gate voltage drive, subthreshold circuits face severe
challenges in terms of over 500~1000× performance degradation [3] and uncertainty com-
pared with super-threshold operation, which could be mitigated with customized standard
cells. Commercial cell libraries are designed and characterized for super-threshold voltage
operations [4,5], which require special modifications to improve performance and reduce
power consumption, as well as variability for the subthreshold region.

Plenty of research has been presented to deal with subthreshold cell design [6–14].
The minimum-width cell design was proposed in [6,7] by breaking wider transistors into
multiple fingers to mitigate the impact of the inverse narrow width effect (INWE) or the
narrow width effect (NWE) for performance improvement. The optimal pMOS-to-nMOS
width ratio (β) for the subthreshold domain was reevaluated in [8] to achieve equal rise
and fall times. The concept of logical effort was adopted in [9,10] to perform transistor
sizing for standard cells with stacking structure, which diverges from the situation in
the super-threshold region when the subthreshold operation is performed. However,
the impact of process variation is not considered, nor is the statistical delay distribution.
An analytical expression was derived in [11] to find the optimal pMOS-to-nMOS width
ratio in the subthreshold region with the consideration of process variation. The work
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in [12] introduced a subthreshold cell sizing methodology by balancing the mean value
of the pMOS and nMOS transistor currents, but the variance of the current distribution
is neglected. In [13], although the optimization solution was finally verified with Monte
Carlo (MC) simulations, the impact of process variation is not considered during cell sizing.
In [14], a digital cell library was presented in the near-threshold region to obtain both high
energy efficiency and optimal performance with an asymmetric gate length scheme and
a forward body biasing technique. A multi-threshold-voltage and multi-channel-length
standard cell library was developed in [15] to enable the fine granularity of driving strength
for near-threshold and subthreshold circuit design at minimal power and area overhead.
The impact of the Reverse Short Channel Effect (RCSE) and the Inverse Narrow Width
Effect (INWE) on the device I-V characteristics under the subthreshold region was studied
by [16] for standard cell library design. The best switching efficiency was used as the
indicator in [17] for the optimal channel length design targeting ultra-low voltages. In [18],
the standard cell pMOS-to-nMOS width ratio was sized to maximize the performance with
the constraint of a full diffusion layout structure to improve the circuit performance at the
cost of higher energy consumption.

In most prior cell sizing methods for ultra-low-voltage design, the cell delay variation
due to process mismatch is not taken into consideration, leading to a suboptimal solution
for cell sizing. To demonstrate the impact of delay variation on the cell sizing solution,
the fluctuation tendency of nominal delay and worst-case delay is plotted in Figure 1 by
varying β, which is obtained by the MC simulation results of an inverter cell driving an
identical one under the TSMC 28 nm process. The worst-case delay is defined as the 3σ
percentile point of the delay distribution. In the super-threshold region (Figure 1a), the
nominal delay achieves the minimum value, with nearly the same β as the worst case.
However, in the subthreshold region (Figure 1b), the optimal β for the nominal delay
deviates from that for the worst case, so that could not guarantee the minimal worst-case
delay, suffering from 26.2% performance degradation.
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minimizing the 3σ percentile of propagation delay distribution, which has been 
validated under various process technologies to demonstrate good agreement with 
MC SPICE simulation results. 

pMOS-to-nMOS width ratio (β) pMOS-to-nMOS width ratio (β) 

Figure 1. SPICE simulation results of the nominal and worst-case propagation delay for inverter
under TSMC 28 nm (a) super-threshold region (1.1 V) and (b) subthreshold region (0.35 V).

In this work, a standard cell sizing technique is proposed to derive the optimal
pMOS-to-nMOS width ratio (β) analytically for worst-case performance optimization in
the subthreshold domain by considering process variation with random variables.

The main contributions of this work are summarized as follows:

• The optimal β targeting at worst-case performance was derived analytically by mini-
mizing the 3σ percentile of propagation delay distribution, which has been validated
under various process technologies to demonstrate good agreement with MC SPICE
simulation results.

• The analytical expression of the optimal β reveals the relation between the optimal
worst-case cell delay and the process parameters with physical insight. To be precise,
the ratio of mobility, as well as the ratios of mean and variance of threshold voltage
for nMOS and pMOS transistors, determine the optimal β for minimal worst-case cell
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delay, which provides distinct guidance for standard cell design for specific processes
without time-consuming MC SPICE simulations.

• The standard logic cells designed by the proposed optimization method were validated
under the process of TSMC 28 nm technology, which outperforms the competitive
approaches with significant worst-case performance improvement and worst-case
energy-delay product (EDP) reduction at both the cell level and the circuit level.

This paper is organized as follows: Section 2 derives the subthreshold worst-case
delay model analytically considering process variation, and the optimal β for minimal
worst-case delay is derived in Section 3. Validation results are given and compared in
Section 4. Section 5 draws the conclusions.

2. Subthreshold Worst-Case Propagation Delay Model

The propagation delay (tp) for the subthreshold region can be modeled by an inverter
driving an identical cell, as shown in Figure 2, where the channel widths of the nMOS and
pMOS transistors are denoted as Wn and Wp, respectively, and the channel lengths of all
transistors are equal to L. The ratio of the pMOS-to-nMOS width is defined as (1).

β = Wp/Wn (1)
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The load capacitance for the first-stage inverter in Figure 2 is denoted as CL, which
represents all capacitances at node ZN, including the total drain and gate capacitances
associated with all nMOS and pMOS transistors, Cn and Cp, and the wire capacitance, Cw.
Since Cn and Cp are both proportional to the transistor channel area, i.e., transistor channel
width, the value of Cp is β times that of Cn, and CL can be expressed as

CL = Cn + Cp + Cw = (1 + β)Cn + Cw (2)

The propagation delay of the first inverter in Figure 2 can be expressed by [4].

tp =
tpHL + tpLH

2
=

VDDCL
4

(
1
In

+
1
Ip

)
(3)

where tpHL and tpLH are the delays of high-to-low and low-to-high voltage transitions of
the ZN node, and VDD is the supply voltage. In and Ip are the subthreshold drain currents
of the nMOS and pMOS transistors of the first inverter, which are proportional to the ratio
of channel width and length and exponentially related to threshold voltage, which can be
expressed as [11]. 

In = I0µn
Wn
L e

Vgs−Vthn
nϕt

(
1 − e

−Vds
ϕt

)
Ip = I0µp

Wp
L e

Vgs−Vthp
nϕt

(
1 − e

−Vds
ϕt

) (4)
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with
I0 = Cox(n − 1)ϕ2

t (5)

where I0 is a process-dependent parameter, Cox refers to the gate oxide capacitance per unit
area, n is the subthreshold slope factor, Vgs and Vds are, respectively, the gate-source voltage
and drain-source voltage, µn(µp) is the charge carrier mobility, Vthn(Vthp) is the threshold
voltage, n is the sub-threshold slope factor, and Φt is the thermal voltage.

By substituting the subthreshold drain current as (4) into (3) with a step input signal

(Vgs = VDD) and approximating the term 1 − e
−Vds

ϕt to 1, the propagation delay for the
subthreshold region can be written as

tp = k ×
[
(1 + β)× αn +

(
1 +

1
β

)
× Λ × αp

]
(6)

where the related parameters are defined as

αn = e
Vthn
nϕt , αp = e

Vthp
nϕt , Λ =

µn

µp
, k =

VDDe−
VDD
nϕt

4I0
Wn
L µn

(
Cn +

Cw

1 + β

)
(7)

With process-related parameters, including αn/αp and Λ, it can be seen from (6) that
the propagation delay for the subthreshold region is closely related to the pMOS-to-nMOS
width ratio (β).

As claimed in prior publications [19,20], the fluctuations of current and propagation
delay are dominated by the threshold voltage variation at the subthreshold voltage, which
is associated with the parameters αn and αp in (6). Since the threshold voltages Vthn and
Vthp are Gaussian-distributed [8,12], the random variables αn and αp follow log-normal
(LN) distributions, whose means and variances can be expressed as

E(αn) = eE(V′
thn)+

D(V′
thn)
2 , D(αn) =

(
eD(V′

thn) − 1
)

E2(αn)

E
(
αp
)
= eE(V′

thp)+
D(V′

thp)

2β , D
(
αp
)
=

(
e

D(V′
thp)

β − 1

)
E2(αp

) (8)

with 
E
(
V′

thn
)
= E(Vthn)

nϕt
, E
(

V′
thp

)
=

E(Vthp)
nϕt

D
(
V′

thn
)
= D(Vthn)

(nϕt)
2 , D

(
V′

thp

)
=

D(Vthp)
(nϕt)

2

(9)

where E(Vthp)/E(Vthn) and D(Vthp)/D(Vthn) are the mean and variance of the threshold
voltage of minimum-sized pMOS/nMOS transistors, respectively. The variance of threshold
voltage for the pMOS transistor is reversely proportional to β according to Pelgrom’s
law [21]. Therefore, the mean and variance of tp can be analytically derived as

E
(
tp
)
= k(1 + β)eE(V′

thn)+
D(V′

thn)
2 + k

(
1 + 1

β

)
ΛeE(V′

thp)+
D(V′

thp)

2β

D
(
tp
)
= k2(1 + β)2

(
eD(V′

thn) − 1
)

e2E(V′
thn)+D(V′

thn) + k2
(

1 + 1
β

)2
Λ2

(
e

D(V′
thp)

β − 1

)
e2E(V′

thp)+
D(V′

thp)

β

(10)

which indicates that both the mean and variance of tp are highly dependent on β, as well as
process-related parameters.

By approximating the propagation delay in (6) to follow the LN distribution, the
worst-case propagation delay in terms of the 3σ percentile point of the delay distribution
can be represented as

tmax
p = eµ(tp)+3σ(tp) (11)
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where the distribution parameters µ and σ can be expressed as (12) and (13), respectively,
by E(tp) and D(tp) in (10) by considering E(V’thn) >> D(Vthn) ≈ 0, E(V’thp) >> D(Vthp) ≈ 0,

µ
(
tp
)
= ln

 E
(
tp
)√

1 +
D(tp)
E2(tp)

 = ln k + ln eE(V′
thn) + ln

(
β +

ΛΓ
β

+ 1 + ΛΓ
)

(12)

σ
(
tp
)
=

√√√√ln

(
1 +

D
(
tp
)

E2
(
tp
)) =

√√√√√ln

1 + D
(
V′

thn
) β2 + Λ2Γ2Ψ2

β

(β + ΛΓ)2

 (13)

with

Γ =
eE(V′

thp)

eE(V′
thn)

, Ψ =

√
D
(
V′

thn
)

D
(
V′

thn
) (14)

3. Optimization Method for Subthreshold Worst-Case Propagation Delay

According to the worst-case propagation delay model derived as shown in (11), the
minimal value can be achieved with the minimal µ + 3σ, which can be obtained with the
optimal βopt by letting the derivation of µ + 3σ with β equal zero.

∂(µ + 3σ)

∂β

∣∣∣∣
β=βopt

= 0 (15)

However, due to the complicated relations between µ + 3σ and β, as shown in (12)
and (13), it is almost impossible to derive the expression of µ + 3σ with β so as to solve the
optimal βopt analytically. In order to simplify this problem, the goal of minimizing µ + 3σ

is replaced by solving the optimal β
µ
opt and βσ

opt for the minimal µ and σ, respectively, as

formulated in (16) in Sections 3.1 and 3.2. With the optimal β
µ
opt and βσ

opt, the optimal βopt
can be proved in Section 3.3 in detail to be between them and estimated as the average
shown in (17).

∂µ

∂β

∣∣∣∣
β=β

µ
opt

= 0,
∂σ

∂β

∣∣∣∣
β=βσ

opt

= 0 (16)

βopt =
β

µ
opt + βσ

opt

2
(17)

3.1. Optimal β Derivation for Minimal µ of Delay Distribution

In order to achieve the minimal µ, it can be easily found from (12) that the value of β
only affects the last term of µ. Due to this, minimizing µ is equivalent to the minimization
of the exponent of the last term, which can be represented as fµ(β) in (18).

fµ(β) =

(
Cn +

Cw

1 + β

)(
β +

ΛΓ
β

+ (1 + ΛΓ)
)

(18)

Through (18), the optimal β for the minimal µ can be easily solved by deriving the
derivative of the function fµ(β) and letting it be zero, as follows:

∂ fµ(β)

∂β

∣∣∣∣
β=β

µ
opt

= 0 ⇒ β
µ
opt =

√
ΛΓ
(

1 +
Cw

Cn

)
(19)

It is worth noting that the derived β
µ
opt for the minimal µ is the same as that derived

in [11], where it was used to minimize the nominal delay without considering process
variation. It can be found from (19) that the total wire capacitance Cw would increase the
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optimal β for the minimal µ. If Cw could be considered to be negligible compared to Cn, the
optimal β for the minimal µ could be simplified to

β
µ
opt =

√
ΛΓ (20)

3.2. Optimal β Derivation for Minimal σ of Delay Distribution

It can be observed from (13) that minimizing σ is equivalent to the minimization of fσ(β) as

fσ(β) =
β2 + Λ2Γ2Ψ2

β

(β + ΛΓ)2 (21)

Through (21), the optimal β for the minimal σ is the solution of the following equation
by deriving the derivative of the function fσ(β) and letting it be zero:

∂ fσ(β)

∂β

∣∣∣∣
β=βσ

opt

= 0 ⇒ gσ

(
βσ

opt

)
= hσ

(
βσ

opt

)
(22)

where {
gσ(β) = β3

hσ(β) = ΛΓΨ2

2 (3β + ΛΓ)
(23)

It can be seen from (23) that the optimal βσ
opt for minimizing σ can be obtained by

solving the intersection of the cubic curve of gσ(β) and the linear line of hσ(β), where gσ(β)
is a process-independent function of β, while hσ(β) is impacted by process-dependent
parameters including Λ, Γ, and Ψ.

3.3. Proof of Estimation of Optimal β for Worst-Case Delay with Optimal β for µ and σ of
Delay Distribution

Since the differentiation of µ + 3σ is a continuous function of β, the optimal βopt for
the minimal worst-case delay is certain to be between β

µ
opt and βσ

opt if and only if the signs

of the derivatives for β
µ
opt and βσ

opt are opposite, as shown in (24) and (25).

∂(µ + 3σ)

∂β

∣∣∣∣
β=β

µ
opt

> 0 and
∂(µ + 3σ)

∂β

∣∣∣∣
β=βσ

opt

< 0 (24)

∂(µ + 3σ)

∂β

∣∣∣∣
β=β

µ
opt

< 0 and
∂(µ + 3σ)

∂β

∣∣∣∣
β=βσ

opt

> 0 (25)

The value of ∂(µ+3σ)
∂β for β

µ
opt and βσ

opt can be represented as

∂(µ+3σ)
∂β

∣∣∣
β=β

µ
opt

=
[

2
Ψ2 −

(
β

µ
opt + 3

)]
× 3σp

2

2
(

1+β
µ
opt

)
× 1[(

1+β
µ
opt

)2
+
(

σ2
n+σ2

p β
µ
opt

)]√√√√√ln

1+
1+σ2

p β
µ
opt(

1+β
µ
opt

)2



∂(µ+3σ)
∂β

∣∣∣
β=βσ

opt

=
1−
(

β
µ
opt

βσ
opt

)2

βσ
opt+

(
β

µ
opt

)2

βσ
opt

+1+
(

β
µ
opt

)2

(26)



Electronics 2024, 13, 4477 7 of 12

By observing (26), the signs of the derivatives for β
µ
opt and βσ

opt are consistent with the
signs of Sµ and Sσ as shown in (25), respectively, which can be proven to be opposite by
analyzing the relations of gσ(β) and hσ(β), as demonstrated in Figure 3.

Sµ = 2
Ψ2 −

(
β

µ
opt + 3

)
Sσ = 1 −

(
β

µ
opt

βσ
opt

)2 (27)
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By observing (26), the signs of the derivatives for opt
μβ  and opt

σβ  are consistent with 
the signs of Sµ and Sσ as shown in (25), respectively, which can be proven to be opposite 
by analyzing the relations of gσ(β) and hσ(β), as demonstrated in Figure 3. 
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Figure 3. Derivation of the signs of Sµ and Sσ by the relation of hσ(β) and gσ(β). Figure 3. Derivation of the signs of Sµ and Sσ by the relation of hσ(β) and gσ(β).

Figure 3 plots the β related functions of hσ(β) and gσ(β) as a blue line and a red
cubic curve, respectively. By comparing (23) and (27), it can be noticed that the analytical
expressions of Sµ/Sσ own similar forms as that of hσ(β) and gσ(β); thus, it can be illustrated
by Figure 3 that the signs of Sµ and Sσ, e.g., the signs of the derivatives of β

µ
opt and βσ

opt, are
absolutely opposite. In order to demonstrate the relative relations between hσ(β) and gσ(β)
due to various process-dependent parameters, including Λ, Γ, and Ψ, three blue lines are
drawn in Figure 3 to respectively indicate all types of cases, including when hσ(β) is larger
than, equal to, and smaller than gσ(β) when β equals β

µ
opt. By taking the upper blue line for

hσ(β) as an example, which is larger than gσ(β) when β is β
µ
opt, i.e., hσ

(
β

µ
opt

)
> gσ

(
β

µ
opt

)
,

the signs of Sµ and Sσ can be proven to be absolutely negative and positive, respectively,
as follows.

First, the sign of Sµ can be proven to be negative when hσ

(
β

µ
opt

)
> gσ

(
β

µ
opt

)
. By

joining the expressions of hσ(β) and gσ(β) in (23) into the condition of hσ

(
β

µ
opt

)
> gσ

(
β

µ
opt

)
,

it can be deduced that 2
Ψ2 < β

µ
opt + 3, indicating Sµ is negative according to (27).

Second, the sign of Sσ can be proven to be positive when hσ

(
β

µ
opt

)
> gσ

(
β

µ
opt

)
. It can

obviously be found in Figure 3 that, in this case, the x-coordinate of the intersection of hσ(β)
and gσ(β), i.e., βσ

opt as defined in (22), is certain to be larger than β
µ
opt, indicating that Sσ is

positive according to (27).
Similarly, the signs of Sµ and Sσ can be proven to be absolutely positive and negative,

respectively, by taking the lower blue line for hσ(β) as an example. In all, the signs of the
derivatives for β

µ
opt and βσ

opt can be proven to be absolutely opposite so that the minimal

worst-case delay is certain to be between β
µ
opt and βσ

opt or even identical with both β
µ
opt and

βσ
opt for the case of the middle blue line; thus, it can be estimated as (17).

Several useful conclusions could be drawn based on the above analytical derivation to
reveal the relation between the optimal βopt and process parameters with physical insight.

Firstly, whether the optimal βopt for minimal worst-case propagation delay would be
larger or smaller than β

µ
opt is determined by the ratio of the standard deviation of threshold

voltages of nMOS and pMOS transistors, i.e., Ψ. As can be seen in (27), the magnitude of Ψ
impacts the signs of Sµ and Sσ, as well as the relative relation between βopt and β

µ
opt.
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Secondly, Ψ is also related to the slope and intercept of hσ(β), so that determines the
impact of process variation to the optimal βopt. Specifically, the smaller Ψ is, the smaller the
slope and intercept of hσ(β) are, and the larger the deviation of the optimal βopt from β

µ
opt.

Thirdly, the optimal βopt for worst-case propagation delay is only dependent on the
ratio of mobility, as well as the ratios of mean and variance of threshold voltage for nMOS
and pMOS transistors. In other words, it is independent of supply voltage and valid for
any corners in the subthreshold domain.

4. Validation Results and Discussion
4.1. Validation of the Proposed Method at Gate Level

The analytically derived optimal βopt for the worst-case subthreshold operation was
validated by MC SPICE simulation results under various process technologies. Compared
with the competitive approaches in [4,11,18], which neglect the impact of the process varia-
tion in the subthreshold region, the optimal βopt derived in this work is highly consistent
with the MC simulation results for all validated processes, as shown in Table 1. For all
processes, 10K trails of MC SPICE simulations were performed by the HSPICE tool at the
TT corner with a supply voltage of 0.35 V and temperature of 25 ◦C to evaluate the worst-
case propagation delay of the inverter for each specific β, which was swept by gradually
increasing from an initial value of 1.0. It can be seen that for most processes, a higher β
is required by the proposed standard cell sizing solution to compensate for the impact
of process variation in the subthreshold region. Moreover, only for the process of TSMC
40 nm, the optimal βopt is smaller than the case of subthreshold optimization without
the consideration of process variation [11], indicating that the cell area could be saved to
minimize the worst-case propagation delay. The optimal β

µ
opt and βσ

opt for the minimal µ
and σ are also compared with the optimal βopt in Table 1, where the former is adopted as
the optimal solution in [11]. It was found that the divergence between the optimal βopt and
optimal β

µ
opt/βσ

opt ranges between 19% and 33% for various processes.

Table 1. Comparison of optimal β between analytical models and MC SPICE simulation results for
various process technologies.

β TSMC 28 nm TSMC 40 nm SMIC 40 nm TSMC 65 nm

MC SPICE Sim. 2.6 (−2%) 1.7 (−5%) 2.7 (−2%) 2.2 (3%)
[4] 1.25 (−53%) 1.51 (−16%) 2.06 (−27%) 1.58 (−26%)

β
µ
opt [11] 1.81 (−31%) 2.38 (33%) 1.98 (−30%) 1.72 (−19%)
βσ

opt 3.47 (31%) 1.20 (−33%) 3.66 (30%) 2.54 (19%)
[18] 1.51 (−43%) 1.40 (−22%) 1.72 (−39%) 1.35 (−37%)

This work 2.64 1.79 2.82 2.13

The proposed subthreshold cell sizing method was applied to standard cell design
under the process of TSMC 28 nm, as well as the approaches in [3,10,11]. For all designed
cells, the transistor channel lengths were kept at the minimum, and the consistent layout
area constraint was applied for each cell to make a fair comparison in terms of the worst-
case propagation delay, energy consumption, and energy-delay product (EDP).

In order to validate the improvement in the optimal βopt derived in this work for
various logic structures of cells, Table 2 shows the validation results for the standard cells
using different methods at 0.35 V, 25 ◦C, and TT corner with 10K MC SPICE simulations,
where Ave. Incr. in the last row indicates the average increase in our method compared
with others. Compared with the method derived for the super-threshold region [4], the
proposed statistical optimization method reduces the worst-case propagation delay, energy
consumption, and EDP by 15.7%, 10.5%, and 26.6% on average, respectively. Compared
with the method for the subthreshold region without considering process variation [11],
the proposed method shows an average of 8.6% and 7.4% reduction in terms of worst-
case propagation delay and EDP, with a slight increase in energy consumption of 2.2%.
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Compared with the method by balancing the mean of the pMOS and nMOS transistor
current distributions in [12] for the subthreshold region, the proposed method reduces the
worst-case propagation delay and worst-case EDP by 12.1% and 11.9% at the cost of an
additional 3.2% worst-case energy consumption. Compared with the method in [18] to
improve the circuit performance with the constraint of a full diffusion layout structure, the
proposed method still reduces the worst-case propagation delay, energy consumption, and
EDP by 5.6%, 15.8%, and 26.7% on average, respectively.

Table 2. Comparison of worst-case propagation delay, energy consumption, and energy-delay
product for standard logic cells operating at 0.35 V, 25 ◦C, TT corners under TSMC 28 nm process.

Cell
Worst-Case Propagation Delay (ps) Worst-Case Energy Consumption (fJ) Worst-Case Energy-Delay Product (fJ × ps)

[4] [11] [12] [18] Ours [4] [11] [12] [18] Ours [4] [11] [12] [18] Ours

INV 76.4 71.0 71.3 68.3 64.0 0.211 0.185 0.186 0.213 0.189 15.7 12.7 13.1 14.9 11.6
NAND2 98.6 93.7 102.2 96.4 90.6 0.206 0.179 0.177 0.222 0.182 20.0 16.4 18.0 21.9 16.0
NOR2 198.1 177.8 167.0 162.4 155.0 0.223 0.192 0.181 0.231 0.193 42.3 31.6 31.6 38.4 28.0

AOI21D 215.6 198.0 202.2 195.9 183.6 0.341 0.297 0.291 0.349 0.302 71.9 56.7 62.5 69.7 53.4
OAI21D 93.7 85.1 99.6 81.1 77.0 0.087 0.078 0.081 0.102 0.082 7.7 6.1 6.3 8.5 5.6

Ave. Incr.
(%) 15.7 8.6 12.1 5.6 0.0 10.5 −2.2 −3.2 15.8 0.0 26.6 7.4 11.9 26.7 0.0

In order to validate the improvement in the optimal βopt derived in this work for
various subthreshold corners with different voltages and temperatures, the standard cells
designed with different methods are further compared at other corners by MC SPICE
simulation with a supply voltage between 0.25 V and 0.35 V and temperatures ranging
from −40 ◦C to 125 ◦C, as shown in Table 3. It can be seen that the proposed method
outperforms others in terms of worst-case propagation delay, similar to the corner, at 0.35 V
and 25 ◦C.

Table 3. Comparison of worst-case propagation delay for standard logic cells at corners under TSMC
28 nm process (unit: ps).

Cell
0.35 V, −40 ◦C 0.35 V, 125 ◦C

[4] [11] [12] [18] Ours [4] [11] [12] [18] Ours

INV 287 268 265 247 228 33 34 34 35 32
NAND2 346 320 333 304 282 39 39 39 38 36
NOR2 972 892 853 724 756 191 171 177 169 154

AOI21D 1010 903 959 806 767 217 196 205 194 174
OAI21D 456 405 426 377 343 97 89 99 86 80

Ave. Incr.
(%) 22.0 14.5 16.1 4.9 0.0 13.5 8.8 12.7 8.2 0.0

Cell
0.25 V, −40 ◦C 0.25 V, 125 ◦C

[4] [11] [12] [18] Ours [4] [11] [12] [18] Ours

INV 4914 4844 4954 4928 4791 154 153 156 158 152
NAND2 8898 8307 8897 6926 6877 129 118 126 121 112
NOR2 22,939 21,278 20,797 18,194 17,212 2023 1855 1919 1505 1589

AOI21D 19,177 17,248 18,517 14,716 14,310 1682 1542 1584 1400 1340
OAI21D 8106 7350 7669 6267 6119 716 644 760 609 554
Ave. Incr.

(%) 20.0 14.2 17.2 2.8 0.0 15.8 9.4 14.7 3.8 0.0

4.2. Validation of the Proposed Method at Circuit Level

The standard logic cells designed under the process of TSMC 28 nm technology by
different optimization methods were validated and compared at the circuit level by a ring
oscillator and several ISCAS’89 benchmark circuits.

The ring oscillator was implemented with nine identically sized inverters, whose
worst-case period, worst-case energy consumption, and worst-case EDP are listed in
Table 4. It shows a similar tendency as the results for standard cells. In detail, compared
with [4,11,12,18], the worst-case period (worst-case EDP) of the ring oscillator using the
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cells by this work can be reduced by 21.6% (25.2%), 15.5% (15.0%), 25.8% (22.9%), and 5.2%
(16.3%), respectively, indicating significant performance improvement compared to prior
solutions when considering the nontrivial impact due to process variation in the worst case.
Moreover, 4.5% reduction, 0.9% penalty, and 1.1% and 11.6% reduction for the worst-case
energy consumption can be observed compared with [4,11,12,18], showing that the energy
overhead paid for the optimal βopt is acceptable.

Table 4. Comparison of worst-case period, energy consumption, and energy-delay product for ring
oscillator operating at 0.35 V, 25 ◦C, TT corners under TSMC 28 nm process.

Ring Oscillator [4] [11] [12] [18] Ours

Worst-case period (ns) 4.64(21.6%) 4.31(15.5%) 4.91(25.8%) 3.84(5.2%) 3.64

Worst-case energy consumption (fJ) 1.12(4.5%) 1.06(−0.9%) 1.08(1.1%) 1.21(11.6%) 1.07

Worst-case Energy-delay product (ns × fJ) 5.08(25.2%) 4.47(15.0%) 4.93(22.9%) 4.53(16.3%) 3.80

The standard cell libraries were validated and compared in terms of frequency, power,
and area with the synthesis results of ISCAS’89 and OpenCores benchmark circuits, as
shown in Table 5, where the number of cells (# Cells) in the synthesized circuit netlist
indicates the complexity of each circuit. Ave. Impr. in the last row indicates the average
improvement in our method compared with others by increasing frequency and decreasing
power and area. It was found that the proposed subthreshold cell sizing method outper-
forms the competitive methods with at least 6.6% performance improvement, 6.9% power
reduction, and 9.4% area reduction on average, indicating the overall performance, power,
and area (PPA) enhancement of standard cells optimized with the proposed sizing solution.
Owing to the standard cell library designed with the proposed method, the synthesized
circuits demonstrate a good balance among performance, power, and area, leading to
performance improvement for the subthreshold circuit, as well as power and area cost
savings compared with prior methods.

Table 5. Comparison of frequency, power consumption, and area for benchmark circuits operating at
0.35 V, 25 ◦C, TT corner under TSMC 28 nm process.

Ckt # Cells
Frequency (MHz) Power (uW) Area (um2)

[4] [11] [12] [18] Ours [4] [11] [12] [18] Ours [4] [11] [12] [18] Ours

s27 19 117 129 120 115 142 0.38 0.37 0.37 0.37 0.36 9.99 9.61 9.8 9.4 9.21
s382 179 109 114 112 110 122 4.95 4.53 4.73 4.33 4.01 206.6 174.4 178.9 167.4 151.3
s5378 1294 96 101 97 100 106 35.7 33.2 35.10 32.90 30.4 1381.7 1317.2 1342 1298 1140.2

s13207 1219 84 89 85 87 99 102.2 100.1 100.90 98.10 95.2 3575.9 3363.2 3427 3286 3138.1
s38417 8278 81 83 81 78 87 365.6 324.0 332.40 311.39 277.8 13,542 11,479 11,501 10,685 9605
s38584 8324 80 82 80 80 86 373.7 345.7 367.90 321.34 297.2 13,685 11,945 12,501 11,204 10,138
aes_ip 20,795 93 109 97 98 111 220.3 210.50 215.80 186.84 171.90 16,924 14,409 15,809 14,417 12,286
tv80 7161 103 105 103 104 114 109.5 106.30 105.40 85.26 81.00 9698 8330 8893 7878 7000

vga lcd 124,031 119 121 120 122 128 2786.2 2675.1 2690.1 2638.35 2375.2 140,459 120,708 128,375 115,247 103,291

Ave. Impr.
(%) - 12.7 6.6 11.1 11.2 0.0 17.0 12.1 14.2 6.9 0.0 19.9 12.7 15.9 9.4 0.0

5. Conclusions

Improving the worst-case performance is critical for subthreshold standard cell and
circuit design when the impact of process variation cannot be neglected. With the con-
sideration of process variation, the optimal βopt is derived analytically to minimize the
3σ percentile point of delay distribution, which reveals the relation between the optimal
worst-case cell delay and the process parameters with physical insight. Validation results
show significant improvement in worst-case delay, energy, and EDP at the gate and circuit
levels. In future works, the statistical impact of more layout-dependent effects, such as
Reverse Short Channel Effect (RCSE) and Inverse Narrow Width Effect (INWE), will be
considered in-depth for the robustness of standard cell design at the subthreshold domain.
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