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Abstract: Due to the growth of renewable energies, which requires cost reduction and efficiency
in terms of structural health assessment, failure prevention, effective maintenance scheduling, and
equipment lifespan optimization, in this paper, we propose an Ultra Wideband (UWB)-based ac-
celerometer Sensor Node for low-power applications in offshore platforms. The proposed Sensor
Node integrates a high-resolution accelerometer together with an Impulse Radio Ultra-Wideband
(IR-UWB) transceiver. This approach enables effective remote monitoring of structural vibrations.
This provides an easy-to-install, scalable, and flexible wireless solution without sacrificing robustness
and low power consumption in marine environments. Additionally, due to the diverse and highly
demanding applications of condition monitoring systems, we propose two modes of operation for
the Sensor Node. It can be remotely configured to either transmit raw data for further analysis or
process data at the edge. A hardware (HW) description of the proposed Sensor Node is provided.
Moreover, we describe the power management strategies implemented in our system at the firmware
(FW) level. We show detailed power consumption measurements, including power profiles and the
battery-powered autonomy of the proposed Sensor Node. We compare data from a wired acquisition
system and the proposed wireless Sensor Node in a laboratory environment.The wired sensor inte-
grated into this acquisition system, fully characterized and tested, is our golden reference. Thus, we
validate our proposal. Furthermore, this research work is within the scope of the SUREWAVE Project
and is conducted in collaboration with the MARIN Institute, where wave basin tests are carried out to
evaluate the behavior of a Floating Photovoltaic (FPV) system. These tests have provided a valuable
opportunity to assess the effectiveness of the proposed Sensor Node for offshore platforms and to
compare its performance with a wired system.

Keywords: hostile environments; low power consumption; wireless sensors; ultra-wide band; marine
platforms; accelerometers; vibrations; loads; edge computing

1. Introduction

In the renewable energy sector, offshore wind is rapidly acquiring an important role
because it can deliver power consistently and predictably at a highly competitive cost,
as well as having greater space availability and avoiding the environmental impact of
inland wind generators [1,2].

To achieve the European Commission’s 2030 target of 40% of renewable energy in the
energy mix, the levelized cost of energy (LCoE) in offshore wind farms (OWF) must be
reduced [3].

The operational maintenance cost is the main recurring cost in wind power and must
be reduced without compromising its long-term operation. To achieve this goal, continuous
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remote monitoring of critical components of the system will have a key role. By placing
sensors (vibrations, loads, corrosion, etc.) in key locations in the structure and remotely
accessing the data, it would be possible to minimize the number of on-site inspections,
for example. In addition, by continuously monitoring the condition of the wind turbines,
operators can schedule maintenance more effectively, minimizing downtime and extending
the useful life of the equipment [4,5].

Sensors used for continuous monitoring must meet several requirements. They must
run with very limited power (and ideally, be battery powered), have easy installation and
maintenance (battery will need to be changed someday), use wireless communications
to facilitate the deployment, and be very robust against the harsh environment (salinity,
waves, temperatures, UV exposure, etc). This can be achieved when monitoring variables
that change very slowly (temperature, salinity, corrosion, coating degradation, etc.) and,
therefore, need just a few measurements per day.

Monitoring vibrations in offshore wind generators using wireless accelerometers is an
effective method for structural health assessment, which can lead to reduced maintenance
costs. These accelerometers are capable of detecting the full range of vibrational frequencies
produced during wind turbine operation, allowing for the identification of faults and
structural flaws. Hence, the condition of wind turbines can be assessed remotely and
accurately in real-time, minimizing the need for on-site engineers. This not only improves
safety by reducing human intervention, but also improves data collection, leading to
more efficient maintenance strategies that consider the dynamic and environmental loads
affecting the turbines [6–8].

However, vibration monitoring presents additional challenges because it requires a
continuous sampling of the accelerations taking place in the structure, which obliges the
sensor to be active during far longer periods of time than other sensors.

Wireless accelerometers have numerous advantages over traditional wired accelerom-
eters. Firstly, the absence of cables simplifies installation and enhances flexibility. In spite
of the higher initial cost compared to wired counterparts, wireless accelerometers can yield
cost savings in the long term due to reduced labor and material expenses associated with
cables. In addition, the durability and longevity of wireless accelerometers are improved as
they eliminate the risk of cable wear and damage, requiring less maintenance. Furthermore,
wireless accelerometers are easier to scale up or expand to monitor multiple points simul-
taneously, making them ideal for large-scale monitoring applications. However, the data
gathered by vibration sensors are large (even huge) and must be sent to other devices
for further analysis using wireless communications that employ large amounts of energy,
which makes them very dependent on stored energy (batteries) for operation or harvesting
solutions. Frequent battery replacement will nullify any cost savings accomplished by
using wireless sensors. Therefore, reducing power consumption is a top priority in wireless
accelerometers [9].

In essence, in addition to the requirements that this type of sensor must meet, such
as being compact, robust, wireless, and cost-effective, there are other issues raised in the
literature that need to be addressed, particularly those related to power strategies and
data management, to achieve low-power solutions and thereby extend the battery life of
the sensors. Furthermore, it is essential to evaluate the suitability of this type of system
in a marine environment in terms of robustness. This paper presents an instance of such
wireless accelerometer technology, designed for remote sensing and data transmission,
resistance to the harsh, humid, and corrosive marine environment, and optimized for low
energy consumption. It is also capable of performing a degree of edge processing.

2. Related Work

The maintenance of offshore wind energy platforms is challenging due to harsh en-
vironmental conditions and their remote locations. Conventional maintenance strategies
can lead to unsustainable costs, thereby reducing the return on investment (RoI). To con-
tribute to the growth of offshore wind energy as a highly profitable renewable energy
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option, an intelligent monitoring system, like the ones described in [4–8,10,11], should be
implemented. Some of these types of monitoring system can reduce the need for on-site
inspections and enhance data collection, leading to more effective maintenance strategies.
Nevertheless, many of these systems are not optimized for power consumption and strug-
gle to effectively manage large amounts of data. Furthermore, there are very few instances
where deployment in real-world environments has been successfully carried out. Below,
technologies, methods, and mechanisms found in the literature that help achieve a robust,
remote, low-power, low-cost and intelligent monitoring system will be reviewed.

Wireless Sensor Network (WSN) architecture is the most practical choice for an offshore
platform monitoring system. In contrast to wired options, it allows for cost-effective
installations in remote and harsh environments for temporary, mobile, or permanent
applications [12–14]. Nevertheless, selecting the most suitable technology for a WSN can
be challenging due to varying communication system requirements. Refs. [15] evaluate
the specific conditions and requirements for WSNs in challenging offshore environments.
Ref. [16] discusses the critical points of WSNs applied in structural monitoring systems,
while in [17], a comparison between different technologies for WSNs is shown. For offshore
monitoring systems, Impulse Radio Ultra-Wideband (IR-UWB) is considered the most
viable technology in the case of WSNs because of its high time-domain resolution, low-
power, and cost-effective characteristics [15,17,18].

In addition to communication technology, the selection of appropriate sensors is cru-
cial and should align with the required specifications, which are derived from the specific
use case. Matching the sensors to the exact needs of the application ensures optimal per-
formance and data accuracy in the overall system. This becomes even more critical when
implementing sensors for measuring dynamic movements, such as accelerometers. There-
fore, an appropriate methodology and a relevant environment are necessary to validate
the performance of the accelerometer. Ref. [19] introduces a wireless accelerometer for
structural health monitoring, outlining the challenges of hardware and software integration
and discussing associated resolutions. The experimental performance of the wireless ac-
celerometer is validated by comparing it with high-sensitivity wired accelerometers. In [20],
an enhanced low-cost triaxial accelerometer is presented. With increased bandwidth, stan-
dalone capability, reduced noise density, and internet-based synchronization, it aims to
make Structural Health Monitoring (SHM) more affordable and applicable to a wider range
of structures. The tests conducted to validate the system’s accuracy across various frequen-
cies and amplitudes are examined. Ref. [21] focuses on the synchronization of a wireless
accelerometers network to ensure precise condition assessment of structures and minimize
false-positive damage indications. Ref. [22] introduces a novel method utilizing wireless
high-resolution acceleration sensors to analyze the vibration response of wind turbine
towers. It demonstrates how the resolution of acceleration and the placement of Sensor
Nodes affect the accuracy of eigenfrequency determination. A comparison is provided
between data from wireless Sensor Nodes and wire counterparts to validate the wireless
sensing approach. Additionally, the paper explores data compression techniques for mini-
mizing wireless transmission requirements. It must be noted that these works have not
emphasized the development of a compact, low-power, and cost-effective sensor design.

Deploying wireless sensors entails effectively handling the large volume of data they
produce, especially when operating in very restricted energy availability conditions. There-
fore, implementing power-saving strategies and employing intelligent data management
are key considerations. Some works in the literature [23,24] address the strategy for power-
ing WSN systems as a major challenge. Ref. [23] shows a set of test results that assisted in
optimizing the amount of data collected per measurement. Minimizing the information
transmitted by the nodes can help reduce the power consumption associated with these
communications. In this context, Ref. [25] introduces a fault detection system with adaptive
thresholds that efficiently minimizes the size of data packets sent by Sensor Nodes. This
approach not only saves energy but also enhances the node lifetime by optimizing data
transmission and reducing unnecessary communications.
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Edge computing represents a new approach to efficiently managing data from sensor
networks. The change in perspective is intended to reduce network congestion and improve
performance by locating computing and storage resources in close proximity to the data
source [26]. Before deploying edge computing infrastructure, it is essential to thoroughly
explore and investigate the energy and power efficiency of the underlying hardware. Edge
computing platforms must be designed focusing on energy efficiency to fulfil application
requirements while minimizing energy consumption and costs. A trade-off needs to be
made between the duration of the event to be communicated and the intensity of usage in
order to optimize performance. Ref. [27] presents a survey that examines various factors
to consider in edge and fog devices to reduce energy consumption, thereby extending the
lifespan of both the devices and the network. Ref. [24] introduces a flexible fog comput-
ing design for low-power consumption and low-latency applications. In this approach,
the WSN is equipped to intelligently select the most suitable radio technology for various
types of data communication. The proposed multi-technology network considers factors
such as the volume of data to be transmitted, the necessary data rate, and the coverage
range to determine the optimal communication method. Recently, in [28], an overview of
edge devices, edge servers, and cloud data centers was provided. The article reviews the
latest research on energy-efficient edge computing and explores related research challenges
and future directions, covering areas such as operating systems, middleware, applications,
and computation offloading. In [29], a comprehensive assessment of the performance of
various single-board computer platforms frequently used in IoT systems is conducted.
The objective was to conduct a comprehensive performance evaluation aimed at determin-
ing the viability of deploying virtualized instances efficiently on single-board computers.
However, most of these works do not provide the power consumption measurements of
their approach. But above all, almost all of them do not validate their proposal in a relevant
maritime environment.

In summary, we have found different offshore platform monitoring systems relying on
different communication methods. It is shown that the nature of the WSN makes them the
most suitable option to be implemented. The scalability of WSN allows for easier expansion
to monitor multiple points simultaneously, and also simplifies installation and maintenance.
One wireless communication technology that excels in harsh and variable environments
is Impulse Radio Ultra-Wideband (IR-UWB). This technology has demonstrated good
flexibility and robustness in communication links, making it an ideal choice for such
deployments. In the literature review, WSNs based on accelerometers were identified,
and an in-depth analysis was conducted to evaluate their performance. The aim was
to determine how well these accelerometers functioned in capturing and transmitting
data related to dynamic movements, such as vibrations or structural changes, in the
monitored environment. Such an analysis is crucial for understanding the capabilities and
limitations of accelerometer-based WSN systems in practical applications. However, these
designs are either not optimized or are not yet suitable for implementation in a real-world
environment. On the other hand, implementing power-saving strategies and utilizing
intelligent data management techniques are crucial factors to consider when designing and
deploying systems that involve WSNs. These strategies help optimize energy efficiency,
prolong battery life, and enhance overall system performance. Under the concept of edge
computing, very specific embedded systems are utilized to handle data processing tasks,
reducing the dependence on cloud processing or communication. This strategy reduces
latency and power usage by distributing the frequency and volume of transmissions. The
literature shows that edge computing demands low-power devices that are capable of
self-reprogramming and self-reconfiguration, enabling them to adjust energy consumption
according to various hardware and software platforms. However, some designs mentioned
in the literature are either not optimized for a maritime environment or do not demonstrate
actual power consumption results.

The literature review shows us that there are works dealing with intelligent monitoring
systems for offshore platforms; however, most of them are not designed to face such a
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challenging and remote environment. Some others are proof-of-concept or even theoretical
works. Therefore, in this work, we aim to provide a solution that can address issues such
as remote monitoring, robustness, power consumption, and which represents a low-cost
approach to support an intelligent monitoring system. Hence, we introduce a UWB-based
accelerometer Sensor Node designed for monitoring offshore structures, featuring low
power consumption, edge computing capabilities, reconfigurability, robustness, and cost-
effectiveness. Furthermore, the performance of the proposed node is validated in both
laboratory and maritime environments.

3. Case Study: Monitoring Floating Breakwater Designed to Protect Offshore FPV

The target case study for the work presented in this paper is to monitor the loads and
vibrations of the breakwater designed in the scope of the SUREWAVE Project.

The primary aim of SUREWAVE is to develop and test an innovative Floating Photo-
Voltaic (FPV) system. This system features an external floating breakwater structure made
from new circular materials, designed to protect the FPV structure from severe wave
impacts, thereby enhancing operational availability and energy production. This concept
is capable of functioning in all European sea basins, including extremely harsh open-
sea environments with high winds (speeds over 25 m/s), strong currents (over 1.2 m/s),
and large waves (heights over 14 m). This advancement could facilitate the widespread
deployment of offshore FPV systems both in Europe and globally.

Therefore, the structural integrity of the breakwater becomes extremely crucial and
the idea of measuring the loads/vibrations of this reinforced concrete structure in real-time
is very relevant. To achieve this continuous monitoring, low-cost and robust Sensor Nodes
must be deployed on the structure. To facilitate the deployment of these Sensor Nodes
on the offshore FPV platforms operating in open-sea conditions, the integration of Sensor
Nodes with wireless capabilities is key. Thus, the installation costs are reduced considerably
in terms of time and effort. On the other hand, the wireless link must be robust enough to
operate in such harsh environments.

In [30], the wave basin tests of a multi-body floating PV system sheltered by a floating
breakwater are presented. The main aim of these tests conducted by MARIN was to extend
insights into the hydrodynamic behavior (motion response and hinge loads) of multi-
body FPV systems, especially in harsh environments with mild and harsh waves. Apart
from this, CEIT used the wave basin tests to evaluate the performance of the UWB-based
accelerometer Sensor Node proposed in this paper. This was a relevant scenario to test
the robustness of the proposed approach for offshore platforms and the performance was
compared to the acquisition wired system used by MARIN for the hydrodynamic analysis.
The results obtained during these tests are presented in Section 6.3.

4. SUREWAVE System Architecture

The proposed system architecture is shown in Figure 1.

SENSOR NODE GATEWAY NODE BEAGLEBONE
BLACK

UARTUWB

GATEWAY

MATLAB
SSH

Figure 1. SUREWAVE system architecture.

The SUREWAVE system is mainly formed by three modules: the Sensor Node, the Gate-
way (formed by a Gateway Node and a BeagleBone Black) and a post-processing system
with MatLab. Particularly, this paper will focus on the design of the Sensor Node and its
communication with the Gateway. The architecture and integration of this system will be
explained in the following sections.
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The system was designed with the goal of leveraging the versatility of the accelerome-
ter, allowing for measurements at different sampling frequencies. This capability to choose
the sampling frequency is further enhanced by the configurable UWB link between the
Sensor Node and the Gateway. This link can be adjusted by modifying the preamble length
and data rate to suit the use case. The UWB configuration will have a direct impact on
the maximum sampling frequency capacity, as higher frequencies will necessitate faster
data transmission.

The system offers two types of data processing: Packet and Edge. On the one hand,
in the Packet mode, data are sent from the Sensor Node to the Gateway for later processing
and visualization in an external program such as Matlab r2023b. On the other hand, in the
Edge mode, the data are processed at the Sensor Node. Both types of data processing will
influence the final energy consumption as will be discussed later.

The topology and message exchange of the Sensor Node are shown in Figure 2:

READY

1 SEC MEASURES

MEASURING

STAND BY

END

START + CONF

STOP

SENSOR NODE GATEWAY

Figure 2. SUREWAVE comunication topology.

• STANDBY: In this mode, the objective is to keep the Sensor Node in a sleep state
for as long as possible when it is not in use. While asleep, the Sensor Node will
consume extremely little power, waking up periodically to send a “READY” mes-
sage. If the Gateway responds, the Sensor Node will configure various parameters
according to the system requirements and go to the next mode, ‘MEASURING’. If no
response is received from the Gateway, the Sensor Node will return to the sleep state
in ‘STANDBY’ mode.

• MEASURING: In this mode, it is essential for the Sensor Node to continuously mea-
sure and locally store the accelerometer data. After one second, the UWB module is
activated and transmits the measurements in parallel while the accelerometer contin-
ues to take readings. Once the data are transmitted, the DW1000 (UWB integrated
circuit) goes back to the sleep state until the next transmission event (another second of
data storage). This process will continue until the Sensor Node receives a “STOP” com-
mand from the Gateway. In the case of Edge mode, the duration of the measurement
event will be determined by the window time.

4.1. The Sensor Node

• Hardware

Figure 3 shows the architecture of the Sensor Node.
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UWB IC

ADLX 355

RGB

SWD
CONNECTOR

USB
CONNECTOR

GPIO

SWD

USB

SPI1

SPI2

Reset

LPUART

FLASH 1 Mb

USART BLE2UART

LoRA MODULE

Figure 3. Sensor Node architecture.

A custom board was designed for this architecture based on the STM32L552 microcon-
troller serving as the processing and control core. One of its best features is its low power
consumption in STANDBY mode.

Based on the system used in [17], the board is equipped with IR-UWB technology
through a DW1000 integrated circuit from Decawave [31], an IEEE 802.15.4-2011 UWB
compliant, low-power, low-cost wireless transceiver.

In this setup, the Sensor Node uses UWB technology to send accelerometer measure-
ments to the Gateway. The IEEE 802.15.4 UWB PHY has 16 defined channels, with the
DW1000 IC supporting channels 1, 2, 3, 4, 5, and 7. Additionally, the integrated circuit
can handle data rates of 110 kbps, 850 kbps, and 6800 kbps. These parameters will be
configured by the user in the application. It will be necessary to balance the sampling rate
of the accelerometer and the data rate of the UWB transceiver to prevent losing samples in
the process.

The ADXL355 [32] is a 3-axis MEMS accelerometer known for its low noise density,
low 0g offset drift, and low power consumption, featuring selectable measurement ranges.
It supports up to ±8 g range, providing industry-leading noise performance and long-term
reliability. This enables precise applications with very low power usage.

Figure 4 shows a photo of the designed board.

Figure 4. Sensor Node board.
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• Firmware

One important challenge of this Sensor Node is to reduce as much as possible the
power consumption of the complete device, since it will be powered by an external battery.
For this purpose, an autonomous timer was implemented. This timer will take care of
the events of sleeping and waking up the Sensor Node. Then, two power management
modes were implemented: STANDBY and MEASURING. The behavior of these power
management modes is illustrated in the Figure 5, which shows the flowchart of the firmware
implemented in the microcontroller.

uC INI

POWER ON

START REC

SLEEP MODE

MEASURE MODE

COLLECTING
DATA

PROCESSING
FFT

COLLECTING
DATA

SEND UWB ON
EDGE MODE

POWER OFF

SEND UWB IN
PACKET MODE

STOP REC

No

Yes

PACKET ON EDGE

Yes

No

STANDBY MODE

MEASURING MODE

Figure 5. Sensor Node flow chart.

In the case of the STANDBY mode, the Sensor Node performs the following tasks after
being woken-up: initializing the microcontroller, configuring the UWB interface, sending a
‘READY’ message via UWB to tell the Gateway that it is ready, disabling the power supplies
and going back to STANDBY. The Sensor Node performs this wake-up event every T-off
seconds until it receives a response from the Gateway to the ‘READY’ message, in which
case it goes into MEASURING mode.
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Once inside the MEASURING mode, the program offers two modes for data process-
ing. On the one hand, the Packet mode, in which raw data are sent to the Gateway for
further processing, and on the other hand, the Processing On Edge mode, in which the data
are processed on the Sensor Node itself. The operation of both modes is described below:

− Packet mode: In this mode the Sensor Node activates the accelerometer so that it
is constantly making measurements at the desired frequency. After one second of
measurements, the UWB transceiver is woken up and the measurements are sent
to the Gateway in packets of 100 bytes. These packets contain information from all
three axes of the accelerometer along with a time stamp and the sample index. One
measurement with this information takes 20 bytes, so each 100 bytes frame will store 5
measurements in total. When all the packets are sent, the UWB transceiver goes to
a low-power state until the next sending state. When the program receives a ‘STOP’
message via UWB, it will automatically stop the accelerometer and a reset will be
generated sending it back to the STANDBY mode.

− Edge mode: In this mode, the Sensor Node activates the accelerometer to collect data
during a time window (TWIN), which will vary depending on the needs of the end
user. These data are processed by the Sensor Node, which performs an FFT with nFFT
points to obtain a frequency domain representation of the signal we have measured
in the three axes. The time window (TWIN) is related to the FFT points (nFFT) to be
obtained and the sampling frequency ( fs), where TWIN = nFFT

fs
. The frequency with

the highest amplitude in the spectrum resulting from the transform is sent by UWB
together with the elapsed time. Once the data have been sent, the UWB transceiver
will go to a low-power state.

The configuration parameters that define in which mode the Sensor Node will operate
along with the UWB and accelerometer configuration parameters are received via UWB.
They are sent as a 5-byte packet containing the values described below (Table 1):

Table 1. Description of parameters and settings.

Field Description Settings

Sampling Rate
( fs)

The ADXL355 allows easy adjustment of the sampling
rate. The sampling frequencies we have used are 125,
250, 500, and 1000 Hz, which will be sufficient for the
following applications

0x00 = 125 Hz
0x11 = 250 Hz

0xAA = 500 Hz
0xFF = 1000 Hz

UWB Preamble

Through this parameter, we will be able to indicate the
size of the preamble of each message sent through
UWB. For more robust messages, we will use longer
preambles, but for high speeds, we will use
short preambles.

0x00 = 64 bit
0x11 = 128 bit

0xAA = 1024 bit
0xFF = 4096 bit

UWB Data Rate Through the data rate, we can indicate the speed of the
UWB connection.

0x00 = 6800 Kbps
0xFF = 110 Kbps

Computing

Through the Computing parameter, we can indicate
what type of processing we are going to work with.
In Packet mode, the accelerometer samples will be
sent to the Gateway in raw form periodically. In Edge
mode, the data will be processed by the Sensor Node
itself to send the result to the Gateway.

0x00 = Packet Mode
0xFF = Edge Mode

nFFT Through this field, we can indicate the number of
points to be used for the FFT calculation.

0x00 = 128
0x11 = 256

0xAA = 512
0xFF = 1024
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With this parameterizable FW system, we have been able to perform different types
of analysis for different vibration modes. As can be seen in Table 1, the ADXL355 allows
the sampling rate to be easily adjusted. This value will be directly affected by the speed at
which we can send the samples generated by UWB. The higher the sampling rate, the more
samples will be stored in 1 s and, therefore, more packets will be sent. That is why the
frequencies used in Packet mode were 125, 250, and 500 Hz, being sufficient to capture
signals with frequencies up to 250 Hz. However, this problem is not seen in Edge mode
since the data are stored and processed internally, without the need to send all the data to
the Gateway. With both these modes, we can cover a large part of the possible tests, always
taking into account the limitations of each mode.

4.2. The Gateway

• Hardware

Figure 6 shows the architecture of the UWB Gateway.

STM32WBUART

UWB
MODULE

POWER SUPLY

PI
N

 H
EA

D
ER

S
Gateway Node

PIN
 H

EA
D

ER
S

UART

AM3358
1GHz ARM Cortex-A8

PRU-ICSS
8 GB

eMMC

512 MB
DDR3

eth0 eth1

5V

GND

TX/RX

BeagleBone Black

GATEWAY

Figure 6. UWB Gateway architecture.

The Gateway consists of two components: the Gateway Node and the BeagleBone
Black (BBB) [33]. The scheme is the same as the one used in [17]. The Gateway Node and
the BBB are connected by GPIO pins that are used for their communication via UART.

The Gateway Node is simpler than the Sensor Node as it is mainly composed by a
microcontroller (ST’s STM32WB55) and a UWB integrated circuit (DW1000) [31].

Figure 7 shows a photo of the Gateway boards.

• Firmware

The Gateway Node application has to receive the measurements made by the Sensor
Node. For this purpose, the Sensor Node, as soon as it wakes up, checks if it has received
a “READY” message from the BBB via UART to start the connection with the Sensor
Node via UWB. The Gateway Node receives from the BBB the configuration parameters
mentioned in Table 1 to be used for both UWB and the Sensor Node’s accelerometer. These
parameters are sent via UWB to the Sensor Node, and then a “START” message is sent to
start accelerometer measurements. The configuration parameter also indicates in which of
the two existing modes the system acts with respect to the acquisition of the samples.

In the Packet mode, the Gateway node receives the measurements acquired by the
Sensor Node every second through UWB. These measurements are received in packets of
100 bytes that are automatically forwarded via UART to the BBB. Once all the measurements
have been reached, the Gateway Node receives a last “DONE” message and waits for the
next data packet. The program runs indefinitely until the Gateway Node receives a message
from the BBB through the UART connection, and consequently the ‘STOP’ command is sent
via UWB to the Sensor Node to stop measurements. Once the program finishes, a JSON file
is generated in the BBB containing the raw data of the three axes of the measurements (see
Table 2).
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Figure 7. Gateway Node with the BBB.

Table 2. JSON file for Packet mode.

Field Description

Name File name
Date Date the file was created

Samples Total number of samples that have been collected
Sample Index Vector containing the index of each sample at each position

X-axis Samples obtained on the x-axis
Y-axis Samples obtained on the y-axis
Z-axis Samples obtained on the z-axis

In Edge mode, a single packet is received from the Sensor Node with the processing
time and the peak frequency calculated through an FFT. Finally, both parameters are stored
in a JSON file (see Table 3).

Table 3. JSON file for Raw mode.

Field Description

Name File name
Date Date the file was created

Processing time Time taken by the Sensor Node to process the data.
Max frequency Peak frequency produced by the FFT implemented in the Sensor Node.

5. Power Consumption Measurements
5.1. System Setup

Figure 8 shows the configuration designed to measure the power consumption gener-
ated by the Sensor Node, based on the setup described in [17].

5.2. Methodology

As discussed in Section 4, the Sensor Node contains different modes of functionalities
to perform the sending of the accelerometer data. Figure 9 shows the average power
consumption profiles generated by the Sensor Node in STANDBY mode and MEASURING
mode. In STANDBY mode, the process starts by activating the microcontroller, which
consumes a constant power during the whole event. Afterwards, the UWB is activated to
communicate with the Gateway. This fact drastically increases the power consumption.
Finally, when no response is received from the Gateway, the Sensor Node goes into sleep
mode, decreasing its power consumption accordingly.
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DESKTOP APP

USB PORT

SENSOR NODE

OTTI ARC

Figure 8. Setup for the power consumption measurements of the Surewave Sensor Node [17].

In Packet mode, the Sensor Node performs the same processing as in STANDBY mode,
but, in this case, the Sensor Node gets a response from the Gateway and initializes the
accelerometer with a further increase in the power consumption. Once the accelerometer is
initialized, the Sensor Node starts an operation cycle in which the accelerometer collects
data which are sent through the UWB to the Gateway. During data collection, the UWB
is disabled, reducing the power consumption considerably since the UWB is the most
power-demanding of the used peripherals.

On Edge mode, apart from performing the same processing as in Packet mode, the col-
lected data are processed using the Fast Fourier Transform (FFT) implemented in the
microcontroller of the Sensor Node. The power consumption of this processing will in-
crease according to the FFT length (nFFT). The processing time and the peak frequency
calculated by the FFT are sent via UWB to the Gateway.

The average power consumption in STANDBY mode is measured as a function of the
cycle time TC using Equation (1) and following the same methodology as [17]:

P =
(TON × PON) + (TOFF × POFF)

TC
(1)

where, TOFF and POFF represent the time and power consumed during Sleep mode, while
TON and PON refer to the active process in STANDBY mode.

The average power consumed in the MEASURING mode has also been based on the
cycle time TC. In this case, TC will be calculated from the time when the Sensor Node starts
measuring concretely after the STANDBY mode.

To calculate the average power consumed on Packet mode, Equation (2) has been used.

P =
(TWIN × PWIN) + (TUWB × PUWB)

TC
(2)

where TWIN and PWIN are related to the time and power consumed during the accelerom-
eter data collection, and TUWB and PUWB correspond to the time and power consumed
during data sending by the UWB.
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Figure 9. Power profile for Sensor Node modes.

Instead, to calculate the average power consumed in Edge mode, Equation (3) will be
used. This equation uses the three stages of edge computing to calculate the average power
consumed.

P =
(TWIN × PWIN) + (TPROC × PPROC) + (TUWB × PUWB)

TC
(3)
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where TPROC and PPROC are the time and average power consumed during FFT data
processing. The more data points are collected, the longer it will take to process the data;
therefore, the TPROC time will depend on the amount of data collected. TUWB and PUWB
are the time and power consumed during the UWB sending process.

5.3. Sensor Node Measurements

Figure 10 illustrates the average power consumption (P) of the Sensor Node when
it is in STANDBY mode as a function of the duration of the off-time (TOFF). It can be
observed that the longer the off-time, the lower the average power consumption. As a
result, the power consumption curve decreases rapidly at first and then gradually levels off
as TOFF increases. Equation (1) shows that (P) is significantly affected by the duration of the
off-time TOFF, tending to become equal to POFF as TOFF increases. Furthermore, the point
(120, 2.40926) indicates that the average power consumption is reduced to 2.40926 mW
when the STANDBY mode has 120 s of TOFF.
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Figure 10. Average power consumption in the STANDBY mode depending on (TOFF) duration.

If we consider that the Sensor Node keeps in STANDBY mode throughout the entire
life of the 25.41 Wh battery and setting an off-time duration of 120 s, which is the same
point as (120, 2.40926) in Figure 10, the estimated battery life is 1.204 years. However,
it is crucial to note that, due to the self-discharge characteristics of batteries over time,
the actual battery life will be less than the theoretical value. In the case of the battery used
in SUREWAVE, an ANSMANN lithium-ion rechargeable battery, a self-discharge rate of
less than 5% after one month of storage at +20 ◦C is indicated in [34]

Table 4 shows the average power consumption of Packet mode with different features.
Measurements were performed at the frequencies of 125 Hz, 250 Hz, and 500 Hz, using
preamble sizes of 64, 128, 1024, and 4096. The 500 Hz frequency is incompatible with
preambles of 1024 and 4096, since it cannot perform UWB communication effectively with
those preamble sizes. It is observed that the power consumption of the Sensor Node
increases with the preamble length at all frequencies, with the 500 Hz frequency being the
least energy-efficient. Since the Sensor Node cannot use 500 Hz at high preamble lengths, it
implies that lower frequencies may be more suitable for applications requiring longer and
more robust preambles, while higher frequency settings will be limited to shorter preambles
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to keep communication as efficient as possible and avoid excessive power consumption.
If we send the raw data as soon as a single data item is collected instead of sending by
packets, the consumption would be increased six times. Therefore, that mode of operation
is not interesting for low-power applications.

Table 4. Average power consumption in Packet mode with different frequencies and preamble sizes.

Preamble Size Packet Mode 125 Hz
(mW)

Packet Mode 250 Hz
(mW)

Packet Mode 500 Hz
(mW)

64 72.93 79.28 93.31
128 73.48 80.69 101.08

1024 142.44 216.89 -
4096 187.71 305.72 -

Figure 11 shows how the duration of the FFT data processing time (TPROC) varies
depending on the desired resolution in Edge mode. In this case, a comparison was made
between 128, 256, 512, and 1024 FFT points. It is observed that the higher the resolution of
data to be obtained, the longer it will take to process the data. However, this difference is
small, with the fastest processing time being 7 ms and the slowest 12 ms. Considering that
the processing time (TPROC) consumes 108.9 mW per second at the Sensor Node (as shown
in Table 5) and that the difference in processing time between high and low resolution is
5 milliseconds, the difference in terms of power consumption will be minimal.

Table 5. Time and power consumed in Edge states.

(a) 125 Hz with 128 FFT points

Edge Mode Power (mW) Duration (ms)

uC & UWB Init 214.97 1350.9
Collecting Data 67.15 1024
Processing nFFT 108.9 7

UWB Send 266.58 1.2

(b) 250 Hz with 256 FFT points

Edge Mode Power (mW) Duration (ms)

uC & UWB Init 214.97 1350.9
Collecting Data 67.15 1024
Processing nFFT 108.9 9

UWB Send 266.58 1.2

Tables 5 and 6 compare the power consumption between Edge mode and Packet mode.
In Edge mode, frequencies of 125 Hz and 250 Hz with a value of 128 and 256 FFT points
were used. On the other hand, in Packet mode, the same frequencies were used with a
preamble of 64 and 128. The comparison was performed using these cases due to the fact
that the Packet mode takes one second to cycle time (TC). To ensure a fair comparison,
the two closest cases to this TC were chosen. It can be observed that the two modes contain
the same state for collecting and sending accelerometer data. In addition, the Edge mode
has to process the collected data using FFT, which will increase the power consumption for
a short period of time. Moreover, the Edge mode only sends the processing time (TPROC)
and the maximum frequency point of the FFT, resulting in a much lower average power
consumption and duration compared to the Packet mode, which sends a huge amount of
raw data. Using Equations (2) and (3) to calculate the average consumption power, we
obtain 151.08 mW for Edge mode and 154.55 mW for Packet mode at 125 Hz frequencies.
For 250 Hz frequencies, we obtain 151.13 mW in Edge mode and 157.86 mW in Packet
mode. Considering that the initialization of the UWB and the microcontroller accounts for
the majority of the system’s power consumption, optimizing this phase and reducing its
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power usage to almost zero would make the difference between Packet and Edge modes
significant. For example, if the system measures every 2 min with the same ANSMANN
lithium-ion rechargeable battery at a sampling frequency of 250 Hz, the estimated battery
life would be 1550.06 days in Packet mode and 1779.43 days in Edge mode, showing a
difference of nearly one year between the two modes.

128 256 512 1024

FFT points

7

7.5

8

8.5

9

9.5

10

10.5

11

11.5

12
T

P
R

O
C

 (
m

s)
Processing time on edge computing

Figure 11. FFT data processing time (TPROC) for different FFT points.

Table 6. Time and power consumed in Packet states.

(a) 125 Hz with a preamble of 64

Packet Mode Power (mW) Duration (ms)

uC & UWB Init 214.97 1350.9
Collecting Data 67.15 971

UWB Send 266.58 29

(b) 250 Hz with a preamble of 128

Packet Mode Power (mW) Duration (ms)

uC & UWB Init 214.97 1350.9
Collecting Data 67.15 932

UWB Send 266.58 68

In conclusion, it is recommended to use edge computing if the objective of the appli-
cation is focused on energy efficiency. However, if the application requires manipulating
the data obtained from the Sensor Node to perform different studies, it is preferable to use
Packet mode where we can access the raw data for further post-processing.

6. Vibration Tests

The objective of the vibration tests is to verify the reliability of the Sensor Node.
For this reason, the data obtained by the Sensor Node will be analyzed and compared with
the data obtained by two wired accelerometers, such as ICP352C03 [35] and ADXL354 in
two different environments.

6.1. System Setup

As explained in Section 5, the setup is formed by the Sensor Node, the Gateway Node
and the BBB. The Gateway Node and the BBB (Gateway) are attached and connected to a
laptop from which the application commands can be sent. The whole system was tested
in two environments: at lab-scale and at a wave basin. For testing the Sensor Node near
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water, a Bopla [36] waterproof housing was used to protect the Sensor Node’s electronics
(see Figure 12).

Figure 12. Sensor node fixed inside the waterproof housing with power supply battery connected.

6.2. Tests in Laboratory

To verify the reliability of the Sensor Node with a wired sensor, an initial comparison
was made by creating controlled and known acceleration patterns in one dimension. These
tests will make it possible to compare the data obtained by both sensors in a controlled en-
vironment.

6.2.1. Experimental Setup

A system setup was designed around the Instron machine to perform the vibration
tests. The system is formed by the following blocks: the Instron machine [37], which
includes a specific support designed to place our Sensor Node and the wired accelerometer;
and the Gateway, as can be seen in Figure 13. Thanks to the added support, both accelerom-
eters will be able to measure very similar accelerations at the same testing frequency. This
setup will allow us to compare measurements from both accelerometers simultaneously
and evaluate the accuracy of our Sensor Node.

Figure 13. Implemented setup for the vibration tests.

6.2.2. Experimental Protocol

As explained in the previous sections, there are two MEASURING modes (Packet and
Edge) for sending UWB data from the Sensor Node to the Gateway. In the vibration tests
that were performed, the Packet mode was used to send data over the UWB to be able to
analyze and compare the raw acceleration data of our Sensor Node with the wired sensor
selected for each environment.
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Once our Sensor Node is powered on and the Instron machine starts at the appropriate
frequency, the Sensor Node is configured via the UWB to begin data collection from the
accelerometer. When 100 bytes of data have been collected, they will be sent to the Gateway
via UWB, and the accelerometer will continue collecting data. Meanwhile, the wired
accelerometer will be collecting data at a frequency of 500 Hz for later comparison. This
process was performed during one minute for each of the x-, y- and z-axes with different
tests and sampling frequencies, performing a total of three different vibration tests for the
three axes defined in Table 7. Also, the same tests were performed in Edge mode to verify
that the frequency with the maximum amplitude corresponds with the test frequency.

Table 7. Definition of accelerometer tests.

Test Number Test Frequency (Hz) Sampling Frequency (Hz) Duration (s)

1 2 125 60
2 10 250 60
3 50 500 60

6.2.3. Preprocessing and Analysis

Once the different experiments were performed, Matlab® was used to process the
obtained data in the time and frequency domains. Firstly, since the Sensor Node contains
0.055% data lost due to UWB data transmission, the missing values were interpolated. This
amount of lost data does not seem to affect the performance of the Sensor Node. Then, the
signals from both acquisition systems are resampled to the same sampling frequency. The
next step is to synchronize both signals. Then, we plot them for a time domain comparison,
and find that they closely match (see Test1 example in Figure 14).
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Figure 14. Comparison between Sensor Node and ICP352C03 wired sensor during vibration test with
Instron machine: vibrations in X-, Y- and Z-directions.
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We also perform a spectral analysis calculating and plotting the frequency spectra of
both signals. They are consistent, both showing the main frequency of the lab oscillator at
each trial. In Figure 15, it can be seen that the oscillating frequency is 2 Hz as Test1 was
selected. The harmonics of the main frequency are also detected by both sensors. Regarding
the vibration tests performed with the Edge mode, they confirm that the frequency with
the maximum amplitude matches with the frequency test.
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Figure 15. Spectral analysis of the ADXL355 accelerometer and the ICP352C03 accelerometer in X-, Y-
and Z-directions during vibration test.

6.3. Tests at MARIN

As commented in Section 3, wave basin tests were conducted within the scope of the
SUREWAVE project to analyze the hydrodynamic behavior of the FPV system in combi-
nation with a floating breakwater. These tests allowed us to make another comparison
between the Sensor Node and a wired reference sensor, but this time in the setting of a real-
istic application. The experimental setup is presented in detail in van der Zanden et al. [30];
a summary is given in the following sections.

6.3.1. Experimental Setup

The main aim of the hydrodynamic tests was to study motions of a multi-body FPV
system in mild and harsh seas, both without and with a sheltering pontoon-type floating
breakwater. The tests were conducted at a geometric scale 1:10, using Froude’s law of
similitude to scale down the geometric, inertial, and stiffness properties of the floating
bodies and FPV interconnectors from prototype designs. The dimensions and results are
presented at model scale for consistency with previous sections.

The tests were performed in a rectangular wave basin with a length of 220 m, width
of 4 m, and water depth of 3.6 m. The experimental setup included a floating breakwater
model and a 15-body FPV model, each kept in place using soft springs (see Figure 16).
Measurements included motion recordings of the floating breakwater and PV panels,
mooring loads, water surface levels, and accelerations of the breakwater. In addition, all
tests were logged by a camera.
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Figure 16. Sensor Node installed on the breakwater as tested during the wave basin tests.

The floating breakwater model measured 3.8 × 0.5 × 0.25 m (length × width × height),
had a mass of 240 kg, and a draft of 0.20 m. The model was built of wood; the elas-
tic properties of the concrete prototype were not considered in the model engineering.
The breakwater’s motions were measured using a Northern Digital Incorporated optical
system at 50 Hz sampling frequency. Accelerations were measured at 200 Hz using four
MARIN in-house triaxial MEMS accelerometers, each installed near a corner of the model.
The motions and accelerations were acquired through the same data acquisition system
which also ensured correct time synchronization. For quality control, the accelerations
at the model’s centre of gravity derived from the four accelerometers were compared to
accelerations obtained through double differentiation of the optical motion measurements,
showing an excellent match.

In addition to MARIN’s instrumentation, CEIT deployed the Sensor Node proposed in
this paper (see the highlighted device on the right side in Figure 16). Because the MARIN
and CEIT accelerometers are not collocated, the triaxial acceleration at the location of
CEIT’s sensor was instead computed based on the recordings and known positions of the
four MARIN wired accelerometers. This allows a direct comparison between both types
of sensors.

6.3.2. Experimental Program

The floating breakwater was tested in three different long-crested irregular wave
conditions, as summarized in Table 8. The first condition is a so-called white noise wave,
with constant spectral energy between periods of 0.76 to 3.73 s (0.27 to 1.32 Hz). The other
two conditions are JONSWAP wave conditions that are representative for real storm
conditions at sea. The two conditions differ in terms of significant wave height and peak
period. The highest wave condition (JONSWAP 2) corresponds to a 1 y return period storm
condition at a field site in the Baltic Sea. Both JONSWAP conditions resulted in wave
overwash and slamming loads due to wave breaking onto the breakwater model.

The natural modes of motion of the floating breakwater were quantified through
motion decay tests, in which the motion response following an initial offset was measured.
The main hydrodynamic modes of interest are the vertical motions (heave) and the rotations
along the longitudinal axis (roll) of the model. The heave and roll natural frequencies were
0.81 and 0.76 Hz, respectively.

Finally, hammer tests in still water were performed to quantify the structural response
(vibration mode) of the model near the location of the CEIT sensor.
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Table 8. Test program of MARIN floating breakwater wave basin tests

Test ID Description Significant Wave Height [m] Peak Period [s]

34018_11_003_001_01 White noise 0.067 0.76–3.73
34018_11_004_001_01 JONSWAP 1 0.101 1.30
34018_11_005_001_01 JONSWAP 2 0.306 2.35

6.3.3. Preprocessing and Analysis

Firstly, identically to the experiment in the previous section, the values lost in trans-
mission are accounted for through interpolation, for which, in this case, only 0.03% of the
data were lost. Then, the CEIT’s signals are resampled to have the same sampling rate as
the Marin’s signals. The next step is to synchronize the signals, since the recording trigger
for each instrumentation was independent. For this purpose, the cross-correlation (Rxy) of
the signals is calculated until a reasonable maximum lag value m is achieved. The lag value
m, where the Rxy is maximum, corresponds to the time difference between the onset of
recording between both acquisition systems, and thus the signals are time-shifted. At this
point, plotting allows us to visually inspect them, from which we found they closely match
(see Figure 17).

Apart from the time-domain analysis, a spectral analysis was performed. The fre-
quency spectrum of both signals was calculated and compared. Since the signals closely
match in the time domain, we expect their spectra to do the same. This is, in fact, what can
be seen in Figure 18.
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Figure 17. Comparison between CEIT’s sensor and MARIN’s sensor during experiment
34018_11_003_001_01: vibrations in X- and Z-directions.



Electronics 2024, 13, 4485 22 of 26

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

f (Hz)

-150

-100

-50

0

dB

MARIN (x)
CEIT (x)

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

f (Hz)

-100

-50

0

dB

MARIN (z)
CEIT (z)

Figure 18. Comparison between the spectral analysis of CEIT’s sensor and MARIN’s sensor in X- and
Z-directions in the 34018_11_003_001_01 experiment.

7. Conclusions

The growth of renewable offshore energy, especially in wind power, requires cost
reduction and improved efficiency in offshore wind farms. The use of remote condition
monitoring systems allows for structural health assessment, prevention of failures, effective
maintenance scheduling, and optimization of equipment lifespan, despite environmental
and logistical challenges.

The literature review highlights the preference for Wireless Sensor Networks (WSNs)
in offshore platform monitoring systems due to their scalability and ease of expansion.
Impulse Radio Ultra-Wideband (IR-UWB) technology is emphasized for its flexibility and
robustness in challenging environments. It also identified WSNs based on accelerometers,
analyzing their performance in capturing dynamic data. Optimization and real-world
suitability are highlighted as key areas for improvement in these systems.

A wireless Sensor Node offers simplified installation and enhanced flexibility due
to the absence of cables. It can lead to long-term savings by reducing labor and material
expenses associated with cables. Durability is improved as cable wear and damage is
eliminated, requiring less maintenance, and it is easier to scale up or expand to monitor
multiple points simultaneously. On the other hand, the large data from vibration sensors
need energy-intensive wireless transmission, making wireless accelerometers dependant
on batteries. Energy-saving strategies and smart data management techniques are utilized
to improve the efficiency of Sensor Nodes. The proposed Sensor Node behavior can
be remotely configured to either transmit raw data for further analysis or process data
at the edge, enhancing energy efficiency. By choosing between the two modes, we can
address a wide range of potential applications, while always considering the limitations
inherent to each mode. On the one hand, in the case of Packet mode, lower sampling
frequencies may be more suitable for applications requiring longer and more robust UWB
preambles. Conversely, higher sampling frequency settings will be limited to shorter UWB
preambles to maintain communication as efficiently as possible and avoid excessive power
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consumption. However, this issue does not occur in Edge mode since the data are stored
and processed internally, without the need to send all the data to the Gateway. On the
other hand, if the application requires analyzing data from the Sensor Node for various
studies, it is preferable to use Packet mode, which allows access to raw data for further
post-processing. In contrast, edge computing is recommended if the application’s goal is
energy efficiency, where the system can yield a battery life of up to more than 4 years by
performing a measurement every 2 min.

Controlled acceleration patterns were used to compare data from a wired sensor and
the proposed Sensor Node, ensuring reliability through controlled testing in a laboratory
environment. Spectral analysis of both signals revealed consistency, both showing the main
frequency of the lab oscillator at each trial. Also, vibration tests in Edge mode confirmed
the matching frequency with the maximum amplitude observed.

Finally, under the SUREWAVE project and with the collaboration of the MARIN
Institute, wave basin tests were conducted to assess the hydrodynamic behavior of a
multi-body Floating Photo-Voltaic (FPV) system. This system includes an external floating
breakwater structure designed to protect the FPV structure from severe wave loads. These
tests offered a valuable opportunity to assess the performance of the proposed method for
offshore platforms and compare its performance with the wired acquisition system used
by MARIN for hydrodynamic analysis. To simulate the typical motion of a breakwater,
the tests were conducted at frequencies below 5 Hz. Both time-domain and spectral analyses
were performed, demonstrating a close match with the data provided by the wired sensor.
This confirms the efficacy of the proposed Sensor Node in this kind of application.

In summary, many works in the literature are either proof of concepts that are not
optimized in terms of power consumption and data handling, or they are not suited for
challenging and remote environments. In response, this paper presents a specialized
wireless Sensor Node utilizing an accelerometer, specifically designed for remote vibration
monitoring. It features efficient data transmission, resilience to harsh marine conditions,
low energy consumption, and edge-processing capabilities. Additionally, it has been tested
in a relevant environment, making it ready for deployment.

8. Future Work

To enhance the profitability of offshore wind energy as a leading renewable option, it
is essential to implement advanced intelligent monitoring systems like the one proposed.
Although the proposed Sensor Node has a long battery life, the goal is to reduce main-
tenance costs by eliminating the need to replace sensor batteries. Therefore, future work
will focus on equipping the Sensor Node with an energy-harvesting system to prolong
battery life. To achieve this, a study should be conducted to determine the type of harvester
that can capture the most energy. Additionally, implementing AI, machine learning pro-
cesses, or smart policies to manage the Sensor Node’s operation mode could be beneficial.
The ultimate objective is to make this Sensor Node self-sustainable.

In this work, the capability of the Sensor Node to process data at the edge is evalu-
ated. In line with this research, we are developing new measurement concepts, methods,
and algorithms to determine structural health. Since the proposed Sensor Node has proven
capable of performing complex operations while maintaining low power consumption,
future work will include measuring additional structural parameters, beyond just accelera-
tions, and fusing them using these new complex algorithms to assess structural health.

Finally, future work will include deploying the proposed system on an offshore
structure for an extended period. A large measurement campaign will be carried out
to both extract meaningful information related to the structure and observe the trend of
the battery.
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