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Abstract

:

Ginseng is an important medicinal plant widely used in traditional Chinese medicine. Traditional methods for evaluating the visual quality of ginseng have limitations. This study presents a new method for grading ginseng’s appearance quality using an improved DenseNet121 model. We enhance the network’s capability to recognize various channel features by integrating a CA (Coordinate Attention) mechanism. We also use grouped convolution instead of standard convolution in dense layers to lower the number of model parameters and improve efficiency. Additionally, we substitute the ReLU (Rectified Linear Unit) activation function with the ELU (Exponential Linear Unit) activation function, which reduces the problem of neuron death related to ReLU and increases the number of active neurons. We compared several network models, including DenseNet121, ResNet50, ResNet101, GoogleNet, and InceptionV3, to evaluate their performance against our method. Results showed that the improved DenseNet121 model reached an accuracy of 95.5% on the test set, demonstrating high reliability. This finding provides valuable support for the field of ginseng grading.
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1. Introduction


Ginseng (Panax ginseng C. A. Meyer), commonly known as ginseng, is a significant member of the Araliaceae family. The medicinal use of ginseng primarily involves its dry roots and rhizomes, which are renowned for their diverse pharmacological effects. In traditional Chinese medicine, ginseng holds a revered status, being utilized for a variety of health benefits, including tonifying the kidneys, calming the mind, enhancing cognitive function, improving eyesight, and promoting overall intellectual development [1]. This esteemed plant is often dubbed the “King of Herbs”, reflecting its unique medicinal properties and nourishing functions [2]. Ginseng’s classification is largely based on characteristics such as color, texture, and age, which can be quite complex. Accurate differentiation among various grades is crucial, as misidentification can lead to high-quality ginseng being inadvertently mixed with inferior products [3]. This not only undermines market fairness and transparency but also poses significant risks to consumers regarding drug efficacy and safety. As a result, the accurate identification of ginseng grades is essential, ensuring that consumers receive authentic, high-quality products. The ongoing research into ginseng further highlights its importance in both traditional and modern medicine, making it a valuable subject of study in academia and beyond.



Traditionally, ginseng classification has utilized methods such as trait identification [4], chromatographic identification [5], and molecular identification [6]. However, these methods demand substantial human resources and rely on highly specialized personnel for implementation. Additionally, the procedures are cumbersome, leading to slow identification speeds and reduced accuracy. Therefore, developing an accurate, efficient, and reliable detection method is imperative.



Deep learning is a machine learning technique utilizing multi-layer neural networks to mimic human brain functions. Its core principle involves automatic learning and analysis of data through hierarchical abstraction and representation [7]. Deep learning processes high-dimensional, nonlinear, and large-scale data, demonstrating adaptability and generalization, making it highly promising for plant classification and recognition. Huang et al. [8] utilized the AlexNet [9] model to classify images of five traditional Chinese herbs, achieving an average accuracy of 87.5%. Li et al. [10] integrated the ResNet101 [11] architecture with transfer learning to conduct recognition tasks on a large wild plant dataset, implementing dropout regularization and batch normalization and successfully attaining an accuracy of 85.6%. S. Pereira et al. [12] enhanced the AlexNet network by eliminating its last three classification layers and adding a new feature classification layer, achieving 89.75% accuracy in grape leaf recognition. Gui Yue [13] combined the ResNet50 [14] model with attention mechanisms and cross-layer bilinear pooling for plant image classification, achieving an impressive 95.62% accuracy rate across 12 plant image datasets. Chen et al. [15] enhanced the traditional VGG [16] architecture by extending the final convolutional layer and incorporating batch normalization, achieving over 90% accuracy on the commonly used rice leaf dataset. Kadir et al. [17] proposed a plant recognition method utilizing morphological open operations, combining features such as leaf texture, shape, and color, and employed probabilistic neural networks for classification, achieving an average accuracy of 93.75%. Li et al. [18] introduced an enhanced ConvNeXt method for ginseng classification, embedding a channel shuffle [19] module in the backbone network post-downsampling to integrate channel features fully. The original GELU activation function was replaced with PReLU [20], significantly enhancing model accuracy and efficiency, with experimental results demonstrating up to 94.44% accuracy on the white parameter dataset. Li et al. [21] developed a ginseng appearance grading method based on an improved ResNet-50, which showed excellent performance on a raw sun-dried ginseng dataset with an accuracy of up to 97%. Kim [22] et al.’s study revealed that a deep learning method using CLAHE preprocessing and the DenseNet121 model achieved a high accuracy of 95.11% in red ginseng grading, verifying its effectiveness in red ginseng grading without internal quality inspection. Chen et al. [23] introduced a reference-free image quality assessment method based on feature-level pseudo-reference hallucination, which provides accurate visual quality prediction by learning perceptually meaningful features from distorted images and exploiting natural image statistical behaviors. Wu et al. [24] built Co-Instruct, an open-source, open-visual-quality comparator, which achieved higher accuracy and more detailed quality comparison reasoning than existing models by collecting large-scale datasets and proposing new evaluation benchmarks. Kong et al. [25] designed a general and robust digital image forensics model to locate image manipulation by analyzing pixel inconsistency artifacts, optimized local and global pixel dependencies, and designed a learning weight module to improve forgery localization performance. Zhu et al. [26] developed a spatiotemporal interactive video quality assessment model that infers video distortion by integrating spatial features, temporal motion, and temporal flow, uses transformer networks to achieve motion-aware interactive learning, and demonstrates excellent performance on UGC videos.



This study presents an enhanced DenseNet121 framework designed specifically for the assessment of the appearance quality of ginseng, a crucial element in both its market value and medicinal efficacy. Section 2 provides a comprehensive overview of the dataset utilized in this research, detailing the sources, characteristics, and variety of ginseng samples included. It also elaborates on the data preprocessing techniques employed to ensure high-quality input for the model, including normalization, augmentation, and any relevant transformations necessary to enhance the robustness of the analysis.



In Section 3, a thorough examination of the enhanced DenseNet121 classification model is provided, highlighting the modifications made to the original architecture to optimize its performance for ginseng classification tasks. This includes discussions on feature extraction, layer adjustments, and the incorporation of additional training strategies aimed at improving the model’s accuracy and reliability.



Section 4 focuses on experimental validation, where various metrics are employed to evaluate the model’s performance. This section includes a detailed analysis of the results obtained, comparing them against baseline models to illustrate the effectiveness of the proposed framework.



Finally, Section 5 summarizes the key findings of the study, reflecting on the implications of the results for both academic research and practical applications in the ginseng industry. It also offers prospects for future research directions, emphasizing the potential for further enhancements in classification techniques and the exploration of additional quality attributes.




2. Dataset


2.1. Dataset Composition


In this study, we focused on building a high-quality ginseng image dataset to accurately evaluate ginseng quality. We selected forest ginseng as the research object, and its original data was collected in June 2023 from the Changbai Mountain ginseng planting base in Tonghua City, Jilin Province. To ensure the professionalism and accuracy of the evaluation, we hired senior experts to conduct a detailed quality evaluation and annotation of the collected forest ginseng samples according to the official ginseng grading criteria of Jilin Province (see Table 1), and divided them into three grades: special grade, first grade, and second grade. In the image acquisition process, we used a standardized small high-definition camera box and a Canon R10 digital camera to vertically shoot ginseng images against three different backgrounds of white, blue, and red to ensure the clarity and resolution of the images. In addition, we implemented a strict image quality control process to exclude low-quality images caused by poor shooting conditions. Based on the expert evaluation results, we accurately annotated and classified the ginseng images to ensure the accuracy and consistency of the annotations. Finally, we constructed a dataset containing 1123 photos of forest ginseng taken from multiple angles, including 357 special-grade samples, 391 first-grade samples, and 375 second-grade samples, providing detailed visual data for ginseng quality assessment.




2.2. Dataset Preprocessing


Addressing the issue of imbalanced data categories is essential for effective model training. This article presents two preprocessing methods—offline enhancement and online enhancement—designed to mitigate dataset imbalance. As shown in Figure 1, first of all, offline enhancement techniques are applied to ginseng images. These techniques involve operations such as random rotation, vertical flipping, contrast adjustment, and the addition of noise, effectively expanding the dataset. As a result of offline enhancement, the number of images has quadrupled, enhancing category representation and dataset diversity. Second, the experiment employs an online enhancement method utilizing the Python Imaging Library (PIL) for image processing. Prior to each training iteration, images are cropped to a uniform size of 256 × 256 pixels, followed by center cropping and normalization. These operations further enhance the diversity and balance of the dataset. The integration of offline and online enhancement methods addresses dataset imbalance and enhances the model’s robustness and generalization. By adding more samples, the model can effectively learn the distinguishing features among categories. Furthermore, increasing dataset diversity helps reduce overfitting during training.




2.3. Dataset Partitioning


To minimize variability in model evaluation, this experiment employs the five-fold cross-validation method for all model training. The dataset is divided into five parts, with an 8:2 ratio for training and validation sets. Four parts are utilized for training, while one part is designated for validation. Five experiments are performed sequentially, and the final result presented in this article is the average of these five experiments. Given the limited number of original samples, the validation set serves as a substitute for the test set in this experiment. Details can be found in Table 2.





3. Building the Network Model


3.1. Original Network Model


DenseNet121, proposed by Gao Huang et al. [27] in 2017, enhances traditional network architectures. Unlike traditional architectures, DenseNet121 employs dense connections, allowing for better extraction of rich, high-level features and significantly improving network performance. Dense connections design ensures that each layer’s output connects to all previous layers’ inputs, enabling direct access to their feature maps. DenseNet121 fully utilizes information from previous layers, minimizing feature loss and enhancing feature reuse compared to traditional structures. This connection method effectively reduces computational redundancy and enhances the network’s efficiency. Consequently, DenseNet121 is selected as the backbone network for the task of sub-forest parameter classification. Its ability to extract rich features while reducing computational burden significantly enhances model performance. Given the structural similarities of understory ginseng across different grades, DenseNet121’s robust feature extraction capabilities effectively minimize information loss, enhancing classification and recognition accuracy.



When establishing the benchmark, we compared a variety of backbone networks including ResNet, VGG, and Inception. Experimental results show that DenseNet121 outperforms other networks in key performance indicators such as accuracy, recall, and F1 score. We believe that the dense connection mode and feature reuse mechanism of DenseNet121 enable it to capture the characteristics of ginseng images more effectively, especially when dealing with small sample datasets.



The images of the ginseng dataset are of high resolution and have complex backgrounds, requiring the model to have strong feature extraction capabilities. The deep structure and feature reuse mechanism of DenseNet121 enable it to perform well in dealing with these challenges. We also performed meticulous hyperparameter tuning and model training on DenseNet121 to ensure its optimal performance on the ginseng dataset.




3.2. Ginseng Network Classification Model


Our improvements primarily target three aspects of the original network. First, we integrated the CA [28] mechanism before the normalization layer of each dense block to enhance focus on key sample information. The CA mechanism allows the network to establish weights based on the local adaptability of input features, enabling targeted capture of features from different regions. This enhancement increases the model’s sensitivity and adaptability to varying feature distributions across samples. Second, we employed grouped convolution to replace the 1 × 1 convolution operation in dense layers. Traditional convolution operations incur high computational costs; however, grouped convolution allows us to break them down into smaller operations, reducing model parameters and enhancing computational speed. This enhancement reduces the model’s computational complexity while improving its operational efficiency. Lastly, we replaced all ReLU activation functions in the dense layer with ELU activation functions [29]. During training, the ELU activation function effectively mitigates the issue of neuron death, accelerates convergence, and enhances the model’s generalization capability. This improvement enables the model to learn nonlinear features more effectively and enhances its expressive power. The enhanced model is illustrated in Figure 2.




3.3. CA Attention Mechanism


In the field of computer vision, attention mechanisms are crucial to improving the performance of image classification and object detection tasks. They enable models to focus on key areas in images and enhance the accuracy and robustness of predictions. This paper introduces the CA mechanism [28], which aims to improve feature extraction, especially the ability to locate object structures in image classification and object detection, by strategically enhancing the model’s attention to spatial information. The CA mechanism generates attention weights by aggregating horizontal and vertical features, thereby optimizing the model’s attention to key components such as ginseng images and improving classification performance. In addition, the neural attention mechanism [30] generates attention maps through the partial derivatives of the classification output to optimize object detection; the multi-attention mechanism [31] uses dual-path, dual-attention modules and cross-modal transformer modules to solve the problem of reference object segmentation in compressed video streams; the structural attention mechanism [32] enhances the ability of the transformer model to synthesize structural details in unpaired medical image synthesis by integrating structural prior knowledge. These attention mechanisms have a wide range of applications, from general image processing to domain-specific compressed video segmentation and medical image synthesis, involving different types of data, including regular images and medical scans. Through the integration and optimization of these mechanisms, the limitations of the original network architecture in identifying important features have been significantly improved. Specifically:



Firstly, for input   x   encode each channel horizontally and vertically using pooling kernels of size (  H  , 1) and (1,   W  ), as follows:


    z   c   h     h   =    1   W      ∑  0 ≤ i < W      x   c     h , i    



(1)






    z   c   w     w   =    1   H      ∑  0 ≤ j < H      x   c     j , w    



(2)







In the formula,   w   is width,   h   is height, and   c   is the number of channels.



The two feature maps generated by the module before cascading are transformed using a shared 1 × 1 convolution     F   1     as follows:


  f = δ     F   1         z   h   ,   z   w          



(3)







In the formula, δ is the nonlinear activation function, and   f ∈   R   C / r × ( H + W )     is the intermediate feature map.



Next, f is divided into two separate tensors     f   h   ∈   R   C / r × H     and     f   w   ∈   R   C / r × W     along the spatial dimension. Then, using two 1 × 1 convolutions Fh and Fw, the feature maps     f   h     and     f   w     are transformed into the same number of channels as the input   x  . The following results are obtained:


    g   h   = σ     F   h       f   h        



(4)






    g   w   = σ     F   w       f   w        



(5)







Finally, expand     g   h     and     g   w     as attention weights, and the final output is as follows:


    y   c     i , j   =   x   c     i , j   ×   g   c   h     i   ×   g   c   w     j    



(6)







Figure 3 shows the CA mechanism, by incorporating the channel attention mechanism, our model is empowered to automatically learn the significance and relationships of pixels across various positions in ginseng images. The CA mechanism enables the model to focus on critical areas within these images, such as stems, roots, and leaves, while effectively disregarding irrelevant regions that may introduce noise. This targeted attention enhances the model’s feature extraction capabilities, allowing it to accurately discern the distinctive characteristics of ginseng. As a result, the model becomes more robust against interference from other plants or distracting backgrounds, ultimately leading to improved classification accuracy and reliability in assessing ginseng quality.




3.4. Group Convolution


Group convolution involves partitioning input feature maps and convolving each group independently. Assuming the input feature map size remains C × H × W and the number of output feature maps is N, dividing it into G groups results in C/G input feature maps per group, N/G output feature maps per group, and each convolution kernel being sized (C/G) × K × K. The total number of convolution kernels remains N, with N/G kernels per group, convolving only with the respective group’s input feature maps. The total number of parameters for the convolution kernels is N × (C/G) × K × K, significantly reducing the overall parameter count to 1/G of the original. The model is illustrated in Figure 4. Replacement group convolution is an enhanced method designed to tackle the high computational complexity and parameter count of standard convolutions, reducing both while preserving model accuracy. In ginseng recognition tasks, employing replacement group convolution facilitates quicker feature extraction, enhancing both recognition accuracy and model speed. Given the high resolution and intricate texture features of ginseng images, replacement group convolution effectively mitigates overfitting and boosts the model’s generalization capability. Additionally, replacement group convolution can enhance the model’s computational speed and memory efficiency.



In addition, grouped convolution can also be applied to efficient action recognition in spatiotemporal networks, and efficient computational design for high-performance gesture recognition can be achieved through effective and efficient temporal modeling.



	(1)

	
Combination of grouped convolution and spatiotemporal interleaved networks [33] TCN (Temporal Convolutional Network):







Grouped convolution is applied to spatiotemporal interleaved networks to expand the receptive field of temporal modeling, while ensuring the model is lightweight and modeling more contextual information. This shows that grouped convolution can be combined with TCN to improve the efficiency and performance of action recognition.



	(2)

	
Application of grouped convolution in action recognition [34]:







Grouped convolution can improve the efficiency of action recognition by reducing the number of parameters and the amount of computation. In some implementations, in order to reduce the amount of computation, two layers of convolution are used to reduce the dimension of the input feature sequence, which is then input into the encoder–decoder structure, in which grouped convolution and channel shuffle operations are used.



	(3)

	
Application of grouped convolution in gesture recognition [33]:







In the field of gesture recognition, a two-stream network 3D darknet based on the darknet algorithm fused with a TCN is proposed for dynamic gesture recognition in videos. This method combines the powerful image feature extraction capability of the darknet network with the TCN network to extract short-term spatiotemporal features. Through an adaptive weight fusion strategy, the short-term spatiotemporal features are fused with the long-term time features to achieve video gesture recognition.




3.5. ELU Activation Function


The original Densenet121 network employs ReLU as its activation function, which effectively captures the nonlinear relationships in the data. This enables the neural network to learn complex patterns and features. The mathematical expression is as follows:


    R e L U   x   =       0           x < 0       x           x ≥ 0          



(7)







Figure 5 illustrates the limitations of ReLU. For negative input values, ReLU truncates the output to 0, potentially resulting in issues such as neuron death. In contrast to the traditional ReLU function, the ELU [29] activation function incorporates a slope α, defined as follows:


  f   x   =      x   x ≥ 0     α     e   x   − 1     x < 0       



(8)







The ELU function generates non-zero output for negative input values, thus preventing neuron death and allowing the neural network to utilize the outputs of all neurons more effectively. By maintaining a response for negative input values, ELU can extract richer information from the data. Compared to ReLU, ELU captures complex nonlinear relationships more effectively and enhances the model’s fitting ability. Therefore, we select ELU as the activation function for the model’s convolutional layer.





4. Experiment and Result Analysis


4.1. Experimental Environment


The experimental configuration for ginseng appearance identification includes the following hardware: CPU: i7-11700 K (16 cores, 3.60 GHz) (Intel, Santa Clara, CA, USA). The GPU is an NVIDIA GeForce GTX 1080 Ti (NVIDIA, Santa Clara, CA, USA) with 12 GB of memory. The deep learning framework utilized is based on Python 1.8.2 (GPU) and built on the Ubuntu 18.04.6 operating system, along with Python 3.8.16. Details of this configuration are presented in Table 3.




4.2. Experiments on Attention Mechanisms


4.2.1. The Performance of Attention Mechanisms in Different Positions


This study investigates the impact of various positions in the enhanced DenseNet121 model by incorporating the CA mechanism. DenseNet121 comprises four dense blocks, each containing multiple dense layers. We introduce the CA mechanism at several points: before and after the normalization layer, after the first convolution layer, and before the second convolution layer, evaluating its effectiveness experimentally (see Table 4). Results indicate that the CA mechanism’s effectiveness varies depending on its position within the model. Specifically, applying the attention mechanism before the normalization layer yielded the best results, achieving a ginseng recognition rate of 94.4%. However, when the attention mechanism was applied before the second convolution layer, model performance did not exceed that of the original model. The complex structure of ginseng, with its intricately layered roots, stems, and leaves, influences feature extraction. Thus, incorporating CA early in the dense layers effectively extracts relevant features, aiding ginseng recognition. Conversely, applying CA at the end of the dense layer does not capture key features effectively, negatively impacting ginseng recognition. In summary, this experiment identifies the optimal strategy for introducing attention mechanisms before the normalization layer.




4.2.2. Comparison Between Different Attention Mechanisms


This experiment evaluates the impact of various attention mechanisms on ginseng grading model performance. We selected four attention mechanisms for fusion: ECA (efficient channel attention) [35], SK (selective kernel) [36], CBAM (convolutional block attention module) [37], and CA (the attention mechanism used in this article) [28]. Experimental results in Table 5 demonstrate that integrating the ECA mechanism significantly enhances model performance. The ECA mechanism dynamically adjusts weights based on local channel characteristics without relying on global information. Given the structural complexity and heterogeneity of ginseng data, ECA effectively emphasizes local information, significantly improving classification performance. Figure 6 shows the heat map generated by the model.



In contrast, integrating the SK mechanism leads to negative outcomes. The SK mechanism’s effectiveness largely depends on dataset characteristics and specific tasks. With limited ginseng sample data, the SK mechanism may struggle to learn effective strategies for selecting convolution kernel sizes, resulting in decreased classification performance. Integrating the CBAM mechanism has a positive impact. CBAM effectively combines channel and spatial attention mechanisms, enhancing the information extraction capability of input feature maps. However, the effectiveness of CBAM is limited by its reliance on existing CNN structures, preventing it from achieving expected results in specific ginseng classification models. The model that integrates the CA mechanism achieves optimal performance. Ginseng data exhibit multidimensional and complex feature structures, and the CA mechanism effectively learns correlations between different dimensions and modalities, enhancing the model’s ability to process complex data. The CA mechanism dynamically learns channel correlations to effectively extract and express key features, addressing the challenges posed by the diverse features of ginseng data. Therefore, we select the CA mechanism as a key strategy to optimize model performance.





4.3. Experimental Study on Grouped Convolution


The Effect of Grouped Convolution at Different Positions


This study investigates how different combinations of grouped convolutions affect the performance of deep learning models. We replaced the 1 × 1 and 3 × 3 convolutions in dense layers with grouped convolutions, forming three distinct structures. As shown in Table 6, experimental results indicate that substituting the 1 × 1 convolution with grouped convolution improves model accuracy by 0.004 and reduces the number of parameters by 29%, yielding optimal performance. Replacing the 3 × 3 convolution resulted in a 0.001 increase in accuracy and a 15% reduction in parameters. However, the attention mechanism had a limited positive effect when replacing the 3 × 3 grouped convolutions before the normalization layer, resulting in suboptimal performance. Finally, replacing both traditional convolutions reduced the number of parameters by 44%, but accuracy significantly declined due to insufficient parameters, limiting overall model performance. Considering both model performance and parameter count, we selected the G1D2 scheme as the final network structure for the ginseng grade classification model.





4.4. Experiment on Activation Function


Comparison Between Different Activation Functions


This study investigates model overfitting due to the small sample characteristics and deep features of DenseNet121, proposing an optimization solution using various activation functions. We selected four activation functions, ReLU [9], PReLU (Parametric Rectified Linear Unit) [20], SiLU (Sigmoid Linear Unit) [38], and ELU [29], and compared their performance. The experimental results are presented in Table 7. Although ReLU is the default activation function for DenseNet121 and offers fast computation, it failed to achieve the expected convergence within 40 epochs with unevenly distributed ginseng sample data. PReLU addresses the dead ReLU problem and enhances the model’s generalization ability by introducing a learnable slope parameter, allowing some negative inputs. Compared to standard ReLU, PReLU converged faster within 37 epochs, yet it still struggled with the complexities of ginseng data. SiLU merges the smoothing properties of the sigmoid function with the nonlinearity of ReLU, maintaining stable gradients during backpropagation. While SiLU converged by the 38th epoch, its performance was slightly inadequate for handling the uneven distribution of ginseng samples. ELU, like PReLU, accommodates negative inputs and possesses the smoothness and nonlinearity of SiLU, effectively addressing the complexities and uneven distributions in ginseng data. It achieved rapid convergence and the highest recognition rate by the 35th epoch. Therefore, we ultimately selected ELU as the activation function for the ginseng classification network.





4.5. Performance Comparison of Different Network Models


DenseNet121 [27], ResNet50 [14], ResNet101 [11], GoogleNet [39], and InceptionV3 [40] are all classic deep learning models with numerous architectural variations. Therefore, we can intuitively compare the performance of these architectures in ginseng classification to verify the improvements made to DenseNet121. This analysis involves comparing DenseNet121, ResNet50, ResNet101, GoogleNet, and InceptionV3 with the improved DenseNet121. The results are shown in Figure 7 and Figure 8 and Table 8. The improved DenseNet121 outperforms all models on the four-evaluation metrics, with an average accuracy of 95.5%, which is at least 1.20 percentage points higher than other networks, and an overall average accuracy of 95.4%. InceptionV3 has the second highest accuracy, and ResNet101 has the lowest accuracy, with an average accuracy of 85.1% and a recall of 84.9%, which is 9.90 percentage points lower than our model.



ResNet50 comprises multiple residual blocks, each containing several convolutional layers. It introduces skip connections and residual mapping, effectively addressing the issues of gradient vanishing and explosion during deep neural network training. ResNet101 is deeper than ResNet50, featuring a total of 101 layers, which enables it to capture more complex and abstract features, enhancing its feature expression capability for intricate tasks. GoogleNet employs the Inception module, utilizing multiple convolutional kernels of varying sizes to capture features at different scales simultaneously. Each Inception module comprises several parallel convolutional branches whose outputs are concatenated along the channel dimension, thereby improving the network’s feature representation capability. InceptionV3 builds upon the core principles of InceptionV1, employing more complex and sophisticated Inception modules to capture features through multi-scale convolution kernels and pooling operations. The accuracies of ResNet50, ResNet101, GoogleNet, and InceptionV3 are lower than that of the improved DenseNet121 model. DenseNet121 features dense connections, allowing each layer’s feature map to connect directly to the inputs of all subsequent layers, facilitating efficient feature reuse.



In contrast, while ResNet50 utilizes residual connections, its feature transfer mechanism is less dense than that of DenseNet121, potentially leading to some inefficiencies in feature utilization. The branching structure of GoogleNet and InceptionV3 enhances the network’s width and representation capability; however, the efficiency of information exchange between branches does not match the dense connections of DenseNet. Therefore, for ginseng classification tasks, the improved DenseNet121 model is more appropriate.



Figure 9 shows the confusion matrix of the original and improved DenseNet121 models. In this matrix, “Label 0” denotes premium ginseng, “Label 1” denotes first-level ginseng, and “Label 2” denotes second-level ginseng. The horizontal axis indicates true labels, while the vertical axis shows predicted labels. The model achieved over 95% accuracy for premium, first-level, and second-level ginseng. However, prediction errors primarily involved misclassifying special-grade ginseng as second grade and misclassifying second-grade ginseng as either special grade or first grade. While first-level ginseng exhibited the highest correct recognition rate, its error rate was also notable, suggesting that further optimization is needed for this category. Future efforts will concentrate on a detailed analysis of the structural characteristics of premium and secondary ginseng to enhance the model’s recognition performance in these categories, thus improving overall accuracy.





5. Conclusions


Recent advancements in deep learning have yielded significant improvements in ginseng recognition. The automation and efficiency of deep learning have enhanced both the speed and accuracy of ginseng classification, positively impacting the market. This study presents an enhanced DenseNet121 model aimed at tackling the challenges of ginseng classification to achieve accurate and efficient recognition. We employed several techniques to enhance model performance in this study.



We first incorporated the CA attention mechanism into the dense blocks, significantly enhancing the model’s accuracy. Results indicated a 1.3% increase in accuracy, confirming the effectiveness of this approach for ginseng classification. Next, we substituted the initial 1 × 1 convolution in the dense block with grouped convolution, which reduced the model’s parameter count by 29% while enhancing accuracy through improved cross-channel information exchange. This refined convolutional structure allows the model to capture feature correlations more effectively, thereby improving classification accuracy.



Additionally, we replaced the traditional ReLU activation function with the ELU activation function. Results showed a 0.7% accuracy improvement with the ELU activation function, highlighting its benefits in addressing gradient vanishing issues and enhancing detailed feature representation. Ultimately, our enhancements to the DenseNet121 model yielded significant results on the test set. This model attained an accuracy of 95.5% in ginseng grade classification tasks, surpassing other well-known classification models such as DenseNet121, ResNet50, ResNet101, GoogleNet, and InceptionV3. It showcases superior generalization ability and robustness for accurate recognition.



Future research can explore various avenues. First, new evaluation metrics could be developed to encompass comprehensive factors affecting ginseng quality, including growth environment, soil quality, and pesticide residues, for a more thorough classification. Second, optimizing data collection and processing through automation technology and machine vision could enhance accuracy and efficiency. Furthermore, integrating big data with artificial intelligence algorithms for data analysis and mining can further optimize the ginseng grade classification algorithm, enhancing accuracy and effectiveness. These advancements will contribute to more scientific and accurate ginseng grade classification, promoting development and application in this field.
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Figure 1. Ginseng dataset. (a) Original dataset; (b) Dataset after data enhancement. 
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Figure 2. Improved Network Model. In the diagram, the symbol * denotes the convolution operation. Specifically, group convolution divides the input channels into several groups, and then performs the convolution operation on each group using distinct convolutional kernels. 
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Figure 3. Coordinate Attention Mechanism. 
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Figure 4. Schematic diagram of group convolution. 
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Figure 5. Activation function comparison chart. 
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Figure 6. Visualization results of the thermal characteristic diagram of the new network before and after adding the CA module. (a) Input image; (b) image before adding the CA module; (c) image after adding the CA module. 
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Figure 7. Accuracy of different models. 
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Figure 8. (a) Loss of different models; (b) The loss between training and validation. 
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Figure 9. (a) Original confusion matrix; (b) Improved confusion matrix. 
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Table 1. Ginseng Grading Criteria.
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Project

	
Principal

	
First-Class

	
Second-Class






	
Main Root

	
Cylindrical




	
Branch Root

	
There are 2~3 obvious branched roots, and the thickness is more uniform

	
One to four branches, coarser and finer




	
Rutabaga

	
Complete with reed head and ginseng fibrous roots

	
The reed head and ginseng fibrous roots are more complete

	
Rutabaga and ginseng with incomplete fibrous roots




	
Groove

	
Clear and obvious grooves

	
Not obvious, distinct groove

	
Without grooves




	
Section

	
Section neat, clear

	
Segment is obvious

	
Segments are not obvious




	
Surface

	
Yellowish-white or grayish-yellow, no water rust, no draw grooves

	
Yellowish-white or grayish-yellow, light water rust, or with pumping grooves

	
Yellowish-white or grayish-yellow, slightly more water rust, with pumping grooves




	
Texture

	
Harder, powdery, non-hollow




	
Springtails

	
Square or rectangular

	
Made conical or cylindrical

	
Irregular shape




	
Insects, Mildew, Impurities

	
None

	
Mild

	
Presence











 





Table 2. Dataset Partitioning.
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	Level
	Train
	Val





	Principal
	1428
	357



	First-class
	1564
	391



	Second-class
	1500
	375



	Total
	4492
	1123










 





Table 3. Model Parameter Setting.
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	Parameter
	Set Up





	Optimizer
	Adam



	Learning rate
	0.0001



	Weight decay
	0.0001



	Batch size
	32



	Epoch
	100



	Loss function
	CrossEntropyLoss










 





Table 4. Comparison of attention mechanisms in different positions.
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	Num
	Location
	Accuracy
	AUC
	Loss





	1
	No-Attention
	0.931
	0.942
	0.029



	2
	BN-Before
	0.944
	0.953
	0.028



	3
	BN-After
	0.936
	0.941
	0.034



	4
	Conv1-After
	0.942
	0.951
	0.031



	5
	Conv2-Before
	0.929
	0.938
	0.036










 





Table 5. Comparison of different attention mechanisms.
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	Num
	Module
	Accuracy
	AUC
	Loss





	1
	ECA
	0.941
	0.949
	0.028



	2
	SK
	0.928
	0.932
	0.034



	3
	CBAM
	0.935
	0.939
	0.031



	4
	CA
	0.944
	0.953
	0.029










 





Table 6. The impact of grouping convolutions at different positions.
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	Num
	Location
	Accuracy
	Loss
	AUC
	Params





	A
	D1D2
	0.944
	0.029
	0.953
	6.95 M



	B
	G1D2
	0.948
	0.027
	0.959
	4.93 M



	C
	D1G2
	0.945
	0.031
	0.951
	5.88 M



	D
	G1G2
	0.931
	0.035
	0.944
	3.87 M







Note: “D1D2” represents traditional convolution, and “G1D2” represents grouped convolution replacing 1 × 1 convolution in dense layers. “D1G2” represents the replacement of 3 × 3 convolutions in dense layers with grouped convolutions. “G1G2” represents the replacement of 1 × 1 convolution and 3 × 3 convolution in dense layers with grouped convolution.













 





Table 7. Comparative experiments on different activation functions.
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	Activate Function
	Accuracy
	Loss
	AUC
	Epochs





	ReLU
	0.948
	0.028
	0.959
	40



	PReLU
	0.953
	0.026
	0.951
	37



	SiLU
	0.951
	0.027
	0.957
	38



	ELU
	0.955
	0.025
	0.961
	35










 





Table 8. Comparison between different models.
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	Model
	Accuracy
	Precision
	Recall
	F1-Score
	AUC





	DenseNet121
	0.931
	0.935
	0.926
	0.928
	0.941



	ResNet50
	0.885
	0.869
	0.862
	0.864
	0.882



	ResNet101
	0.861
	0.851
	0.849
	0.867
	0.869



	GoogleNet
	0.924
	0.933
	0.925
	0.927
	0.931



	InceptionV3
	0.943
	0.944
	0.939
	0.941
	0.952



	Our Model
	0.955
	0.954
	0.948
	0.949
	0.963
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