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Abstract

:

Remote sensing image retrieval (RSIR) plays a crucial role in remote sensing applications, focusing on retrieving a collection of items that closely match a specified query image. Due to the advantages of low storage cost and fast search speed, deep hashing has been one of the most active research problems in remote sensing image retrieval. However, remote sensing images contain many content-irrelevant backgrounds or noises, and they often lack the ability to capture essential fine-grained features. In addition, existing hash learning often relies on random sampling or semi-hard negative mining strategies to form training batches, which could be overwhelmed by some redundant pairs that slow down the model convergence and compromise the retrieval performance. To solve these problems effectively, a novel Deep Multi-similarity Hashing with Spatial-enhanced Learning, termed DMsH-SL, is proposed to learn compact yet discriminative binary descriptors for remote sensing image retrieval. Specifically, to suppress interfering information and accurately localize the target location, by introducing a spatial enhancement learning mechanism, the spatial group-enhanced hierarchical network is firstly designed to learn the spatial distribution of different semantic sub-features, capturing the noise-robust semantic embedding representation. Furthermore, to fully explore the similarity relationships of data points in the embedding space, the multi-similarity loss is proposed to construct informative and representative training batches, which is based on pairwise mining and weighting to compute the self-similarity and relative similarity of the image pairs, effectively mitigating the effects of redundant and unbalanced pairs. Experimental results on three benchmark datasets validate the superior performance of our approach.
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1. Introduction


With the rapid advancement of remote sensing technology, there has been an exponential increase in both the volume and quality of remote sensing (RS) data [1,2]. Today, extensive databases of remote sensing images encompass a wealth of information, playing a crucial role in various domains such as environmental conservation [3] and disaster management [4]. However, this surge in the amount of remote sensing imagery presents significant challenges in efficiently and effectively retrieving relevant images from these large-scale datasets. Consequently, the image retrieval of large-scale remote sensing has become a prominent area of focus within the research community [5,6].



As data volume and dimensionality continue to expand, the corresponding storage requirements increase significantly. Hash-based search techniques have recently been introduced in the realm of remote sensing image retrieval to address challenges related to storage and computational efficiency. These techniques have become some of the most popular and effective solutions for large-scale image retrieval tasks. Hash learning focuses on projecting high-dimensional data into low-dimensional discrete Hamming space via hash projection. The similarity between data is then computed through binary coding and XOR operations on hash codes, which helps to reduce storage needs and enhance retrieval efficiency while preserving the similarity between the original images [7,8]. Hashing methods are generally classified into two primary types: supervised hashing [9] and unsupervised hashing [10]. Unlike supervised hashing, which employs manually labeled data to direct model training and produce more representative and informative binary hash codes [11], unsupervised hashing frameworks automatically learn the distribution and structural features of the data to map similar samples into similar hash code spaces. It should be noted that supervised hashing typically outperforms unsupervised methods due to the use of manual semantic annotations, which offer more precise and meaningful guidance for generating hash codes. In this paper, we focus on supervised hashing learning to produce similarity-preserving and discriminative hash codes, enhancing the efficiency of large-scale image retrieval.



As deep neural networks demonstrate powerful feature learning capabilities in computer vision work, hashing methods based on deep neural networks have gradually become the main method in image retrieval in large-scale remote sensing [12]. Compared to hand-made features, current complex deep-hashing techniques have made substantial progress in remote sensing image retrieval. However, these methods still have some limitations [13]. During the deep hashing framework optimization process, constructing representative training batches through random sampling or semi-hard negative sample mining mechanisms may introduce some redundant pairs, which can slow down the model’s convergence speed [14,15]. Figure 1 provides a clear example in which the random sampling strategy overlooks the distributional relationships of the original samples, leading to an imbalance in the training batches, with a small number of positive samples and a large number of negative samples. This sampling mechanism causes parameter optimization to be biased toward the majority of semantic categories, hindering the learning of the hashing function. The presence of complex backgrounds can introduce noise and instability into feature extraction, making it difficult to provide robust feature responses to objects. In addition, content-based remote sensing image retrieval methods use deep neural networks to extract semantic features at different levels.



However, these learned features are often affected by noise, such as background information, which can limit their ability to provide a stronger response for the target. From the reasons presented above, the performance improvement of deep hashing in remote sensing image retrieval is relatively restricted and is far from satisfactory [15,16].



To solve the above problems, we propose a novel unified deep hashing framework called Deep Multi-similarity Hashing with Spatial-enhanced Learning (DMsH-SL) to generate discrete codes with significant discrimination for efficient and accurate remote sensing image retrieval, as illustrated in Figure 2. Specifically, our proposed DMsH-SL framework consists of two main parts. (1) Noise-robust and fine-grained semantic characteristics are obtained by designing the spatial group-enhanced hierarchical network. (2) Hashing codes are generated by jointly optimizing the multi-similarity loss and classification loss. The main contributions of this paper are summarized as follows.



	
By introducing spatial-enhanced learning into each feature group mechanism, the spatial group-enhanced hierarchical network is designed to highlight the spatial distribution of different semantic sub-features, which utilize the similarities between the global and local characteristics in each group to learn the attention mask at each position, generating the noise-robust and discriminative representation.



	
By employing pair mining and weighting to calculate self-similarity and relative similarity between pairs, the multi-similarity loss is incorporated into the deep hashing to construct the informative and representative training batches, effectively mitigating the effects of redundant and unbalanced pairs.



	
Extensive experiments on three widely used benchmark datasets show that our DMsH-SL framework surpasses other state-of-the-art hashing methods for remote sensing image retrieval applications.






The rest of this paper is organized as follows. Section 2 summarizes the related work, and we demonstrate every detail of our approach in Section 3. In Section 4, we design and perform the empirical evaluation of a series of experiments to access our proposed framework, and we conclude the study in Section 5.




2. Related Work


2.1. Remote Sensing Image Retrieval


The primary objective of remote sensing image retrieval is to identify samples that closely match the given queries. Traditional methods for retrieving remote sensing images rely on hand-crafted features to represent the content of the images. Unfortunately, these hand-made features often do not capture the intricate semantic details of remote sensing images accurately, leading to less effective retrieval outcomes. With significant advances in deep learning within computer vision, combining convolutional neural networks (CNNs) with hashing techniques has become a prevalent approach in remote sensing image retrieval (RSIR). Hashing-based retrieval measures the Hamming distance between binary codes produced by the hashing function. The appeal of hash learning lies in its reduced storage requirements and rapid search capabilities, which has led to considerable interest from researchers in remote sensing. Over the past few years, many related algorithms have been developed. For example, Song et al. reformulate the image retrieval problem as visual and semantic retrieval of images and propose a novel Deep Hashing Convolutional Neural Network (DHCNN) to simultaneously retrieve similar images and classify their semantic labels in a unified framework [17]. To solve the data imbalance problem, Li et al. propose a quantized deep learning to hash (QDLH) framework for the retrieval of large-scale remote sensing images [18]. Liu et al. represent a CBRSIR approach called Feature and Hash (FAH) learning, which consists of a deep feature learning model (DFLM) and an adversarial hash learning model (AHLM) [19]. In addition, Song et al. propose an Asymmetric Hash Code Learning (AHCL) designed to produce binary codes for both queries and database images in an asymmetric manner [20].




2.2. Hash Learning


Hash learning focuses on mapping continuous high-dimensional feature vectors into discrete Hamming spaces using non-linear hash functions while retaining semantic information. Due to their impressive efficiency in terms of speed and storage, hashing techniques have garnered significant attention from researchers around the world. Hash learning methods can typically be categorized into two main types: unsupervised hashing [21,22] and supervised hashing [23,24]. Unsupervised hashing techniques automatically learn the distribution and structural properties of the data and then map similar samples to corresponding hash code spaces based on these properties. However, because of the limited capacity of hash codes, these methods often lack robustness against noise and variations in images. In unsupervised hashing approaches, the hash functions are learned from unlabeled training datasets. Typical unsupervised hashing methods include spectral hashing (SH) [25], iterative quantization (ITQ) [26], and discrete graph hashing (DGH) [27]. On the other hand, supervised hashing methods aim to utilize labeled information to generate hash codes. These methods predominantly encompass techniques such as kernel-based supervised hashing (KSH) [28] and sparse embedding with minimum variance encoding (SELVE) [29], and so on.



As deep learning technology advances rapidly, researchers are integrating it with hashing functions to create end-to-end frameworks for training deep hashing models. Zhao et al. [30] propose a multi-scale contextual deep hashing network and suppress the interference of irrelevant information. Ye et al. [31] propose an end-to-end deep hash remote sensing image retrieval method which uses a global attention mechanism and multi-head self-attention mechanism to construct a multi-scale feature fusion module (MSF) to reduce background interference and enhance the representation ability of image features. To learn the inter-class similarity and intra-class similarity between RS images, Sun et al. [32] present an unsupervised framework based on soft pseudo-labels for content-based RS image retrieval.



Unlike previous studies, by introducing spatial-enhanced learning into each feature group mechanism, the spatial group-enhanced hierarchical network is designed to highlight the spatial distribution of different semantic sub-features, and the multi-similarity loss is incorporated into the deep hashing to construct the informative and representative training batches by employing pair mining and weighting to calculate self-similarity and relative similarity between pairs.





3. Methodology


Given a collection O containing n image points   O = {  o 1  ,  o 2  , … ,  o n  }  , and   Y = {  Y 1  ,  Y 2  ,  Y 3  , … ,  Y n  }   denotes the corresponding annotated information, of which there are a total of C semantic categories. Each image    o i  ∈ O   has multiple semantic labels, where each sample can be represented by a label vector    Y i  =  {  y i 1  ,  y i 2  , … ,  y i C  }   . To reduce storage space and improve retrieval speed, by learning the project function, the obtained hashing could generate compact binary codes   H  ( O )  = { H  (  o 1  )  , H  (  o 2  )  , … , H  (  o n  )  }  , where   H  (  o i  )  =   { − 1 , 1 }  K    and K represents the number of hash bits.



3.1. Spatial Group-Enhanced Hierarchical Network


Due to the complex background information in multi-label remote sensing images, convolutional neural networks struggle to capture semantic targets effectively [16]. Since hierarchical networks can extract image features at different levels, this hierarchical property enables the network to capture complex spatial and semantic information in remote sensing images. To enhance the feature learning ability of the model, we develop a novel hierarchical network based on spatial enhancement to generate discriminative embedding representations by learning the spatial information of different levels of semantic sub-features.



Specifically, the multi-label remote sensing image   o i   is fed into the pre-trained ResNet50 backbone network to learn the hierarchical feature representations   V = {  v 1  ,  v 2  ,  v 3  }  , where    v i  ∈  R  H × W × C    . To enhance spatial information and pinpoint the key areas, we introduce a spatial-enhanced learning module into the network. As illustrated in Figure 2, we partition the obtained intermediate representation   v i   into G groups along the channel direction, and each group has a vector representation   P = {  P 1  ,  P 2  , …  P m  }  , where   m = H × W ,  P j  ∈  R  ( C / G )    . Different from other attention mechanisms [33], our approach integrates global statistical and local spatial features to learn the discriminative semantic image features. We also use average pooling   A v e ( · )   to derive the global statistical representation   f g   and compute the similarity   d j   between global and spatial features via dot product operation.


   f g  = A v e  ( P )  =   1 m    ∑  j = 1  m   P j   



(1)






   d j  =  f g   P j  =   f g     P j   cos  θ   f g  ,  P j     



(2)




where   θ   f g  ,  P j     is the angle between   f g   and   P j  . To prevent the deviation problem of different sample coefficients, by introducing the normalization operation, two variables  α  and  β  are added to ensure the normalized identity transformation. To obtain the significant features, we use the Sigmoid function to scale them to a certain range. The specific formula is as follows.


         d ^  j     =     d j  −  μ d     σ d  + τ    ,  a j  = α ·   d ^  j  + β        P ^  j     =  P j  · σ  (  a j  )         



(3)




where   τ = 1 ×  10  − 5    ,   α = β = G  ,    μ d  =  ( 1 / m )    ∑ i m    d i   ,    σ d 2  =  ( 1 / m )    ∑ i m    (  d i   −  μ d   ) 2   , and   σ ( · )   is the Sigmoid function. The enhanced feature of   v i   is represented as    P ^  =     P ^  1  ,   P ^  2  , … ,   P ^  m     . By concatenation operations, the features with different levels are combined to obtain the representative representation    F i  = c o n c a t  (  f 1  ,  f 2  ,  f 3  )   .




3.2. Multi-Similarity Loss


To construct informative and representative training batches, based on pair mining and pair weighting [14], the multi-similarity loss is proposed to explore the semantic correlation between sample pairs, involving self-similarity within samples, the relative similarity of negative samples, and the relative similarity of positive samples.



3.2.1. Pairwise Sampling


The multi-label image pair   (  o i  ,  o j  )   is fed into the hashing network to generate the corresponding binary code   (  H i  ,  H j  )  , and the similarity matrix    S  i j   =   H  (  o i  )  , H  (  o j  )    ∈  R  n × n     could be calculated, where   < · , · >   represents the dot product operation. Initially, we identified representative data points by calculating the positive similarity between sample pairs and removing those redundant pairs that impair model performance. Specifically, for a given anchor point   o i  , we selected a negative sample with a similarity higher than the hardest positive sample (i.e., minimum similarity). According to Equation (4), these chosen negative pairs are employed to construct the negative dataset, denoted as   N i  .


   S   i j   −  >   min  S  i k      y k  =  y i    − ω  



(4)




where  ω  represents the threshold value. Similarly, based on Equation (5), the positive sample pair   P i   could be generated, which exhibits a similarity lower than the hardest negative sample with maximum similarity.


   S  i j  +  <   min  S  i k      y k  ≠  y i    + ω  



(5)








3.2.2. Pairwise Weighting


The selected sample pairs are weighted by calculating self-similarity and negative sample similarity to further select informative samples, improving the performance of the model. Specifically, on the basis of the cosine similarity of sample pairs, the self-similarity could be defined, as shown below.


   Ω  i j  S  =  e  γ ( λ −  S  i j   )    



(6)




where the parameter  Ω  denotes the self-similarity. The relative similarity of negative samples   (  o i  ,  o j  )   not only considers self-similarity but also calculates the similarity between other remaining negative sample pairs, which could be formulated as follows.


   Ω  i j k  N  =  e  γ (  S  i k   −  S  i j   )    



(7)







By introducing the hyperparameter  γ , the negative similarity and self-similarity could be obtained. Meanwhile, based on the learned self-similarity and negative similarity, the negative pair    (  o i  ,  o j  )  ∈  N i    could be weighted.


        w  i j  −     =   1   Ω  i j  S  −   ∑  k ∈  N i      Ω  i j k  N     =   1   e  γ ( λ −  S  i j   )   −   ∑  k ∈  N i      e  γ (  S  i k   −  S  i j   )               =    e  γ (  S  i k   − λ )    1 +   ∑  k ∈  N i      e  γ (  S  i k   − λ )             



(8)







Similarly, the positive samples    (  o i  ,  o j  )  ∈  P i    could be weighted by computing Equation (9).


   w  i j  +  =   1   e  − η ( λ −  S  i j   )   −   ∑  k ∈  P i      e  − η (  S  i k   −  S  i j   )       



(9)







By jointly computing self-similarity and relative similarity, our proposed multi-similarity is formulated as follows.


         L  m s   =   1 n     ∑  i = 1  n          1 η   log   1 +   ∑  k ∈  P i      e  − η (  S  i k   − λ )           +   1 γ   log   1 +   ∑  k ∈  N i      e  γ (  S  i k   − λ )                 



(10)









3.3. Out-of-Sample Extension


After optimizing the model, the spatial group-enhanced hierarchical network captures the high-dimensional feature vector of the query sample   o q  , and the subsequent hash layer maps the feature representation to a discrete Hamming space to generate a K-bit hash code. Based on the binary code obtained, we can quickly and accurately return data similar to the query sample. The hash code for a specific query sample   o q   is obtained by the following formula:


  H  (  o q  )  = H  (  F  o q   )  = s i g n  (  W h T   F  o q   +  b h  )   



(11)




where   W h   and   b h   are the weight matrix and the bias coefficient of the hash layer, respectively.




3.4. Classification Loss


Previous research has shown that semantic labels could lead to compact binary representations of raw images [34]. To enhance discriminative power, we incorporate a classification component-based cross-entropy loss into our framework, generating high-quality binary codes. In addition, to improve accuracy, we utilize label smoothing (as shown in Equation (11)) to transform the original one-hot labels into smoother variants.


   L  c l a   = −  ∑  i = 1  n   [  y i     ( 1 − δ )  + δ / C ] log     exp (   y ¯  i  )    ∑  h = 1  C   exp (   y ¯   i h   )      



(12)




where    y i  ∈  { 0 , 1 }   ,  δ  is a learnable parameter, which is set as   0.5 , 0.8 , 1.0  . During hash learning, the model employs deep multi-similarity loss, which considers the semantic relationship between samples, to construct representative training batches. The proposed framework integrates the classification loss to optimize the model parameters, generating high-quality discrete codes. The final optimization problem is formulated below.


   L  a l l   =  L  m s   + ξ ·  L  c l a    



(13)




where  ξ  denotes the weighted parameter, which could balance the multi-similarity item and the classification function.





4. Experiments


To verify the effectiveness of our designed DMsH-SL for multi-label remote sensing image retrieval, we conducted comprehensive and systematic experiments on three commonly used public datasets, including UCMerced, MLRSNet, and DFC15.



4.1. Datasets


UCMerced dataset [35] is a multi-label dataset designed to retrieve remote sensing images. It encompasses 100 distinct categories of samples sourced from the United States Geological Survey (USGS), specifically focusing on urban regions throughout the country. The images are sized at   256 × 256   pixels, each pixel having a spatial resolution of 0.3 m. This dataset is widely used in remote sensing research to examine land use trends and urban growth. In our experiment, we created the training set by randomly choosing 80% of the scene categories, while the remaining images were reserved for testing purposes.



MLRSNet dataset [36] is a multi-label dataset with a high spatial resolution for remote sensing tasks, containing a total of 109,161 images and 60 different semantic labels. Each image is annotated with many labels, ranging between 1 and 13, and features a pixel dimension of   256 × 256   with varying resolutions. To set up the training data, 5000 images are randomly chosen, whereas the query dataset comprises 1000 images. The remaining images are allocated for retrieval.



DFC15 dataset [37] serves as a multi-label benchmark and is derived from the DFC15 semantic segmentation collection. It includes a total of 3342 images distributed across eight categories, each with a resolution of   600 × 600   pixels. For model training, we randomly choose 80% of the images as the training set. The remaining 20% of the images are set aside for testing.




4.2. Experimental Settings


4.2.1. Baselines


To evaluate the effectiveness of our proposed DMsH-SL method, we performed a comprehensive comparison with several leading deep hashing techniques. These techniques include DPSH [38], ADSH [39], DHCNN [17], OrthoHash [40], Hy  P 2  Loss [41], RelaHash [42], HHF [43], and SWTH [44], which are applied to the benchmark datasets mentioned earlier. Unlike traditional hashing methods, these advanced deep hashing approaches leverage deep neural networks to simultaneously learn feature representations and hash projections in a unified end-to-end framework. Furthermore, the parameter configurations for each model are based on the specifications provided in their respective original papers or available open-source implementations.




4.2.2. Implementation Details


All the experiments are performed on the Pytorch framework with an NVIDIA GeForce RTX 3090 GPU. In the DMsH-SL model, we set the training batch to 32 and use the Adam optimizer to optimize the model parameters, where the learning rate is 0.0001, the momentum is 0.9, and the weight decay rate is 0.0005. Based on the parameter tuning results reported in Section 4.4, we set the parameter values involved in the overall objective loss as follows:   ω = 5.0  ,   λ = 2.0  ,   η = 3.0  ,   γ = 50   and the weighted parameter   ξ = 0.1  , respectively.




4.2.3. Evaluation Protocols


To thoroughly assess the retrieval performance, we employ four standard evaluation metrics: mean average precision (mAP), precision–recall (PR) curve, TopK precision curve and Hamming rank precision within Hamming radius 2 (P@H≤2). Specifically, mAP is a widely used metric that measures retrieval effectiveness by calculating the average precision (AP) for query samples. The PR curve illustrates the trade-off between precision and recall with a higher model performance reflected in a larger area under the curve. The TopK precision curve shows the proportion of samples matching the queries among the TopK retrieved results, where K is set to 1000. Lastly, the P@H≤2 curve indicates precision within a Hamming radius of 2.





4.3. Experimental Results


To thoroughly assess the performance of our proposed framework, we compute mAP scores for various baselines alongside our DMsH-SL model across the UCMerced, MLRSNet, and DFC15 datasets. The results are detailed in Table 1, Table 2, and Table 3, respectively. Furthermore, we include visualizations to depict the retrieval efficacy of the deep hashing methods, such as the precision–recall curve, TopK recall curve, and Hamming precision within a Hamming radius of 2. These visualizations are illustrated in Figure 3, Figure 4, Figure 5, and Figure 6, respectively. Note that, as described in Section 3, the total number of hash bits is represented as a K value that directly affects the retrieval speed. A smaller K value means faster calculation and comparison of each hash value, which speeds up the retrieval. However, too few hash bits may lead to information loss and reduce the accuracy of retrieval. Increasing the K value usually improves the accuracy of retrieval because more hash bits can better retain information about data features. However, too many hash bits may lead to the “curse of dimensionality” and affect retrieval efficiency. In our study, based on the results shown in Table 1, Table 2 and Table 3, the bigger K values achieved better performance in most cases.



Table 1, Table 2 and Table 3 compare the mean average precision (mAP) results of various methods on the UCMerced, MLRSNet, and DFC15 datasets. According to the experimental results, it can be observed that compared to other methods, the DMsH-SL deep hashing model proposed in this paper has achieved ideal performance in most cases. Specifically, for the UCMerced dataset, our DMsH-SL framework achieves superior performance, which achieves 2.04% improvement over the best baseline SWTH with five different hash lengths. For the DFC15 dataset, our proposed framework achieves an increase of 4% at most. For the MLRSNet dataset, HHF’s performance is slightly better than our model in the case of 48-bit hash coding. This may be because the hashing-guided hinge function proposed by HHF can effectively alleviate the conflict between metric learning and quantization learning. However, in the UCMerced and DFC15 datasets, the performance of the model is 5.51% and 2.89% higher than that of HHF, respectively. This is mainly because the feature extraction module based on the spatial enhancement learning module generates discriminative feature representations for multi-label remote sensing images to guide hash learning; in addition, by fully mining the semantic relationship between sample pairs, the designed deep multi-similarity function constructs representative training samples to optimize the training of the model.



To visually assess retrieval performance, we draw the PR curve, TopK precision curve, and P@H≤2 curve with different hash lengths. Specifically, Figure 3 shows the PR and TopK precision curves for the UCMerced dataset across different hash lengths. Figure 4 presents these curves for the MLRSNet dataset with varying hash lengths, while Figure 5 illustrates the TopK precision curves for the DFC15 dataset. Our comparative results indicate that the proposed DMsH-SL framework performs well in most scenarios, underscoring its effectiveness. Additionally, Figure 6 displays the P@H≤2 values for our DMsH-SL method and several baseline approaches across three benchmark datasets. Through the analysis of experimental results, the performance of the deep hashing model proposed in this paper is better than other comparative methods. This is because the multi-similarity loss function enables the DMsH-SL framework to obtain the global optimal solution and improve the identification ability of generated binary codes. At the same time, by learning the spatial distribution information of features at different levels through the spatial group-enhanced mechanism, the designed hierarchical feature extraction network can effectively reduce noise interference in the image and better respond to key semantic targets in the image. Therefore, the P@H≤2 performance of the DMsH-SL model has been significantly improved.




4.4. Parameter Sensitivity Analysis


Parameters are also important factors that affect the performance of the model. In this section, parameter sensitivity experiments were conducted in three datasets for the loss function parameters, and the results are shown in Figure 7. We study the impact of a certain parameter on the model by fixing the other three parameters. In the stage of rough mining of samples,  ω  represents the threshold range of similarity. We set   ω = { 1.0 , 3.0 , 5.0 , 7.0 , 9.0 }   through the analysis of experimental data; when it increases to 5.0, the retrieval performance of the model on the UCMerced dataset reaches the best. Even on MLRSNet and DFC15, the mAP value does not reach the maximum value, but to maintain the consistency of parameters, we set   ω = 5.0   on the three datasets. To select representative training samples, the multi-similarity loss performs a weighted operation on the roughly mined sample pairs. In this process, three parameters are set to   λ = { 1.0 , 2.0 , 3.0 , 4.0 , 5.0 }  ,   η = { 1.0 , 2.0 , 3.0 , 4.0 , 5.0 }  , and   γ = { 10 , 20 , 30 , 40 , 50 }  , respectively. Specifically, when the parameters  η  and  γ  continue to increase, the spatially enhanced deep multi-similarity hashing framework is also in a stable state. When   η = 3.0   and   λ = 2.0  , the model obtains the best results. As for  λ , as the parameter value increases on the UCMerced and DFC15 datasets, the performance of the framework continues to decline or stabilize. When   λ = 2.0  , the retrieval performance of the deep hashing model achieves the global optimal solution. Although the performance of MLRSNet does not reach the best state, it is close to the highest mAP value. Therefore, we set   λ = 2.0   on the three datasets.




4.5. Ablation Study


To verify the effectiveness of each module, we performed some ablation experiments on the UCMerced dataset and the MLRSNet dataset, as illustrated in Table 4 and Table 5. Specifically, DMsH-SL-C indicates that the spatially enhanced deep hashing framework only uses the label smoothing strategy to generate hash codes. DMsH-SL-D means that the supervised hashing algorithm is applied from DSH [45]. The DMsH-SL-N framework uses Proxy-NCA [46] as the objective function. In particular, DMsH-SL-D overlooks relative similarities between sample pairs, while DMsH-SL-N focuses solely on pairwise similarities and neglects self-similarity between samples. In contrast, our proposed approach leverages the multi-similarity loss function to construct the informative training batches, improving the model performance. The comparative analysis in Table 4 and Table 5 demonstrates the excellence of our DMsH-SL framework on the UCMerced dataset and MLRSNet dataset.




4.6. Visualization


4.6.1. Grad-Cam Visualization


Remote sensing images have complex background information and other noise interference. Generally speaking, deep neural networks often use deep semantic features to represent the content of multi-label remote sensing images, which makes it impossible to accurately locate the target regions in remote sensing images and reduces the feature learning ability of the model. Unlike the above methods, the mechanism of spatial group enhancement captures the key area information in the image by learning sub-features at different levels, which is conducive to generating discriminative embedding representations. To better illustrate the superiority of the DMsH-SL framework, this section randomly visualizes the attention maps of several sample data on UCMerced, MLRSNet, and DFC15, as shown in Figure 8. Obviously, the feature extraction framework based on a spatial gropup-enhanced learning module can effectively suppress noise interference and accurately locate semantic targets in images, improving the discrimination ability of visual semantic features.




4.6.2. t-SNE Visualization


To further illustrate that the deep hashing framework proposed in this paper can effectively improve the discriminability of hash codes, by using the t-SNE technology, we convert the high-dimensional features of multi-label images captured by the network into two-dimensional space. The experimental results are shown in Figure 9. Since multi-label remote sensing data have multiple semantic attributes, it is difficult for us to visualize the embedded representation of all samples. For convenience, we only visualize the hash codes of single-label images of 21 categories in the MLRSNet dataset. As can be seen from Figure 9, compared with the advanced RelaHash and Hy  P 2  Loss methods, the DMsH-SL model proposed in this paper can have obvious boundaries between different categories, which further illustrates that the deep multi-similarity hashing framework based on the spatial-enhanced learning module can generate discriminative binary codes, improving the retrieval accuracy of the model.




4.6.3. Top-10 Retrieval Results


To verify the accuracy of the retrieval of the DMsH-SL deep hashing framework proposed in this paper, for a specific query sample, Figure 10 shows the top 10 retrieval results on the UCMerced and DFC15 datasets. Among them, the red box represents data that are extremely dissimilar to the query sample; the blue box represents data that are partially similar to the query sample; and the green box represents data that are extremely similar to the query sample. Compared with state-of-the-art deep hashing, including Hy  P 2  Loss OrthoHash, RelaHash, and SWTH, our proposed DMsH-SL framework introduces a spatial group-enhancement mechanism to accurately locate key semantic targets in remote sensing images to generate discriminative visual features. In addition, the multi-similarity loss function fully explores the semantic correlation between sample pairs to construct representative training batches to improve model performance, and its joint label smoothing strategy is used to enhance the discriminability of compact binary encoding. The experimental results show that on the UCMerced dataset, compared with other methods, the proposed DMsH-SL framework returns samples that are partially similar or extremely similar, while on the DFC15 dataset, the retrieval results returned by our deep hashing model are all data images that are extremely similar to the query samples. The above experimental results show that the DMsH-SL framework proposed in this paper has good retrieval performance.






5. Conclusions and Future Work


In this paper, we propose the novel supervised deep hashing framework, named DMsH-SL, to enhance the accuracy of multi-label remote sensing image retrieval. By integrating a spatial-enhanced mechanism, we accurately highlight the discriminative targets in remote sensing images, mitigating background noise and generating discriminative visual semantic features. Furthermore, by introducing self-similarity, positive relative similarity, and negative relative similarity during model optimization, the multi-similarity loss is incorporated into the deep hashing mainstream to relieve the negative effects of redundant and unbalanced pairs. Extensive experiments on UCMerced, MLRSNet, and DFC15 datasets validate the effectiveness and advantages of the DMsH-SL framework.



Our proposed DMsH-SL framework currently focuses on the scenario of supervised remote sensing image retrieval. However, with the rapid growth of multimedia data from different media types, traditional unimodal retrieval methods are no longer suitable for real-world scenarios. In future work, we aim to extend the spatial-enhanced mechanism to cross-modal remote sensing image retrieval and relieve the negative effects of redundant and unbalanced pairs. In addition, exploring advanced hashing algorithms that could enhance data retrieval efficiency and accuracy in spatial learning contexts and investigating alternative spatial learning models that could provide additional insights or complementary perspectives are also future research directions.
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Figure 1. The motivation of the proposed deep multi-similarity hash framework. (a) The random sampling strategy ignores the distribution relationship of the original samples, resulting in an imbalanced sample problem in the training batch; that is, it contains a small number of positive samples and a large number of negative samples. (b) The pair mining and weighting strategy explores multiple similarity relationships between sample pairs to construct representative training batches. 
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Figure 2. Overview of our proposed DMsH-SL framework, which mainly includes two parts: (1) Feature Representation: A spatial group-enhanced hierarchical network is proposed for the noise-robust and fine-grained semantic representation. (2) Hash Learning: Multi-similarity loss and classification loss are jointly explored to optimize the parameters of the deep hashing framework. 
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Figure 3. Results of precision–recall curves and TopK precision curves on UCMerced dataset with respect to 16 bits and 48 bits. 






Figure 3. Results of precision–recall curves and TopK precision curves on UCMerced dataset with respect to 16 bits and 48 bits.



[image: Electronics 13 04520 g003]







[image: Electronics 13 04520 g004] 





Figure 4. Results of precision–recall curves and TopK precision curves on MLRSNet dataset with respect to 16 bits and 48 bits. 
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Figure 5. Results of TopK precision curves on DFC15 dataset with respect to 16 bits, 32 bits, 48 bits, and 64 bits. 






Figure 5. Results of TopK precision curves on DFC15 dataset with respect to 16 bits, 32 bits, 48 bits, and 64 bits.



[image: Electronics 13 04520 g005]







[image: Electronics 13 04520 g006] 





Figure 6. P@H≤2 curves on UCMerced, MLRSNet, and DFC15 datasets. 
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Figure 7. mAP results of different t and  τ  for DItSH on UCMerced and DFC15 datasets with respect to 32 bits and 48 bits. 
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Figure 8. Some visual examples of the semantic features from attention-aware augmentation module on UCMerced, MLRSNet, and DFC15 datasets. 
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Figure 9. t-SNE visualization of the 16-bit binary codes from RelaHash, HyP2Loss, and DMsH-SL on the MLRSNet dataset. 






Figure 9. t-SNE visualization of the 16-bit binary codes from RelaHash, HyP2Loss, and DMsH-SL on the MLRSNet dataset.



[image: Electronics 13 04520 g009]







[image: Electronics 13 04520 g010] 





Figure 10. Top-10 ranking results of the DItSH and several baseline methods on UCMerced and DFC15 datasets with respect to 64-bit binary codes. The green boxes mean the retrieved images are completely similar to the query data, the blue boxes represent that the samples share at least one label with the queries, which are called partially similar samples, and the red box denotes that the retrieved samples are dissimilar to the query points. 
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Table 1. Comparison of mAP results for different baselines with 16 bits, 32 bits, 48 bits, 64 bits, and 128 bits on the UCMerced dataset.
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Method

	
UCMerced Dataset




	
16 bits

	
32 bits

	
48 bits

	
64 bits

	
128 bits






	
DPSH

	
0.9142

	
0.9209

	
0.9065

	
0.9092

	
0.9124




	
ADSH

	
0.8799

	
0.8874

	
0.8786

	
0.8790

	
0.8849




	
DHCNN

	
0.8946

	
0.9088

	
0.9123

	
0.9339

	
0.9385




	
OrthoHash

	
0.8070

	
0.8390

	
0.8490

	
0.8415

	
0.8445




	
Hy  P 2  Loss

	
0.9264

	
0.9395

	
0.9590

	
0.9612

	
0.9736




	
RelaHash

	
0.8261

	
0.8204

	
0.8291

	
0.8431

	
0.8374




	
HHF

	
0.8814

	
0.9071

	
0.9044

	
0.9048

	
0.8962




	
SWTH

	
0.9223

	
0.9460

	
0.9531

	
0.9612

	
0.9592




	
DMsH-SL

	
0.9571

	
0.9622

	
0.9697

	
0.9724

	
0.9826











 





Table 2. Comparison of mAP results for different baselines with 16 bits, 32 bits, 48 bits, 64 bits, and 128 bits on the MLRSNet dataset.
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Method

	
MLRSNet Dataset




	
16 bits

	
32 bits

	
48 bits

	
64 bits

	
128 bits






	
DPSH

	
0.9232

	
0.9491

	
0.9463

	
0.9360

	
0.9436




	
ADSH

	
0.9430

	
0.9074

	
0.8787

	
0.9083

	
0.9070




	
DHCNN

	
0.9473

	
0.9491

	
0.9063

	
0.9172

	
0.9169




	
OrthoHash

	
0.9234

	
0.9278

	
0.9370

	
0.9405

	
0.9462




	
RelaHash

	
0.9335

	
0.9421

	
0.9484

	
0.9467

	
0.9524




	
HHF

	
0.9350

	
0.9639

	
0.9723

	
0.9667

	
0.9526




	
SWTH

	
0.8503

	
0.8554

	
0.8653

	
0.8662

	
0.8599




	
DMsH-SL

	
0.9487

	
0.9642

	
0.9681

	
0.9711

	
0.9762











 





Table 3. Comparison of mAP results for different baselines with 16 bits, 32 bits, 48 bits, 64 bits, and 128 bits on the DFC15 dataset.
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Method

	
DFC15 Dataset




	
16 bits

	
32 bits

	
48 bits

	
64 bits

	
128 bits






	
DPSH

	
0.9447

	
0.9363

	
0.9197

	
0.9190

	
0.9536




	
ADSH

	
0.9584

	
0.9584

	
0.9686

	
0.9586

	
0.9586




	
DHCNN

	
0.9239

	
0.9521

	
0.9455

	
0.9527

	
0.9585




	
OrthoHash

	
0.9647

	
0.9557

	
0.9548

	
0.9589

	
0.9625




	
Hy  P 2  Loss

	
0.9622

	
0.9677

	
0.9673

	
0.9635

	
0.9670




	
RelaHash

	
0.9563

	
0.9606

	
0.9617

	
0.9610

	
0.9609




	
HHF

	
0.9573

	
0.9603

	
0.9707

	
0.9697

	
0.9760




	
SWTH

	
0.9301

	
0.9475

	
0.9553

	
0.9564

	
0.9626




	
DMsH-SL

	
0.9908

	
0.9892

	
0.9937

	
0.9941

	
0.9966











 





Table 4. Comparison of mAP results for variant comparisons of our DMsH-SL on the UCMerced dataset.
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	Method
	16 bits
	48 bits
	64 bits





	DMsH-SL-C
	0.7666
	0.7861
	0.7812



	DMsH-SL-D
	0.8429
	0.8495
	0.8798



	DMsH-SL-N
	0.8771
	0.9322
	0.9356



	DMsH-SL
	0.9571
	0.9697
	0.9724










 





Table 5. Comparison of mAP results for variant comparisons of our DMsH-SL on the MLRSNet dataset.
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	Method
	16 bits
	48 bits
	64 bits





	DMsH-SL-C
	0.7946
	0.8818
	0.9060



	DMsH-SL-D
	0.8401
	0.8707
	0.8642



	DMsH-SL-N
	0.9360
	0.9567
	0.9629



	DMsH-SL
	0.9387
	0.9681
	0.9711
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