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Abstract: Identifying and reducing customer churn have become a priority for financial institutions
seeking to retain clients. Our research focuses on customer churn rate analysis using advanced
machine learning (ML) techniques, leveraging a synthetic dataset sourced from the Kaggle platform.
The dataset undergoes a preprocessing phase to select variables directly impacting customer churn
behavior. SMOTETomek, a hybrid technique that combines oversampling of the minority class (churn)
with SMOTE and the removal of noisy or borderline instances through Tomek links, is applied to bal-
ance the dataset and improve class separability. Two cutting-edge ML models are applied—random
forest (RF) and the Light Gradient-Boosting Machine (LGBM) Classifier. To evaluate the effective-
ness of these models, several key performance metrics are utilized, including precision, sensitivity,
F1 score, accuracy, and Brier score, which helps assess the calibration of the predicted probabilities.
A particular contribution of our research is on calibrating classification probabilities, as many ML
models tend to produce uncalibrated probabilities due to the complexity of their internal mechanisms.
Probability calibration techniques are employed to adjust the predicted probabilities, enhancing their
reliability and interpretability. Furthermore, the Shapley Additive Explanations (SHAP) method, an
explainable artificial intelligence (XAI) technique, is further implemented to increase the transparency
and credibility of the model’s decision-making process. SHAP provides insights into the importance
of individual features in predicting churn, providing knowledge to banking institutions for the
development of personalized customer retention strategies.

Keywords: churn; banking sector; classification; probability calibration; explainable AI (XAI)

1. Introduction

The banking sector is marked by fierce competition, with customers having a wide
range of choices, and the challenge of retaining customers and employees is one of the
critical issues for such a business. A significant obstacle to this goal is the phenomenon
of churn, expressed by the customer churn rate, an indicator aimed at measuring the
proportion of customers who choose to terminate their relationship with the bank within
a certain time frame [1]. Understanding and preventing churn is, on the one hand, a
factor contributing to establishing a solid customer base but also to maximizing profits and
improving the long-term reputation of financial institutions. Emerging technologies and
data analysis offer opportunities for banks to address this challenge. ML algorithms have
become essential tools in predicting customer behavior [2], offering the ability to identify
trends that may be difficult to detect using classical methods. By using ML techniques,
banks may develop internal models that anticipate churn potential based on a multitude of
variables, from demographic data to transactional history and service usage behavior.
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In this paper, we focus on calibrating the probabilities returned by the random forest
(RF) and Light Gradient-Boosting Machine (LGBM) Classifier algorithms to obtain pre-
dictive models capable of detecting churn behavior for bank customers using synthetic
data extracted from the Kaggle (https://www.kaggle.com/datasets/shubhammeshram579
/bank-customer-churn-prediction/data, accessed on 7 November 2024) platform. RF is one
of the state-of-the-art learning algorithms based on ensemble methods of decision trees. It
is known for its accuracy and ability to adjust to the phenomenon of overfitting on the data
it uses. It is also known for its ability to handle both categorical and continuous spectrum
data properly. In the financial domain, it contributes to improving predictions of customer
behavior and identifying risk factors [3], as well as identifying transactions with potentially
high risk. The LGBM model is also an advanced classification method, notable for its
efficiency in processing large datasets, having good runtime speeds and providing precise
results. This gradient-based model is optimal for risk analysis [4], fraud detection, and
marketing campaign optimization due to its ability to learn from complex and unevenly
distributed data. It also has internal capabilities to handle null or infinite values, which
facilitates the data preprocessing step. On the other hand, ensemble models are based on
aggregating predictions from multiple decision trees to make the final prediction. The
probabilities offered by the RF and LGBM models are generally the average probabilities
predicted by each internal decision tree of the two algorithms. Metrics such as the Brier
score [5] or logarithmic loss (log-loss) are relevant for models with correctly calibrated
probabilities. For the Brier score, a value closer to 0 indicates a very good classification,
while a value close to 1 highlights a poor classifier.

SHAP (Shapley Additive Explanations) analysis emerges as a transformative approach
in enhancing the interpretability of complex ML models used in the banking sector. By de-
composing the prediction of a model into the sum of effects of each feature, SHAP provides
a detailed understanding of how each attribute influences a given prediction. This insight
is important for refining the algorithms for churn prediction and for ensuring compliance
with transparency and fairness requirements of the model. Moreover, SHAP analysis facili-
tates the identification of key factors contributing to customer retention, enabling targeted
interventions that can more effectively mitigate churn. In our research methodology, we
further employ SMOTETomek, a hybrid technique that combines oversampling of the
minority class with SMOTE and the removal of noisy or borderline instances through
Tomek links, to balance the dataset and improve class separability.

The contribution of our research is the development and calibration of predictive mod-
els for customer churn in the banking sector using cutting-edge ML algorithms, specifically
RF and LGBM classifiers. We aim to create balanced models that predict customer churn
based on open-source data, with a focus on calibrating the probabilities returned by these
models to improve their accuracy. The use of SHAP analysis enhances the interpretability of
the models, providing insights into how specific features influence predictions, which may
further help banks target interventions to reduce churn. Additionally, our research offers a
solution for preventing customer churn in the banking sector, improving transparency in
the financial sector by ensuring model fairness and regulatory compliance.

Despite extensive studies on customer churn prediction using ML models, there
remains a significant need for models that not only predict churn accurately but also
provide calibrated, reliable probabilities that are interpretable for financial institutions.
Many existing models lack probability calibration, leading to unreliable probability outputs,
which may affect decision-making. Additionally, while model accuracy is prioritized,
interpretability often remains overlooked, making it challenging for financial institutions to
understand the drivers behind churn predictions and effectively utilize insights for targeted
customer retention strategies. Our research aims to fill these research gaps by focusing on
probability calibration and model interpretability through SHAP analysis, enhancing the
usability and transparency of churn prediction models in the banking sector.

https://www.kaggle.com/datasets/shubhammeshram579/bank-customer-churn-prediction/data
https://www.kaggle.com/datasets/shubhammeshram579/bank-customer-churn-prediction/data
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By addressing the following research questions (RQ), our research seeks to contribute
an interpretable framework for churn prediction that enhances transparency, fairness and
actionable insights.

RQ1: How can probability calibration techniques improve the reliability of predicted
churn probabilities in ML models (specifically RF and LGBM) used in the banking sector?

RQ2: What are the most influential features affecting customer churn predictions, as
identified by the SHAP method, and how can these insights support personalized retention
strategies in banking?

RQ3: How does the Brier score, alongside other performance metrics, assess the
calibration quality of predicted probabilities for churn, and how does this impact decision-
making within financial institutions?

RQ4: What is the comparative performance of RF and LGBM classifiers in predicting
customer churn within the banking industry, particularly in terms of accuracy, interpretabil-
ity and probability calibration?

Our research paper is organized into several sections: an introduction section that high-
lights the general context of customer churn in the banking sector and the use of advanced
ML classification algorithms; a literature review that examines the latest publications in the
field; a research methodology outlining the proposed process to enhance the classification
approach; a results section presenting the simulations and comparisons conducted; and
discussion and conclusion sections summarizing the key findings of the study.

2. Literature Review

A multitude of researchers have aimed to construct models predicting customer churn
phenomenon in the business environment, using relevant historical data. The issue firms
generally seek to address is related to the feasibility of retaining an existing customer or ac-
quiring a new one: which of these options is more costly? Clearly, retaining loyal customers
is more relevant from this perspective. The authors of [6] propose several approaches
to study this issue in the telecommunications domain, using stochastic gradient booster,
RF, logistic regression (LR), and the nearest K-neighbors (K-nearest neighbors-KNN) al-
gorithms, obtaining accuracy percentages of 83.9%, 82.6%, 82.9%, and 78.1%, respectively.
In [7], the authors proposed a gravitational search method to find the most important
variables for modeling, also applying cross-validation methods to reduce overfitting effects,
and finally employing ensemble methods by aggregating predictions from multiple differ-
ent algorithms. For AdaBoost and eXtreme Gradient Boosting (XGB) methods, accuracy
percentages of 81.71% and 80.8% were obtained, with an AUC score of 84% for both models.

In another research [8], the authors utilized a dataset extracted from the Kaggle plat-
form describing credit-card-holding bank customers. Apart from classical supervised
learning methods, they also used a methodology based on customer segmentation, consid-
ering techniques from the unsupervised learning spectrum to achieve this segmentation,
specifically the K-means clustering method. Based on these newly created segments, vari-
ous methods such as LR, RF, and support vector machine (SVM) were applied, obtaining
the highest accuracy of around 97.25%. However, most churn rate study methods have been
limited to modeling the phenomenon of customer loss in the following time interval. The
authors of [9] present a dynamic approach to predicting customer loss based on anticipated
time, studied on a database of clients of a European private bank. The data format is
panel-type, which also implies a time-series-based approach, providing dynamism to the
instances in the training sets used. Furthermore, using a single algorithm independently is
often not sufficient in studying customer churn rate. By integrating supervised learning
techniques based on classical algorithms such as SVM and the specific kernel functions of
this method with artificial neural networks (ANN), optimal results were obtained, thus
creating a hybrid classification model [10] with accuracy values exceeding 97%. A synthesis
of classification methods using ML and data mining in e-commerce is further presented
in [11], where most of the difficulties in predicting customer churn rate were outlined
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alongside the evolution of techniques based on deep learning (DL) and those based on
classical ML models.

In their exploration of customer churn prediction within the banking sector, the authors
of [12] emphasized the utility of SHAP analysis in elucidating the influence of individual
predictors in ML models. By integrating SHAP values, the authors significantly enhanced
the interpretability of predictive models, allowing for more informed strategic decisions
aimed at customer retention. Additionally, in [13], the authors investigated customer churn
prediction in the banking sector using a dataset from a Brazilian financial institution. They
conducted a comprehensive comparison of various supervised ML algorithms, including
decision trees, KNN, elastic net, LR, SVM, and RF. The study finds that RF consistently
outperformed other models across several metrics, confirming its suitability for churn
prediction in financial settings. Additionally, the analysis identified key predictive features,
such as the frequency of financial transactions and loan volume, which are essential for
anticipating customer churn and devising proactive retention strategies.

Moreover, in their study on customer churn prediction, the authors of [14] focused on
applying ML methods to classify customer portfolios in the banking sector. By evaluating a
variety of techniques, such as LR, KNN, SVM, RF, and gradient-boosting machines (GBM),
the authors emphasized the effectiveness of ensemble models. Their proposed ROS-voting
(RF-GBM) approach outperformed traditional methods, achieving a notable accuracy rate
of 95%. It highlighted the potential of hybrid techniques in addressing the challenges of
class imbalance and improving the accuracy of churn predictions in the financial domain.

Hard and soft data fusion has also been used to model customer churn in the banking
industry, as presented in [15]. This approach combined the use of hard data, which includes
financial, behavioral and demographic information, with soft data, such as expert opinions,
to enhance the accuracy of churn predictions. The authors employed a decision tree model
for hard data and the Dempster–Shafer theory for soft data, ultimately fusing the two types
to achieve a more dynamic analysis. The study demonstrated that the fusion of both hard
and soft data leads to improved churn rate predictions, offering insights into customer
behavior and informing retention strategies.

In the context of subprime auto loans, in [16], a detailed study conducted on predicting
customer churn in the subprime auto loan market by comparing two models: a restricted
model focusing solely on customer character and a full model incorporating the 4 Cs of
lending: capacity, collateral, credit, and character. The study highlighted the importance
of including borrower character variables, such as residential stability and employment
duration, in predicting churn, especially for subprime borrowers. While the full model,
which also considers factors like loan-to-value ratios and credit scores, performed well
overall, the character-focused model provided important insights. For instance, customers
with longer residential tenure and stable employment were less likely to churn, even when
their credit scores were relatively low. This indicates that in subprime lending, assessing
character-related factors may be as critical as traditional credit metrics. The findings
suggest that financial institutions may improve churn predictions and retention strategies
by balancing both quantitative (hard) data and qualitative (soft) customer characteristics.
Authors of [17] further explored the challenges posed by heterogeneous data and class
imbalance in the context of bank churn prediction. Their study focused on improving
prediction accuracy by using the SMOTE technique for data balancing combined with
ensemble-based methods. The results demonstrated that RF consistently outperformed
other models, achieving an accuracy of 86% and a corresponding F1 score. Importantly, the
model has been made interpretable through SHAP values and feature importance analysis,
which reveal that customer age had the most significant impact on churn predictions,
while other factors like credit card ownership contribute minimally. It is highlighted
how balancing imbalanced data significantly improves the performance of ML models in
banking churn prediction

A linear discriminant boosting (LD-Boosting) algorithm was also proposed as a novel
approach to churn prediction in the banking sector [18]. This method included the strengths
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of linear discriminant analysis (LDA) combined with the boosting framework to improve
predictive accuracy, especially in cases involving highly imbalanced datasets. By emphasiz-
ing the most discriminative features in each iteration, LD-Boosting avoids time-consuming
numerical optimizations and significantly enhances computational efficiency. Applied to a
real-world bank customer dataset, LD-Boosting outperforms traditional algorithms such
as ANN, decision trees, and SVM, with improved prediction accuracy. The algorithm’s
design specifically targets the minority churn class, reducing error rates and achieving more
precise predictions, demonstrating its potential to outperform existing methods in customer
churn prediction. A hybrid DL-based approach for customer churn prediction, focusing
on feature selection using the Archimedes Optimization Algorithm (AOA), was proposed
in [19]. Their model, applied in the telecom industry, integrated convolutional neural
networks with autoencoders (CNN-AE) for the churn prediction process and employs a
thermal equilibrium optimization technique for hyperparameter tuning. By optimizing
both the feature set and the DL model’s parameters, the proposed method achieved a
remarkable accuracy of 94.65%. The study highlighted that combining bio-inspired opti-
mization algorithms with DL significantly improves churn prediction performance, making
this technique highly effective for large-scale datasets in customer retention strategies.

Combinations of DL methods have been employed in studying the customer churn
problem. The authors of [20] present a combined DL network model aimed at predict-
ing customer churn in the banking sector. The proposed model operates on two levels:
Level 0 consists of three DL neural networks (DNN), while Level 1 utilizes a LR model to
combine the outputs of the base models. The ensemble approach is designed to harness
the strengths of different DNN architectures, resulting in superior predictive performance.
With this method, the model achieves an impressive accuracy of 96.6% along with precision,
recall, and F1 scores exceeding 90%.

A framework based on ANN for predicting customer churn in the banking sector,
built on customer churn data containing variables such as credit scores, age, and account
balances was also proposed in [21]. The ANN model, consisting of one hidden layer and a
sigmoid-activated output layer, achieved an accuracy of 87%, with precision, recall, and
F1 scores of 87%, 98%, and 92%, respectively. By implementing a straightforward ANN
architecture, the authors demonstrated how DL can outperform traditional ML models such
as KNN, XGB, and decision trees, which were used in previous studies on the same dataset.

Probability calibration techniques have been increasingly applied to enhance the relia-
bility of ML models in churn prediction. Ref. [22] introduced a method to calibrate RF for
probability estimation, addressing the challenge of providing accurate predictions across
different centers or time periods. They propose two strategies for updating RF: the first was
based on Elkan’s approach, applicable to any ML method that yields consistent probability
estimates; the second is an LR-based approach specifically tailored for RF. Through simula-
tion studies, they demonstrated that while both methods improve probability estimates, the
LR-based recalibration is preferable when covariate distributions differ between datasets.
Their method ensured that the RF model produced calibrated probabilities, thus offering a
more precise prediction tool that can be effectively used in dynamic environments such as
customer churn prediction in the banking sector.

A comprehensive comparison of various probability calibration techniques for ML
models is provided in [23]. In total, 10 calibration methods were assessed—including
logistic calibration, beta calibration, Platt scaling, and isotonic regression—across multiple
ML algorithms, such as elastic net, gradient boosting, RF, and SVM. Using both Monte
Carlo simulations and real-world datasets, the authors demonstrated that regression-based
approaches, specifically logistic and beta calibrations, consistently yielded the most reliable
probability estimates. The research also highlights the advantages of beta calibration due
to its flexibility, as it estimates separate parameters for both logit-transformed probabilities.
The issue of calibration drift in ML models used for clinical decision support, specifically
focusing on acute kidney injury prediction is presented in [24]. The authors compared the
performance of various ML methods, including RF and ANN, with traditional regression
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models. Over a nine-year validation period, they found that ML models, particularly RF,
maintain calibration better than regression-based approaches. Calibration drift, or the
tendency of models to overpredict risk over time, was more pronounced in LR models. It
emphasized the need for efficient recalibration protocols to maintain model accuracy and
user confidence in dynamic settings such as banking churn prediction, where probabilities
must be consistently reliable for decision-making.

In the context of churn modeling, a multi-level stacking model tailored to the banking
sector has shown promise in enhancing predictive accuracy. In [25], the authors applied
this approach by integrating four ML algorithms: K-nearest neighbor (KNN), XGBoost, RF,
and support vector machine (SVM), at the first level, followed by higher-level models such
as logistic regression, recurrent neural networks (RNN), and deep neural networks (DNN).
This layered structure achieved impressive results, including an accuracy of 91.08% and a
ROC-AUC score of 98%. Additionally, in [26], an experimental analysis was conducted to
understand the impact of different hyperparameters on DNN for churn prediction within
the banking sector. The research explored various configurations, including activation
functions, batch sizes and training algorithms, to optimize model performance. Findings
revealed that using a rectifier function in the hidden layers alongside a sigmoid function in
the output layer yielded the best results for DNN. Furthermore, the research highlighted
the importance of smaller batch sizes and the RMSProp algorithm in enhancing accuracy,
providing valuable heuristic knowledge for practitioners tuning hyperparameters for churn
modeling in banking.

Recognizing the importance of effective churn prediction, customer behavior was
analyzed in [27] using a combination of ML algorithms to enhance predictive accuracy in
the banking sector. The study employed ensemble methods—RF, XGBoost, and LGBM—to
assess customer data and pinpoint stages where churn risks are heightened. By focusing
on key features and reducing the dimensionality of the data, the approach achieved an
accuracy of up to 89%, highlighting the advantage of ensemble techniques in refining
predictions and addressing customer retention challenges.

Targeting the youth segment in retail banking, authors of [28] developed an ensem-
ble model to predict churn by focusing on critical factors specific to young customers.
Using ML techniques, including the ExtraTreesClassifier, the research identified drivers
like mobile banking accessibility, zero-interest loans, and ATM service quality as signifi-
cant contributors to churn. The final model demonstrated good performance, achieving
92% accuracy and an AUC of 91.88%. This research emphasizes the importance of catering
to the expectations of young customers to mitigate churn risk.

Regarding the research on explainable AI, comprehensive research on predicting bank
creditworthiness through ML is presented in [29]. It employed gradient-boosting and RF
models, achieving notable performance metrics, with accuracy scores reaching 82.49% for
gradient-boosting and 82.39% for RF. These models were further enhanced using SHAP
values to determine feature importance, which highlighted repayment status and credit
limits as key predictors of credit risk. By visualizing these feature contributions, the authors
provided decision-makers with clear, interpretable insights into model predictions, aligning
the approach with regulatory standards for responsible AI.

In an effort to improve customer churn prediction within the banking sector, ref. [14]
examined a comprehensive classification approach leveraging both traditional and ensem-
ble machine learning models. The study tested algorithms such as logistic regression, KNN,
SVM, and decision trees, with RF and gradient-boosting as core components of a robust
ensemble model. To address the class imbalance common in churn datasets, the researchers
employed random oversampling (ROS), which improved prediction metrics. The proposed
ROS-Voting ensemble model, combining RF and LGBM, achieved an accuracy of 95%, un-
derscoring the value of ensemble techniques in enhancing predictive power and accuracy
for identifying high-risk customer groups.

Fuzzy rule-based approaches for modeling customer churn are employed in [30].
Authors applied this approach within the telecommunications industry, focusing on identi-
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fying at-risk customers to improve retention. Using real-world data from a large mobile
operator in Poland, the study leveraged Mamdani and Sugeno fuzzy inference models to
address data uncertainty and improve interpretability. Key usage and payment features
were extracted through fuzzy clustering and decision trees, leading to a concise rule set with
high prediction accuracy. This work demonstrates the effectiveness of customized churn
models in handling complex customer data, an approach that can be adapted to the banking
sector to enhance predictive accuracy and inform retention strategies in similar customer-
centric settings. Additionally, Ref. [31] addresses the issue of class imbalance in customer
churn prediction by developing a focal-loss-enhanced LightGBM model. Their approach
specifically targets challenging cases in churn prediction by adjusting the loss function
to focus more on the minority class (i.e., churned customers). Using a Kaggle dataset of
10,127 credit card users, they compared the performance of their FocalLoss_LightGBM
model to other popular machine learning models, such as SVM, RF, XGBoost, and the
standard LGBM. The results demonstrated that the FocalLoss_LightGBM model provided
improved stability and accuracy, particularly in identifying churned customers, thus offer-
ing a promising solution for customer retention efforts in banking where class imbalance is
often a challenge.

Ensemble methods, alongside XAI techniques, provide a great framework for increas-
ing credibility in the customer churn area. In this context, Ref. [32] explores customer churn
prediction in the telecommunications industry through ensemble learning models, utilizing
algorithms such as decision trees, boosted trees, and RF. The study highlights the value
of XAI techniques, specifically LIME and SHAP, to enhance model interpretability, mak-
ing predictive insights more accessible for decision-makers. With an RF model achieving
91.66% accuracy, the research emphasizes the strategic advantage of churn prediction in
retaining customers.

Table 1 compares the various previous studies on customer churn prediction, summa-
rizing the objective, methods, and main results.

Table 1. Comparative analysis of the previous research.

Ref. Objective Methods Main Results

[6] Predicting customer churn in the
telecommunications domain

Stochastic gradient booster, RF, LR,
KNN

Accuracy: 83.9% (SGD), 82.6% (RF),
82.9% (LR), 78.1% (KNN)

[7] Improve churn prediction using variable
selection and ensemble methods

Gravitational search method, AdaBoost,
XGB, cross-validation

Accuracy: 81.71% (AdaBoost), 80.8%
(XGB), AUC: 84% for both models

[8] Segment bank customers for churn
prediction K-means clustering, LR, RF, SVM Accuracy: 97.25% (LR, RF, SVM)

[9] Dynamic churn prediction based on
time-series data in private banking Supervised learning: SVM, ANN Hybrid model achieved accuracy > 97%

[10] Improve churn prediction with hybrid
ML models SVM with ANN Optimal results with accuracy > 97%

[11] Synthesis of ML methods for churn
prediction in e-commerce

Various ML techniques, including DL
and classical models

Outlines difficulties in predicting churn
and evolution of techniques

[12]
Interpretability of ML models in
banking churn prediction using SHAP
values

SHAP analysis with ML models Enhanced interpretability, aiding customer
retention strategies

[13]
Comparison of supervised ML
algorithms for churn prediction in
banking

Decision trees, KNN, elastic net, LR,
SVM, RF

RF outperformed other models; identified
key features like financial transaction
frequency and loan volume

[14] Churn prediction using ensemble
models in banking

LR, KNN, SVM, RF, gradient-boosting
machines (GBM), ROS-voting (RF-GBM)

ROS-voting approach achieved accuracy
of 95%

[15] Use of hard and soft data fusion in
banking churn prediction Decision tree, Dempster–Shafer theory Fusion of data types improved churn

predictions

[16] Churn prediction in subprime auto
loans

Restricted model (customer character)
vs full model (4 Cs of lending)

Both models useful; character-focused
model provided critical insights on
customer retention
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Table 1. Cont.

Ref. Objective Methods Main Results

[17] Addressing class imbalance in churn
prediction using SMOTE

RF, ensemble methods, SMOTE
technique

RF achieved 86% accuracy– customer age
was the most significant factor

[18] Novel LD-Boosting algorithm for churn
prediction in banking

Linear discriminant analysis (LDA) with
boosting

LD-Boosting outperformed traditional
algorithms, reducing error rates in churn
prediction

[19] DL-based churn prediction with
bio-inspired optimization

Convolutional neural networks with
autoencoders (CNN-AE), Archimedes
Optimization Algorithm (AOA)

Achieved 94.65% accuracy in telecom
churn prediction

[20] Combined DL network model for churn
prediction in banking Level 0 (3 DNNs), Level 1 (LR model) Accuracy of 96.6%, precision, recall, and

F1 > 90%

[21] ANN model for churn prediction in
banking

ANN with 1 hidden layer,
sigmoid-activated output layer

Accuracy: 87%, precision: 87%, recall: 98%,
F1: 92%

[22] Probability calibration for RF in churn
prediction

Elkan’s approach, LR-based
recalibration

LR-based recalibration improved
probability estimates in dynamic settings

[23]
Comprehensive comparison of
probability calibration methods for
churn prediction

Logistic calibration, beta calibration,
Platt scaling, isotonic regression

Beta calibration yielded most reliable
estimates

[24] Calibration drift in ML models over time RF, ANN, regression-based models RF maintained calibration better over time
than regression models

Compared to previous studies, our research addresses several identified gaps and
adds contributions in customer churn prediction, specifically within the banking sector,
focusing on: (1) probability calibration for improved predictive reliability—unlike much
previous work that primarily emphasizes model accuracy, our research highlights the
importance of probability calibration to enhance the reliability of churn predictions. By cali-
brating the probabilities returned by RF and LGBM models, we improve the interpretability
and trustworthiness of predictions; (2) enhanced model interpretability through SHAP
analysis—though some previous works use SHAP for feature interpretation, our research
applies SHAP to uncover the influence of individual predictors on churn probabilities,
thereby enhancing model transparency and supporting compliance with regulatory require-
ments; (3) combination of RF and LGBM for better performance—using the two advanced
ensemble-based algorithms, we provide a comparative analysis of their performance in
the context of churn prediction, specifically focusing on accuracy, probability calibration,
and interpretability; (4) detailed analysis of key performance metrics—in addition to stan-
dard metrics like accuracy and F1 score, our research further evaluates calibration-specific
metrics such as the Brier score, which measures the accuracy of predicted probabilities.

3. Research Methodology

In this section, we describe the methodology for creating classification models of
existing customers in the dataset, which describes 10,000 users of banking services from
Spain, France, and Germany. The dataset is sourced from the Kaggle platform and is
frequently referenced in customer churn research. Despite its broad usage, the dataset lacks
verified documentation from any specific bank, limiting the ability to attribute it to a single
institution. However, it is widely accepted in both academic and industry research as a
suitable basis for evaluating churn prediction methodologies.

Due to stringent privacy regulations and compliance requirements within the bank-
ing industry, access to real-world, institution-specific customer data is difficult to obtain,
making it challenging for researchers to utilize proprietary datasets for academic purposes.
Consequently, publicly available datasets, like the one employed in our study, offer a
foundation for developing and validating methodologies. While not directly representative
of proprietary banking data, this dataset enables exploratory analysis and demonstrates
methodological approaches that could later be adapted to more context-specific datasets.
The features and modeling techniques used in this study, such as financial ratios and demo-
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graphic characteristics, align closely with real-world applications of churn prediction in
banking. Furthermore, while this dataset lacks time-series data, the approach demonstrated
here could be enhanced with a panel data structure for longitudinal analysis, enabling a
deeper examination of temporal patterns in customer behavior.

Publicly available datasets may contain biases due to their construction for broad
accessibility and usability. To address this possibility, we conduct an in-depth exploratory
data analysis (EDA), inspecting feature distributions, detecting class imbalances, and
identifying patterns that could suggest data augmentation. Our analysis does not reveal
any anomalies that might indicate synthetic bias characteristics. Additionally, we employ
SMOTETomek to balance classes rigorously, enhancing the robustness and generalizability
of our findings.

The methodology is graphically represented in Figure 1.
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3.1. Exploratory Data Analysis (EDA)

The process begins with EDA to extract the most important information from raw data.
Through this stage, we analyze the distributions of variables, whether our studied problem
is balanced or not, by highlighting the balance of values of the dependent variable from the
dataset. Additionally, we analyze the distribution of lost customers both geographically at
the level of the three presented countries and by the gender of individuals.

3.2. Data Preprocessing and Correlation Analysis

In this section, we present the key steps involved in preparing the data for predic-
tive modeling. These steps are essential to ensure that the dataset is properly structured,
balanced and transformed to maximize the performance of the ML models. The prepro-
cessing workflow includes multiple phases, beginning with feature engineering, followed
by data encoding techniques and the application of oversampling methods to address
class imbalance, and finally, a detailed correlation analysis to evaluate the relationships
between variables.

3.2.1. Feature Engineering

Feature engineering is an important step in predictive modeling, as it involves the
creation of new variables that capture latent patterns in the dataset. These variables are
derived through mathematical transformations of the existing features, which are expected
to improve the model’s capacity to predict customer churn. Three derived features—
BalanceToSalaryRatio, BalanceToProductRatio, and TenureToAge—are created.

BalanceToSalaryRatio measures the proportion of a customer’s balance relative to their
annual salary. This feature reflects the financial capacity of a customer to absorb economic
shocks and their potential dependency on the bank’s financial services. The formula for
this ratio is defined as:

BalanceToSalary =
Balance
Salary

(1)

where Balance represents the total amount of funds held by the customer in their account(s)
and Salary denotes the annual income of the customer.

A higher value of this ratio may indicate a stronger financial dependence on the bank,
which could influence the likelihood of churn, particularly in response to economic changes
or alterations in banking services.

The second derived feature, BalanceToProductRatio, is designed to assess the rela-
tionship between a customer’s total balance and the number of banking products they
utilize. This ratio provides insights into the degree of a customer’s engagement with the
bank’s offerings, reflecting both financial trust and product diversity. Mathematically, it is
expressed as:

BalanceToProductRatio =
Balance

Number o f products
(2)

where Number of products refers to the total number of banking services or products the
customer uses, such as savings accounts, loans, or credit cards.

A higher value in this ratio could signal concentrated financial engagement in fewer
products, which may be associated with a greater risk of churn if the customer’s reliance
on these products changes.

Lastly, the TenureToAge feature quantifies the customer’s tenure with the bank relative
to their age. This ratio serves as an index of loyalty, with the assumption that customers
who have had a longer relationship with the bank, relative to their age, are less likely to
churn. The formula for TenureToAge is:

TenureToAge =
Tenure

Age
(3)
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where Tenure denotes the number of years the customer has been a client of the bank and
Age is the customer’s current age. A higher value suggests an earlier engagement with
the bank and a longer, potentially more stable relationship, which could correlate with a
reduced likelihood of customer churn.

3.2.2. Data Encoding

To ensure the categorical variables are suitable for ML models, appropriate encoding
techniques were applied. Two methods—binary encoding and label encoding—were
employed to transform the categorical data into numerical formats.

For the gender variable, binary encoding was implemented, in which male customers
were assigned a value of 1 and female customers a value of 0. The Geography variable,
consisting of three distinct categories (Spain, France, and Germany), was transformed using
label encoding. Label encoding assigns a unique integer to each category, transforming the
nominal data into numeric form. In this case, Spain, France, and Germany were encoded as
0, 1, and 2, respectively.

Furthermore, binary variables such as HasCrCard and IsActiveMember were also
transformed. To enhance the model’s ability to detect inverse relationships, the value 0 was
replaced with −1, allowing the models to recognize when certain conditions (such as not
having a credit card or not being an active member) might inversely affect the likelihood
of churn.

3.2.3. Oversampling Using SMOTETomek

Given the inherent imbalance in the target variable (churn) where the minority class
(customers who churn) is underrepresented, the oversampling technique known as SMOTE-
Tomek is employed. It is a hybrid technique that combines Synthetic Minority Oversam-
pling Technique (SMOTE) with Tomek links to both generate synthetic samples for the
minority class and remove overlapping instances between classes.

The SMOTE algorithm synthesizes new samples by interpolating between existing
minority class examples and their nearest neighbors. Mathematically, this process is
represented by:

xnew = xminority + λ·
(

xneighbor − xminority

)
(4)

where xminority is a minority class instance, xneighbor is one of its k-nearest neighbors and λ
is a random value in the range [0, 1].

The new synthetic instance, xnew, lies along the line segment connecting xminority and
xneighbor increasing the representation of the minority class.

In addition, Tomek links are identified and removed to enhance class separability.
A pair of instances

(
xi, xj

)
, where xi belongs to the majority class and xj belongs to the

minority class, forms a Tomek link if:

∀k, d(xi, xk) > d
(

xi, xj
)

(5)

where d
(

xi, xj
)

is the distance between xi and xj. The removal of these links ensures that
noisy or overlapping instances between the two classes are eliminated, leading to clearer
decision boundaries for the classifiers.

By applying SMOTETomek to both the training and testing sets, the model’s capacity
to learn from the minority class is enhanced, improving its generalizability and robustness
in detecting churn behavior.

3.2.4. Correlation Analysis

To gain more insights about the relation between the variables used in our study, the
Spearman correlation coefficient is used to build the correlation matrix, which measures the
strength and direction of a monotonic relationship between two variables. The Spearman
correlation is particularly suitable for this analysis because it does not assume linearity
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between the variables, but rather focuses on their rank-order relationships. The Spearman
correlation coefficient is given by:

ρ = 1−
6∑ d2

i
n(n2 − 1)

(6)

where di is the difference between the ranks of corresponding values in the two variables
and n is the number of observations (instances). This coefficient ranges from −1 (perfect
negative monotonic relationship) to +1 (perfect positive monotonic relationship), with
values close to 0 indicating weak or no monotonic relationship.

3.2.5. Data Scaling

The final step in the preprocessing pipeline is the application of sin–max scaling
to transform numerical variables into a uniform range, typically [0, 1]. Scaling ensures
that variables with different units or magnitudes do not disproportionately influence
the model’s predictions. The min–max scaler transforms each feature according to the
following formula:

f x′ =
f x−min( f x)

max( f x)−min( f x)
(7)

where f x is the original feature value, min( f x) is the minimum value of the feature in the
dataset, max( f x) is the maximum value of the feature and f x′ is the scaled value, rescaled
to the range [0, 1].

3.3. Model Training and Evaluation

In this section, we describe the methodology used for training and evaluating the ML
models. This process includes splitting the dataset into training and test sets, formalizing
the mathematical basis for the RF and LGBM models, implementing probability calibration
using isotonic regression, and concluding with post-model explainability using SHAP.

3.3.1. Train–Test Split Methodology

After the preprocessing phase, the dataset is split into training and test sets. For this
research, we employed a standard 80–20% split, with 80% of the data used for model
training and 20% reserved for testing. Given that the dataset becomes balanced after the
application of SMOTETomek, the decision threshold for classification is set to the default
value of 50%. Specifically, instances with predicted probabilities greater than or equal to
50% are classified as belonging to class 1 (churn), while those below this threshold are
classified as belonging to class 0 (retention). To evaluate the models’ performance, we
compute a range of metrics, including accuracy, precision, sensitivity (recall), F1 score, and
Brier score. In addition, we apply the calibration method through isotonic regression and
compare the results before and after calibration. The receiver operating characteristic (ROC)
curve and the corresponding area under the curve (AUC) score are also analyzed to assess
the discriminative power of the models.

3.3.2. Random Forest Classifier

RF is a widely used ensemble learning method that combines multiple decision trees
to improve classification accuracy. The model constructs multiple decision trees during
training, and each tree is built using a random subset of the features and a bootstrap sample
of the training data.

Mathematically, the prediction of a RF for a given input X is the average of the
predictions from each decision tree in the ensemble. Formally, the RF prediction is given by:

ŷ =
1

nT

nT

∑
l=1

Tl(X) (8)
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where nT is the number of decision trees in the forest, Tl(X) is the prediction from the l-th
decision tree for the input X and ŷ is the final prediction, which is typically the class label
with the highest average probability across the trees.

Each decision tree in the RF is trained independently on a bootstrap sample of the data,
and at each split in the tree, a random subset of features is selected to reduce correlation
between trees. This randomness ensures that the trees are decorrelated, thus improving the
ensemble’s robustness and reducing overfitting.

3.3.3. Light Gradient-Boosting Machine Classifier

LGBM is a highly efficient implementation of gradient boosting, which builds models
sequentially by optimizing a differentiable loss function. Unlike RF, which averages the
predictions of independent trees, LGBM builds each tree to correct the errors of the previous
trees. The objective of LGBM is to minimize the following loss function:

L(y, ŷ) =
n

∑
i=1

l(yi, F(xi)) (9)

where l(yi, F(xi)) is the loss function, in our case the log-loss function, yi is the true label of
instance i and F(xi) is the predicted value for instance i from the current model.

In each iteration, LGBM fits a new decision tree to the negative gradient of the loss
function, updating the model as follows:

Fm(X) = Fm−1(X) + η·hm(X) (10)

where Fm−1(X) is the model from the previous iteration, η is the learning rate, and hm(X)
is the new decision tree fitted to the residuals (errors) from the previous model.

The LGBM model is highly optimized for efficiency, using techniques such as histogram-
based algorithms for faster computation, leaf-wise growth strategy, and exclusive feature
bundling to reduce memory usage and increase speed.

3.3.4. Probability Calibration Using Isotonic Regression

Many ML models, including RF and LGBM, tend to produce uncalibrated probabilities,
which can affect decision-making when probabilities are needed for further business actions.
To address this, we apply isotonic regression as a post-processing step to calibrate the
predicted probabilities.

Isotonic regression is a non-parametric method that fits a monotonic function to
the predicted probabilities, ensuring that the probabilities increase as the predicted class
becomes more certain. The objective of isotonic regression is to minimize the following
loss function:

min
f

n

∑
i=1

( f ( p̂i)− yi)
2 (11)

where f ( p̂i) is the isotonic function applied to the predicted probability p̂i, yi is the true
label for instance i.

The isotonic function used for probability calibration is a piecewise constant, non-
decreasing function. While there is no specific closed-form equation for the isotonic
function (since it depends on the data points it is fitted to), its form is derived from
solving a constrained optimization problem where the function is required to be monotonic
(non-decreasing).

The calibration process adjusts the predicted probabilities to better align with the true
probabilities, improving the interpretability and reliability of the model’s predictions.

3.3.5. Explainable AI with SHAP

To enhance the transparency and interpretability of our ML models, we implement the
Shapley Additive Explanations (SHAP) method. SHAP values are based on cooperative
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game theory and provide a consistent and fair measure of the contribution of each feature
to the model’s prediction. The SHAP value for a feature fx is calculated as the weighted
average of the marginal contributions of that feature across all possible subsets of features.
The mathematical formulation of the SHAP value ϕ f x for feature fx is:

ϕ f x( f , x) = ∑
S⊆Nx\{ f x}

|S|!(|Nx| − |S| − 1)!
|Nx|! ( f (S ∪ { f x})− f (S)) (12)

where Nx is the set of all features, S is the subset of features excluding fx, f (S) is the model’s
prediction using only the features in subset S, f (S ∪ { f x}) is the prediction when feature fx
is added to the subset S, and ϕ f x( f , x) is the SHAP value, which represents the contribution
of feature fx to the prediction for instance xi.

SHAP values provide a global and local interpretability framework, helping to explain
how each feature contributes to individual predictions and how important each feature is
in the overall model. This method is particularly useful in explaining complex ML models,
such as RF and LGBM, which are often treated as “black boxes”.

3.3.6. Classification Metrics

In the case of classification problems, several statistical indicators are used to describe
the generalization capabilities of a model. A very useful tool in describing the classification
power of models is the confusion matrix. In the confusion matrix, we can identify true nega-
tives (TN), false positives (FP), false negatives (FN), and true positives (TP). Based on these
results identified from the confusion matrix, the main classification metrics are defined.

Accuracy is a general measure of a model’s performance and represents the proportion
of correct predictions (both positive and negative) out of the total cases. It is calculated
using the formula:

Accuracy =
TP + TN

TP + TN + FN + FP
(13)

Precision measures the accuracy of positive predictions. It reflects the proportion of
cases labeled as positive by the model that are actually positive. The calculation formula is:

Precision =
TP

TP + FP
(14)

Recall measures the model’s ability to correctly identify all relevant (positive) cases.
This is important in scenarios where missing positive cases are critical. It is calculated as:

Recall =
TP

TP + FN
(15)

F1 score represents the harmonic mean between precision and recall. It provides a bal-
ance between precision and recall and is useful when there is an uneven class distribution.
The formula for the F1 score is:

F1Score =
2·Precision·Recall
Precision + Recall

(16)

The Brier score is a measure of the performance of a prediction model, especially in
contexts where predictions are probabilities. The Brier score is defined as the mean of the
squared differences between the predicted probabilities and the observed outcomes, where
outcomes are coded as 0 or 1. This score is useful for evaluating the accuracy of predicted
probabilities in binary classification cases and is often used as a calibration metric.

It is helpful for comparing the performances of different prediction models as it
provides a single number summarizing the model’s performance. Models with a lower
Brier score are considered superior. In the context of probability calibration, the Brier score
is efficient as it measures how close the predicted probabilities are to reality. If a model’s
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probabilities are perfectly calibrated, then the Brier score reflects only the inherent errors in
the data and the modeled event. Mathematically, the Brier score is defined as:

Brier score =
1
n

n

∑
i=1

(pi − yi)
2 (17)

where pi is the predicted probability of the positive class for instance i, yi is the actual
binary outcome for instance i (1 if the event occurs, 0 otherwise).

The receiver operating characteristic (ROC) curve is a graphical representation used to
evaluate the performance of binary classifiers by plotting the true positive rate (TPR) against
the false positive rate (FPR) at various threshold levels. The ROC curve provides insights
into the trade-off between sensitivity (recall) and specificity for different classification
thresholds. To summarize the performance of the classifier using the ROC curve, the area
under the curve (AUC) is computed. The AUC is a scalar value that represents the entire
two-dimensional area beneath the ROC curve, providing an aggregate measure of classifier
performance across all classification thresholds.

The steps of the methodology are combined into a single algorithm (Algorithm 1)
expressed as pseudocode:

Algorithm 1. Algorithm—Customer churn prediction.

# Step 1: Feature Engineering
FOR each customer IN dataset X:

BalanceToSalaryRatio← Balance/Salary // Equation (1)
BalanceToProductRatio← Balance/NumProducts // Equation (2)
TenureToAge← Tenure/Age // Equation (3)

ADD [BalanceToSalaryRatio, BalanceToProductRatio, TenureToAge] to X
# Step 2: Data Encoding
# Convert categorical variables into numerical format.
If Gender == ‘Male’:

Gender← 1
Else:

Gender← 0
Geography← LabelEncoding(Geography)
FOR binary feature IN [HasCrCard, IsActiveMember]:

REPLACE 0 with −1
# Step 3: Oversampling with SMOTETomek
# Address class imbalance by generating synthetic samples and removing Tomek links.
FOR each xminority IN minority_class:

xneighbor ← k-nearest neighbors (xminority)
xnew← xminority + λ·

(
xneighbor − xminority

)
// Equation (4)

ADD xnew TO minority_class
FOR each majority-minority pair (xi , xj):

IF distance (xi , xj) IS minimal for both i and j:
REMOVE pair (xi , xj) FROM X // Equation (5)

# Step 4: Correlation analysis
INITIALIZE correlation_matrix
FOR each pair (xi , yi) of variables (X, Y) IN dataset:

di ← COMPUTE RANK (xi , yi)

ρ← 1− 6∑ d2
i

n(n2−1)
// Equation (6)

ADD ρ TO correlation_matrix
# Step 5: Data Scaling
FOR each feature fx IN dataset X:
f x′ ← ( f x−min( f x))/(max( f x)−min( f x)) // Equation (7)

REPLACE f x WITH f x′ in the dataset X
# Step 6: Model Training and Evaluation
X_train, Y_train, X_test, Y_test← SPLIT (X, Y)
# Train Random Forest (RF) and Light Gradient Boosting Machine (LGBM) models.
// Random Forest Classifier
INITIALIZE aggregate_prediction
FOR each tree IN number_of_trees:

bootstrap_sample← DRAW bootstrap FROM X_train
tree← TRAIN DecisionTree(bootstrap_sample, random_feature_subset)
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predict_tree← tree (X_train)
aggregate_prediction← aggregate_prediction + predict_tree

prediction_RF← aggregate_trees/ number_of_trees // Equation (8)
// LightGBM Classifier
INITIALIZE model_with_mean_prediction
FOR each iteration IN num_iterations:

gradient← COMPUTE gradient(errors) BASED ON loss_function // Equation (9)
tree← FIT model (X_train, gradient)
UPDATE LGBM_model WITH learning_rate × tree // Equation (10)

prediction_LGBM← LGBM_model (X_train)
# Step 7: Probability Calibration with Isotonic Regression
# Calibrate model predictions to improve interpretability. // Equation (11)
calibrated_probabilities← FIT IsotonicRegression TO model_probabilities
# Explainability with SHAP
FOR each feature fx IN X: // Equation (12)

SHAP_value← COMPUTE weighted marginal contributions (fx)
# Step 8: Evaluation Metrics
# Compute metrics to assess model performance.
COMPUTE confusion_matrix(predictions, actual_labels)
Accuracy← (TP + TN)/(TP + TN + FP + FN) // Equation (13)
Precision← TP/(TP + FP // Equation (14)
Recall← TP/(TP + FN) // Equation (15)
F1_score← 2 × (Precision × Recall)/(Precision + Recall) // Equation (16)
Brier_score←MEAN(predicted_probability − actual_label)2 // Equation (17)
PLOT ROC_curve AND COMPUTE AUC
END Algorithm

If using a real dataset from a specific bank, adjustments to the current methodology
would improve model relevance and accuracy. Domain-specific feature engineering may
help tailor engineered features to reflect unique bank characteristics, such as loan types,
specific customer segments or engagement patterns. Additionally, incorporating bank-
specific transaction behaviors (e.g., ATM withdrawals, loan repayment history) will provide
further insights into the customer’s banking profile. An expanded EDA would also be
beneficial. This step would analyze additional variables unique to the bank, such as regional
banking habits, preferred banking channels (online vs. branch visits) or specialized product
usage. Recent churn trends and any identifiable reasons for customer churn, such as
dissatisfaction or competitive offerings, should also be reviewed.

Therefore, churn drivers identified from customer feedback or survey data would
provide valuable qualitative insights into churn motivation. These insights could be
incorporated into feature engineering or used in post-model interpretability stages. In
a real-world environment, customer behavior and market conditions change over time,
affecting model accuracy. Implementing regular model drift checks and recalibrating
probabilities using new customer data helps ensure the model remains accurate. Real-
world churn behavior is often influenced by broader economic conditions, so it may be
beneficial to integrate macroeconomic indicators, such as interest rates inflation rates, or
unemployment statistics, to capture external factors that could affect customer retention.

4. Results
4.1. Exploratory Data Analysis

The explored dataset initially consisted of 14 variables, of which 11 are relevant to
our problem. The dataset employed in this study has been widely utilized in previous
research on customer churn prediction, appearing in multiple studies [20,33–42]. The input
variables are presented in Table 2.

The first three variables are not predictive, so we will exclude them from our analysis.
The next step involves checking for the presence of null values in the dataset.

From Figure 2, we observe that all variables contain non-null values, so it is not
necessary to address specific methodologies for handling them.
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Table 2. The variables and their descriptions.

Content Details

RowNumber Row index—insignificant

CustomerId Unique customer identifier

Surname Surname

CreditScore Customer’s credit score, calculated based on their credit history

Geography Customer’s country or region of residence, indicating the bank’s
geographic market

Gender Customer’s gender, which can be male or female

Age Customer’s age

Tenure Number of years or months since the customer became a client of the bank

Balance Amount of money in the customer’s accounts at the bank at a given time

NumOfProducts Number of products used by the customer

HasCrCard Whether the customer holds a credit card (1) or not (0)

IsActiveMember Whether the customer is active (1) or not (0)

EstimatedSalary Estimated annual salary of the customer

Exited Target variable, whether the customer has left the bank (1) or not (0)
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The distributions of the variables CreditScore, Age and Balance are highlighted to
illustrate some of the most important characteristics for an instance in the dataset, in
Figure 3. The distribution of credit score has a shape that suggests an approximation of a
normal distribution, with a central peak and symmetrical tails. However, some positive
skewness is observed, where a small number of customers have very high credit scores
compared to the central area. This distribution indicates that the majority of bank customers
have moderate to high credit scores.

The age distribution plot indicates a bell-shaped distribution, with a pronounced peak
around the median value. We observe the presence of positive skewness, reflecting a higher
proportion of younger customers compared to older ones. The data points, in the right
tail of the distribution, suggest that a smaller segment of the population has ages above
the average threshold. Regarding the balance distribution, the plot shows a peak at zero,
followed by a bimodal distribution. The presence of a significant number of customers
with a zero balance may indicate customers who are not actively using the bank account for
deposits or who have closed their accounts. The two modes observed in the distribution of
positive balances may reflect different saving or investment behaviors of customers.
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The distributions for the number of banking products used (NumOfProducts) and the
churn rate (Exited) are particularly relevant, given their direct impact on the financial stabil-
ity and growth of the bank. In Figure 4, the distribution of the number of banking products
illustrates a categorical distribution where most customers possess one or two banking
products. A significantly smaller proportion of customers use three or four products, which
may indicate a tendency for customers not to overly diversify the banking services used.
The distribution of the churn variable (Exited) demonstrates a clear imbalance between the
number of customers who have churned and those who have remained. Most customers,
according to this variable, have not churned from the bank, suggesting a positive retention
rate, but the proportion of those who have churned is not negligible, requiring further
analysis to identify the factors associated with this decision.
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We further analyze the distribution of the number of clients who retained the use
of the banking services, marked with 0, compared to those who churned from the bank,
highlighted with 1, based on geographical location expressed by the variable Geography,
for the countries France, Spain, and Germany. It is observed that France presents the
highest number of loyal customers, while the number of those who churned from the bank
is highest in Germany. This trend indicates that regional or specific business policy factors
may influence customers’ decisions to continue or terminate their relationship with the
bank.

Regarding the distribution of service churn based on gender (Gender variable), the
two bars representing the number of female and male clients are distinguished (Figure 5).
The graph highlights a gender difference in churn rate, with a higher number of women
churning from the bank compared to men. This underscores the need for deeper analysis to
understand the underlying reasons for these differences and to identify possible disparities
in customer experience or satisfaction based on gender.
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For calculating the correlation matrix in Figure 6, we choose the Spearman correlation
coefficient to measure monotonic associations between variables. This coefficient does
not assume linearity between variables but rather the ability of one variable to predict the
magnitude order of the other.

Electronics 2024, 13, x FOR PEER REVIEW  21  of  34 
 

 

 

Figure 6. Correlation matrix between the numerical variables and the target Exited variable. 

The moderate positive correlation between Age and Exited (0.32) suggests that older 

customers are more prone to churn, indicating age as a significant predictor for customer 

attrition. Conversely,  the  correlation  between Age  and Tenure  is  −0.35,  revealing  that 

younger customers often have longer tenure compared to older customers. This may re-

flect that newer, older customers are at higher risk of churn, potentially due to a lack of 

strong engagement or loyalty to the bank. The correlation matrix also highlights that Bal-

ance exhibits moderate correlations with other financial metrics, such as BalanceToSala-

ryRatio (0.82) and BalanceToProductRatio (0.89). These strong relationships indicate that 

customers’ financial behavior, as reflected in their account balances and ratios, is intercon-

nected. The  variable NumOfProducts  shows  a  slight  negative  correlation with Exited 

(−0.13), indicating that customers with more products are slightly less likely to churn. This 

could imply that deeper product engagement might act as a retention factor. There is also 

a  notable  negative  correlation  between  NumOfProducts  and  BalanceToProductRatio 

(−0.63), indicating that as customers use more products, the ratio of their balance to the 

number of products decreases, possibly due to the distribution of balances across multiple 

products. The correlation matrix shows a negative correlation of −0.35 between Age and 

Tenure, indicating that younger customers tend to have longer tenure periods relative to 

their age, or conversely, older customers may have shorter tenure. This could suggest that 

older customers who have joined the bank more recently might be at higher risk of churn, 

as their shorter tenure may reflect less loyalty or engagement with the bank. 

4.2. RF Architecture 

To  configure  the RF model, we use  the RandomForestClassifier method  from  the 

scikit-learn package. We use 100 decision tree estimators, the split criterion is gini, and a 

minimum of 2 instances are required in a node to split an internal decision tree. 

The confusion matrix generated for the uncalibrated RF model (Figure 7—left side) 

highlights the distribution of predictions in relation to the actual values. The model cor-

rectly classified 1427 cases as belonging to the negative class (actual label 0), indicating a 

Figure 6. Correlation matrix between the numerical variables and the target Exited variable.

The moderate positive correlation between Age and Exited (0.32) suggests that older
customers are more prone to churn, indicating age as a significant predictor for customer
attrition. Conversely, the correlation between Age and Tenure is −0.35, revealing that
younger customers often have longer tenure compared to older customers. This may reflect
that newer, older customers are at higher risk of churn, potentially due to a lack of strong
engagement or loyalty to the bank. The correlation matrix also highlights that Balance
exhibits moderate correlations with other financial metrics, such as BalanceToSalaryRatio
(0.82) and BalanceToProductRatio (0.89). These strong relationships indicate that customers’
financial behavior, as reflected in their account balances and ratios, is interconnected. The
variable NumOfProducts shows a slight negative correlation with Exited (−0.13), indicating
that customers with more products are slightly less likely to churn. This could imply that
deeper product engagement might act as a retention factor. There is also a notable negative
correlation between NumOfProducts and BalanceToProductRatio (−0.63), indicating that as
customers use more products, the ratio of their balance to the number of products decreases,
possibly due to the distribution of balances across multiple products. The correlation matrix
shows a negative correlation of −0.35 between Age and Tenure, indicating that younger
customers tend to have longer tenure periods relative to their age, or conversely, older
customers may have shorter tenure. This could suggest that older customers who have
joined the bank more recently might be at higher risk of churn, as their shorter tenure may
reflect less loyalty or engagement with the bank.
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4.2. RF Architecture

To configure the RF model, we use the RandomForestClassifier method from the
scikit-learn package. We use 100 decision tree estimators, the split criterion is gini, and a
minimum of 2 instances are required in a node to split an internal decision tree.

The confusion matrix generated for the uncalibrated RF model (Figure 7—left side)
highlights the distribution of predictions in relation to the actual values. The model
correctly classified 1427 cases as belonging to the negative class (actual label 0), indicating
a good ability of the model to identify customers who did not churn. In contrast, the model
identified 1233 cases correctly as belonging to the positive class (actual label 1), representing
customers who churned. However, the model exhibited a number of 341 false negative
instances, cases where customers who actually churned were predicted to be retained
(predicted label 0). This aspect underlines a limitation of the model in capturing all the
dynamics associated with the churn decision. Additionally, there were 147 false positive
cases, where customers who stayed with the bank were erroneously predicted to churn
(predicted label 1).
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The confusion matrix of the calibrated RF model (Figure 7—right side) indicates an
improvement in identifying customers who churn, with an increase in true positive cases
to 1275 and a decrease in false negative cases to 299. However, there is a slight increase in
false positive classifications. These results suggest that the model calibration process has
adjusted the classification threshold, leading to more precise detection of customers likely
to churn, with an acceptable compromise regarding the increase in false positive errors.

In Figure 8, we illustrated the ranking of the most important variables that contributed
to the RF model predictions. We observe that Age is the most influential feature, indicating
that age differences among customers significantly contribute to the predictability model of
bank churn behavior. Other significant features include the number of bank products used
(NumOfProducts) and the tenure-to-age ratio (TenureToAge), which may reflect customer
loyalty and engagement with the bank. Estimated salary (EstimatedSalary) and credit score
(CreditScore) emphasize the importance of economic factors in the decision to churn from
the bank.

The balance-to-product ratio (BalanceToProductRatio), balance (Balance) and tenure
(Tenure) have moderate importance, suggesting that customer financial management and
the duration of the relationship with the bank are also relevant, but to a lesser extent.
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Features with the lowest importance in the model are BalanceToSalaryRatio, which
compares the customer’s financial resources to their income, whether they are an active
member (IsActiveMember), demographic factors such as geography (Geography), gender
(Gender), and possession of a credit card (HasCrCard). Their low importance suggests that
although they play a role in the model, they are not the main predictors of churn behavior
within the analyzed dataset.

The Brier score associated with the RF model is approximately equal to 0.115, indi-
cating that the model performs well for the probability threshold for predictions equal to
0.5. For the calibrated model, the Brier score is equal to 0.1503. A higher Brier score for the
calibrated model could reflect a closer adherence of predicted probabilities to the complex
realities of the data, even if these probabilities are less confident and thus lead to a slightly
weaker Brier score.

In assessing the performance of the RF model, the classification report shows changes
between the uncalibrated and calibrated versions of the model. For the uncalibrated model,
the precision for the positive class (class 1, indicating customers who churn) was 0.89,
while the recall was 0.78, resulting in an F1 score of 0.83. This suggests that although the
model was quite precise in its predictions, it missed a considerable proportion of actual
churned customers.

After calibration, an improvement in recall for the positive class to 0.81 was observed,
with a slight decrease in precision to 0.88, suggesting that the calibrated model was more
efficient in identifying customers likely to churn. The improvement in the F1 score to 0.84
for the positive class indicates better harmony between precision and recall after calibration.
For the negative class (class 0, indicating customers who remain with the bank), there was
a slight improvement in precision from 0.81 to 0.82 and a decrease in recall from 0.91 to
0.89 following calibration. These changes suggest that the calibrated model became slightly
more selective, sacrificing some of its ability to recognize all loyal customers in favor of
identifying those who churn. Overall, the calibration process balanced the performance
between the positive and negative classes, leading to a general increase in model accuracy
from 0.84 to 0.85. This overall improvement in precision and recall across the entire dataset
is reflected in the F1 score. Thus, calibration brought an advantage to the model in the
context of balancing the costs associated with different types of classification errors.
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4.3. LBGM Model

For the LGBM model, we select a hyperparameter configuration with a maximum
depth of the internal classification estimators set to 6, a maximum number of leaves for
estimators set to 31, a learning rate around 0.1, and, similar to the RF model, a total
number of internal decision trees set to 100. The boosting method used is the default
gradient-boosting decision tree (GBDT).

In Figure 9, we highlight the confusion matrices for both the uncalibrated and cali-
brated approaches. Comparing the confusion matrices for the uncalibrated and calibrated
LGBM models, we observe significant differences in classification performance compared
to the RF model. In the uncalibrated model, the number of true negative cases is 1464, and
the number of true positive classifications is 1386, indicating a robust ability of the model
to correctly classify both the customers who stay and those who churn. However, there
are 188 false negative instances and 110 false positive instances, suggesting opportunities
for improvement in accurately identifying all churn cases. After calibration, the confusion
matrix shows a slight increase in the number of true negative instances to 1489 and a slight
decrease in true positive instances to 1366. False negative cases increase to 208, while false
positives decrease to 85. This indicates that while the calibrated model is better at avoiding
misclassifying loyal customers as at risk of churn (fewer false positives), it is slightly less
efficient in identifying actual churners (increased false negatives).
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From the variable importance plot (Figure 10) for the LGBM model, we can infer
that Age is also the most significant feature for the model’s prediction, indicating a major
influence of customers’ age on their decision to churn or stay with the bank. Tenure (the
duration of the relationship with the bank) and EstimatedSalary follow, suggesting that the
time spent as a bank customer and the estimated income level are also important factors.

The variables Balance (account balance) and CreditScore present moderate importance,
which may indicate their role in modeling customer satisfaction and financial behavior.
NumOfProducts (number of bank products used) and derived ratios like TenureToAge (the
ratio of tenure to age) and BalanceToSalaryRatio (the ratio of account balance to estimated
salary), although less significant than the top variables, reflect other aspects of customer
commitment and financial stability. Geography, IsActiveMember (whether the customer is
an active member), Gender, and HasCrCard (whether the customer holds a bank-issued
credit card) are at the bottom of the ranking, indicating relatively low influence in the
current model.
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The comparative classification report for the LGBM model shows similar prediction
performance between the uncalibrated and calibrated versions, with minor variations
between metrics. For the uncalibrated model, we have a precision of 0.89 for class 0 and of
0.93 for class 1, suggesting an excellent ability to correctly identify both customers who do
not churn and those who do churn. The recall for class 0 is 0.93, indicating that most loyal
customers are correctly recognized, and that for class 1 is 0.88, reflecting a good ability to
identify customers who churn. The F1 score, which balances precision and recall, is 0.91 for
class 0 and 0.90 for class 1, demonstrating a solid overall performance of the model.

After calibrating the model, precision decreases slightly for class 0 to 0.88 while
increasing to 0.94 for class 1. Recall increases for class 0 to 0.95, reflecting an improvement
in recognizing loyal customers, and decreases for class 1 to 0.87. The F1 score remains
constant at 0.91 for class 0 and decreases marginally to 0.90 for class 1. The overall accuracy
remains at 0.91, indicating that overall, the calibrated model does not provide a general
improvement over the uncalibrated model. Individual changes in metrics suggest that the
calibrated model may be slightly more proficient in identifying loyal customers but with
minimal cost in its ability to detect customers who will churn. These differences may be
relevant depending on the specific context and business objectives, especially if prioritizing
the reduction of false negatives or false positives.

The Brier score for the uncalibrated model is 0.0732, and for the calibrated one, the
score is around 0.0697. A lower Brier score for the calibrated model indicates a marginal
improvement in the accuracy of predicted probabilities after calibration. The reduction
from 0.0732 to 0.0697 represents a positive, albeit modest, adjustment of the LGBM model
regarding the correspondence between predicted probabilities and observed realities in the
test data. This suggests that the calibration process helps to align the predicted probabilities
closer to the actual label distribution in the dataset, possibly by correcting biases or adjusting
probability estimates that were initially either too pessimistic or too optimistic. In practice,
a model with a lower Brier score is preferred as it provides a more solid basis for risk-based
decision-making.

As a final comparison criterion between the two models, we present the ROC curves
and the associated AUC scores for these curves to highlight each model’s performance
at different probability thresholds. In Figure 11, the LGBM model, represented by the
orange curve, shows slightly superior performance with an AUC of 0.96 compared to
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the RF model, represented by the blue curve, which has an AUC of 0.93. AUC values
close to 1 indicate excellent model capacity to discriminate between positive and negative
classes. The higher AUC value of the LGBM model suggests that it has an overall better
performance in correctly classifying positive and negative cases. The dashed line represents
random classification, with an AUC of 0.5, meaning that any model with an ROC curve
above this line has better performance than a random classifier. Both models demonstrate
better capability than a random model, but the LGBM curve is closer to the upper-left corner
of the graph, indicating a higher rate of true positives and a lower rate of false positives
for most decision thresholds used. The ROC curve is invariant to calibrated/uncalibrated
model distinction as it is based on the ranking of predictions rather than the absolute
probability values.
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Table 3 presents the hyperparameters used for configuring the RF and LGBM models,
detailing the key settings considered when building the two methods.

In Table 4, we compare the performance metrics for class 1 across different models,
including baseline and calibrated versions. The baseline models refer to those built on
undersampled data without using SMOTETomek, and the predictions for these models
are uncalibrated.

Table 3. Models’ hyperparameters.

Model Hyperparameter Value

RF Number of estimators 100

Criterion Gini

Minimum samples required to split 2

Maximum depth None

Bootstrap True

Random state 42

Max features ‘sqrt’

LGBM Number of estimators 100

Learning rate 0.1

Maximum depth 6

Maximum number of leaves 31

Boosting method Gradient Boosting Decision Tree (GBDT)

Random state 42
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Table 4. Metrics comparison of the RF and LGBM classifiers.

Model Accuracy Precision
(Class 1)

Recall
(Class 1)

F1 Score
(Class 1) Brier Score

RF Baseline 0.87 0.78 0.45 0.57 0.1033

LGBM Baseline 0.86 0.74 0.47 0.58 0.1003

RF 0.84 0.89 0.78 0.83 0.115

RF Calibrated 0.85 0.88 0.81 0.84 0.1503

LGBM 0.91 0.93 0.88 0.90 0.0732

LGBM Calibrated 0.91 0.94 0.87 0.90 0.0697

4.4. SHAP Analysis

The last step in our analysis is the employment of the SHAP analysis to explain the
internal decision-making process of both RF and LGBM. We applied SHAP scores on the
uncalibrated versions of the two models in order to understand better the reasoning behind
the generated predictions.

Summary plots describe the overall influence of the most important variables in a
so-called black box model. In Figure 12, we observe a comprehensive visualization of
feature contributions across all classifications generated by the LGBM model. The plot is
arranged with features listed in order of importance from top to bottom, determined by the
sum of the absolute SHAP values across all observations. Each dot on the plot represents
an individual SHAP value, indicating the impact of a feature value on the model output
relative to a baseline value, typically the mean of the feature across the dataset. The color of
the dots varies from blue to pink, representing the low to high spectrum of feature values,
respectively. Notably, the plot’s horizontal dispersion of dots for each feature shows the
variability of that feature’s impact on the model’s predictions. A wider dispersion suggests
a more significant variation in how the feature affects the model output across different
instances. This could imply interactions with other features or a non-linear relationship
within the model. The variable Age stands out as the most influential feature, indicating a
significant impact on churn prediction, where older ages tend to increase the likelihood of
churn. Additionally, NumOfProducts also shows substantial influence, suggesting that the
number of products a customer uses is imperious in predicting their retention or churn,
with fewer products generally leading to higher churn rates.

Figure 13 displays the results for the SHAP analysis considering the RF classifier. The
variables Age and NumOfProducts stand out as the most significant, with Age showing a
wide dispersion of effects, indicating its complex relationship with churn likelihood. This
variability suggests that older customers may be more prone to churn under certain con-
ditions. Conversely, NumOfProducts negatively impacts churn, implying that customers
with fewer products are more likely to disengage. Other notable features include Tenure,
IsActiveMember and Balance, where being an active member notably decreases the likeli-
hood of churn, highlighting the importance of customer engagement in retention strategies.
Lesser impactful but still significant features like Geography and Gender also demonstrate
moderate effects, suggesting demographic factors play a role in churn dynamics. This
analysis illuminates the multifactorial nature of customer behavior and retention in the
studied context.
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5. Discussion

The results obtained from our analysis provide insights into the factors influencing
customer churn in the banking sector, the effectiveness of RF and LGBM models, and
the roles of model calibration and interpretability techniques like SHAP in enhancing
predictive performance and transparency.

The exploratory analysis reveals key patterns in customer demographics and financial
behaviors that correlate with churn. Credit scores show a slightly positive skew, with
most customers maintaining moderate to high scores. This indicates that while most
customers may have good financial standing, there is a subset with particularly high scores,
potentially representing loyal, creditworthy clients. The bimodal distribution of balances,
with a notable peak at zero, suggests a large segment of inactive customers or those who
may have recently closed accounts. The dual peaks in positive balances could reflect
varying saving and spending habits, with one group maintaining minimal balance and
another group utilizing the bank as their primary financial institution. Customers mostly
possess one or two products, with fewer customers holding three or four products. This
limited use of bank products may indicate a shallow engagement with the bank, potentially
increasing the churn likelihood. Additionally, the imbalance in the churn rate variable
confirms that while a majority remain with the bank, a notable minority do leave, requiring
focused retention strategies.

The analysis of customer distributions by geography and gender suggests that churn
patterns vary by region and gender, with Germany showing higher churn rates and women
churning more frequently than men. These demographic variations point toward cultural
or market-specific factors and potentially different experiences or expectations across
customer segments.

The correlation matrix and SHAP importance plots emphasize several factors as
significant predictors of churn:

(1) Age and Churn—age exhibits a moderate positive correlation with churn (Spearman
coefficient of 0.32), indicating that older customers are more likely to leave the bank.
This is confirmed by SHAP analysis, where age consistently ranks as the most influen-
tial feature in both the RF and LGBM models. This relationship could suggest that
older customers might feel less connected to digital banking offerings or are more
likely to reevaluate their financial relationships.

(2) NumOfProducts and Retention—the number of products negatively correlates with
churn (−0.13), suggesting that customers with more products tend to remain with
the bank. This implies that a higher product engagement fosters loyalty, possibly
due to increased familiarity with bank offerings and a greater sense of reliance on the
bank’s services.

(3) Tenure and Balance—longer tenure and higher balances correlate with lower churn,
although their impact is less pronounced than age or product engagement. These
factors imply that customers with longer banking relationships and substantial bal-
ances are more stable clients, potentially because they have deeper financial roots in
the institution.

In addition to financial implications, customer churn in banking entails various op-
erational, reputational and regulatory risks. Financial risks are immediate, as banks lose
revenue from departing customers, but operational costs rise as resources are diverted to
acquire new clients. Reputational risks also impact customer perception, particularly if
high churn rates signal dissatisfaction, which can deter potential new clients. Regulatory
risks are further heightened, as high churn could attract compliance scrutiny of customer
service practices. By examining influential factors such as age and product usage through
SHAP analysis, our model identifies specific areas for targeted interventions, which could
mitigate these risks. For instance, strategies focused on retaining older customers or those
with limited product engagement could help reduce the overall risk exposure associated
with churn.
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Interestingly, geographic location and gender have lower feature importance scores,
although they present some churn-related tendencies in exploratory analysis. This dis-
crepancy suggests that while demographic characteristics contribute to churn, behavioral
and financial variables (e.g., age, product usage, balance) have a more direct influence on
churn prediction.

The RF and LGBM models demonstrated strong predictive performance, but calibra-
tion played a significant role in balancing false positives and false negatives, as illustrated
in the confusion matrices and performance metrics. Calibration improved the recall of
churn cases in the RF model, reducing false negatives, which is valuable for identifying
at-risk customers. It slightly increased false positives, indicating a trade-off where the
model prioritized detecting churners at the expense of some loyal customers. This shift
may be preferable in situations where capturing churners early on has greater financial
implications than occasionally targeting loyal customers. The calibrated LGBM model
showed higher precision and recall for churn predictions, achieving an F1 score of 0.90
and an accuracy of 0.91. Its lower Brier score (0.0697) after calibration indicates improved
reliability in its probability estimates, making it a robust choice for scenarios requiring
confident probability-based decision-making. Overall, the LGBM model outperformed RF
in predictive accuracy and calibration, suggesting its suitability for churn prediction in
banking. The higher AUC score (0.96) of LGBM over RF (0.93) reinforces this, indicating
that it discriminates better between churners and loyal customers across thresholds.

SHAP analysis provides valuable insights into how individual features influence
churn predictions, enhancing transparency. Age emerges as the most impactful feature
across both models. This aligns with banking industry trends, where older customers might
face barriers to digital adoption or exhibit lower engagement. Additionally, SHAP plots
reveal that older customers consistently have higher SHAP values for churn, underscoring
the need to address their specific needs and concerns.

SHAP values for NumOfProducts show that customers with fewer products are more
likely to churn, suggesting that promoting additional products could enhance retention.
The bank could offer tailored promotions or introduce multi-product bundles to encourage
product adoption among low-engagement customers.

Features like EstimatedSalary, Balance, and CreditScore also show moderate impor-
tance, reflecting that customers’ financial stability influences churn behavior. This suggests
that customers with greater financial resources are generally more loyal, possibly due to
stronger financial commitments or satisfaction with the bank’s services.

SHAP analysis also highlights the interplay between Tenure and Age in customer
behavior, where newer, older customers exhibit a higher likelihood of churn. This may sug-
gest that older customers with shorter tenure feel less loyalty or may have recently switched
banks due to dissatisfaction with prior institutions. Targeted engagement strategies tailored
for newer, older customers could help mitigate this risk.

The insights from model performance and SHAP analysis reveal several actionable
strategies for improving customer retention in the banking sector. The bank could focus
on retention initiatives for older customers and those with shorter tenure, as these groups
show higher churn risks. Personalized engagement, enhanced services, or digital assistance
for older clients could improve their experience and loyalty. Encouraging customers to
diversify their product portfolio may strengthen their attachment to the bank. Offering
rewards or discounts for customers who adopt additional products (e.g., savings accounts,
credit cards or loans) may help improve retention. Customers with high balances and
stable credit scores show lower churn rates, suggesting that targeting financially stable
clients with exclusive perks or tailored financial products could further reinforce loyalty.

6. Conclusions

Our research provides an in-depth exploration of developing and calibrating predic-
tive models for customer churn in the banking sector using advanced machine learning
techniques, namely RF and LGBM classifiers. The LGBM model demonstrated a slight edge



Electronics 2024, 13, 4527 30 of 33

in predictive performance, with higher AUC values in ROC analysis, showcasing its ability
to capture the nuances in customer behavior and identify churn with greater accuracy. This
indicates the model’s robustness in distinguishing between customers who are likely to
leave and those who will stay, even within complex data distributions.

Calibration of the models resulted in noticeable performance improvements, particu-
larly for the RF model. The calibrated RF model saw a significant increase in recall for class
1 (churn cases), rising from 0.78 to 0.81, indicating a better capacity to identify customers
likely to churn. However, this improvement in recall came with a slight drop in precision,
from 0.89 to 0.88, reflecting a trade-off where the model became more sensitive to detecting
churn at the expense of a higher number of false positives. The enhancement in the F1
score from 0.83 to 0.84 suggests that calibration helped achieve a better balance between
precision and recall. Despite these benefits, the Brier score increased from 0.115 to 0.1503,
showing that while the calibrated model better differentiated between churn and non-churn
customers, its probability estimates became less confident.

The impact of calibration on the LGBM model was more modest. Precision for class
1 improved slightly from 0.93 to 0.94, while recall saw a minor decline from 0.88 to 0.87,
resulting in a consistent F1 score of 0.90. The decrease in the Brier score from 0.0732 to
0.0697 after calibration indicated a positive adjustment, suggesting a closer alignment of
predicted probabilities with actual outcomes. This showed that calibration had a more
substantial impact on the RF model, highlighting the importance of refining models that
initially exhibit less accurate probability estimations.

Data balancing also played a crucial role in improving model performance. A com-
parison of baseline models with those incorporating undersampling and SMOTETomek
techniques demonstrated substantial gains, particularly in recall. For instance, the RF
baseline model achieved a recall of only 0.45, while the calibrated RF model reached 0.81,
showing that balancing the data helped the model identify a significantly higher number
of actual churn cases, thereby reducing the number of false negatives. Similarly, the LGBM
baseline model’s recall increased from 0.47 to 0.88 in the uncalibrated version, further
emphasizing the positive impact of addressing class imbalance.

To further enhance model transparency and interpretability, SHAP analysis was em-
ployed. SHAP allowed for a clear understanding of how individual features influenced
model predictions, revealing age, number of banking products and tenure as the most
significant drivers of churn. This interpretability is introduced for regulatory compliance
and building trust, as it provides a data-driven rationale for each prediction and highlights
key areas for targeted customer retention strategies.

The study also revealed important patterns during the data exploration phase, such as
the distribution of customer age, balance and number of banking products. The obtained
insights helped contextualize the churn dynamics, showing that certain demographic and
financial factors may have substantial impacts on customer decisions to stay or leave.
Overall, the calibrated models provided more balanced predictions, improving the recall
of churn cases while maintaining precision, thus offering banks more reliable tools for
managing customer attrition.

Based on the insights gained from feature importance analysis, banks can prioritize
retention efforts around the factors most strongly associated with churn. For example,
customer age emerged as a significant predictor, suggesting that personalized strategies
that address the needs of different age groups could be effective. Younger customers may be
more responsive to digital banking solutions and rewards programs, while older customers
might value personalized financial advice or better interest rates on savings accounts.
Financial factors such as the number of bank products used, credit score, and estimated
salary also showed considerable influence on churn behavior. Banks could implement
strategies such as offering incentives to increase product usage, providing credit score
improvement programs, or offering salary-based tailored financial services to retain these
customers. Furthermore, for customers with lower tenure (shorter relationship duration
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with the bank), onboarding programs that engage new customers with exclusive benefits
or loyalty programs may help build a stronger long-term relationship.

This study has several limitations that should be acknowledged. First, the models
relied on a static dataset, meaning that the analysis was based on historical data snapshots
rather than real-time or longitudinal data. Consequently, the predictions may not account
for rapidly changing customer behaviors. Second, while data balancing techniques like
SMOTETomek improved recall, they may also introduce synthetic noise, potentially af-
fecting model generalization. Additionally, only random forest and LightGBM models
were considered, leaving out other potentially valuable algorithms like neural networks or
support vector machines. Finally, the models used standard hyperparameter settings, and
further fine-tuning could potentially yield better performance.

Future research could extend this study by exploring additional machine learning
techniques or model ensembles that may further improve churn prediction. Incorporating
more advanced probability calibration techniques or optimizing hyperparameters specific
to each model could also enhance the alignment between predicted probabilities and actual
outcomes. Additionally, the integration of more customer behavioral data or external
economic indicators might reveal further insights into churn patterns. Another avenue for
future work involves investigating real-time churn prediction, where models are updated
continuously with streaming data, enabling timely interventions. A comparative analysis of
different data balancing techniques beyond SMOTETomek, such as ADASYN or generative
adversarial networks (GANs), could be conducted to understand their specific effects on
model performance.
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