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Abstract: The die bonding process is one of the most critical steps in the front-end semiconductor
packaging process, as it significantly affects the yield of the entire IC packaging process. This research
aims to find an efficient, intelligent vision detection model to identify whether each chip correctly
adheres to the IC substrate; by utilizing the detection model to classify the type of defects occurring
in the die bond images, the engineers can analyze the leading causes, enabling timely adjustments to
key machine parameters in real-time, improving the yield of the die bond process, and significantly
reducing manufacturing cost losses. This study proposes the lightweight Yolov7-tiny model using
Depthwise-Separable and Ghost Convolutions and Sigmoid Linear Unit with β parameter (DSGβSI-
Yolov7-tiny), which we can apply for real-time and efficient detection and prediction of die bond
quality. The model achieves a maximum FPS of 192.3, a precision of 99.1%, and an F1-score of 0.97.
Therefore, the performance of the proposed DSGβSI-Yolov7-tiny model outperforms other methods.

Keywords: Yolov7; ghost convolution; depthwise-separable convolution; object detection; image
recognition; ModifiedSiLU; AdaptiveSiLU

1. Introduction

Figure 1 illustrates the complete IC packaging and testing process. AFE stands for
Assembly Front End, ABE represents Assembly Back End, FT refers to Final Test, WT is
Wafer Test, and PA indicates Pre-assembly. Die bond is one of the steps in the IC packaging
and testing process. In this process, Fab/BL (foundry) initially provides the wafer, and
then the IC packaging and testing factory tests the wafer to know any defects. Next, in
the pre-assembly phase, the wafer is cut to prepare for the subsequent assembly steps.
Moving into AFE, the die bond step involves securely attaching the die (bare die) to the
IC substrate. The main focus of this paper is to acquire the images of die bonds from
the machine and use an intelligent vision detection model to detect whether each chip
correctly adheres to the IC substrate. In the wire bond phase, the die is connected to the IC
substrate via bonding wires, allowing the electrical signals of a die to transmit to external
circuits. Afterward, the process moves into ABE, where molding encapsulates the die with
epoxy resin to protect it. Marking involves imprinting identification marks on the package
exterior, and plating applies surface treatments such as gold or tin to enhance electrical
connectivity and trim/form cuts. It shapes the packaged components into their final form.
Finally, the product undergoes testing and packaging. The entire process, including wafer
fabrication, testing, packaging, and shipping, constitutes the typical flow of semiconductor
production, as shown in Figure 1.

Die bonding is the process of cutting a wafer into individual dies and attaching each
die to the IC substrate using conductive mediums such as glue or gold balls, with glue
being the most commonly used material. This process includes several steps: preparing
the substrate, applying adhesive to the package base, positioning the die, applying heat
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and pressure, cooling and curing, and testing and packaging. Die bonding technology
is widely used in electronic packaging, module manufacturing, and optical component
manufacturing. It is one of the most critical processes in front-end semiconductor packaging,
as it directly affects the quality of the entire IC packaging process. Real-time detection
and prediction of die bond yield are essential for adjusting machine production settings,
significantly improving the die bond yield [1] and reducing manufacturing costs. This
study used images from a renowned semiconductor company in southern Taiwan for data
preprocessing to create the training and testing datasets. People manually inspected the
collected data and evaluated each of the four sides and four corners of any single image for
adhesion quality. Fab then categorized these images into bond_good (including side_good
and corner_good), representing properly adhered dies, and bond_bad (including side_bad
and corner_bad), representing incorrectly adhered dies. To further determine which side or
corner was not fully adhered to, a hexadecimal type system was used, with two bits per
group, to specify die bond type.
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Therefore, this paper aims to accelerate the calculation of the visual detection and
prediction of die bonds to achieve lightweight models and to try new activation functions
to improve the accuracy of detection and prediction to ensure the effectiveness of the
die bond process. This study refers to the related algorithm improved by Yolov7-tiny [2].
We also explore the improved method of Yolov4-tiny in convolution calculation [3] and
the lightweight architecture of Yolov5 for fast wafer contour detection [4]. This study
further understands the application case of Yolov7-VD for the intelligent visual detection
of vehicles [5] and the practical process of die bond automatic optical inspection (AOI)
and identification methods [6]. Therefore, to detect and predict whether the die adher-
ence is complete, this study has proposed Yolov4-tiny, Yolov5n [7], Yolov7, Yolov7-tiny,
DSG-Yolov7, DSG-Yolov7-tiny, DSGSI-Yolov7-tiny, and DSGβSI-Yolov7-tiny models for a
comparison of execution performance. Finally, the model DSGβSI-Yolov7-tiny, with the
best execution performance, was selected, and the best-trained model was exported to
TensorFlow Lite and then integrated into the control system of the die bond machine. The
most significant contribution of this study is the use of the optimal detection system to
determine which type of bond_bad it is. After summarizing the reasons, the engineers can
promptly adjust the critical parameters of the machine online to reduce the occurrence of
electrical faults or increased resistance. This approach can improve the die bond process
yield and significantly reduce manufacturing cost losses.

2. Related Work
2.1. Literature Review

Applications of convolutional neural networks (CNNs) for object detection and image
recognition, developed on powerful computing platforms, often face challenges when
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deployed on embedded platforms for portable devices. These platforms typically have
limited hardware resources, preventing the applications from performing as expected to
complete tasks. A key challenge is lightening models while maintaining a certain level of
precision to accelerate execution speed, making them practical and efficient when deployed
on embedded platforms.

Sandler et al. [8] discussed MobileNet, a lightweight deep neural network (DNN)
model with fewer parameters and reduced computational complexity. Additionally,
Howard et al. [9] studied how MobileNets utilize depthwise separable convolutions (DSCs),
which consist of 1 × 1 pointwise convolutions (PWCs) and depthwise convolutions (DWCs),
to reduce model complexity. This decomposition significantly reduces the amount of com-
putation and the number of parameters, improving computational efficiency several times
compared to standard convolutions. Furthermore, Hsu et al. [10] explored how depthwise
separable convolutions enhance computational efficiency and model performance in dense
prediction tasks. Depthwise separable convolutions can improve the computational speed
of the model and achieve better prediction results while maintaining a small model size.

Additionally, Zhang et al. [11] combined Yolov5 and GhostNet to detect and identify
seven types of orchard pests in real-time, using feature maps, heatmaps, and loss curves
to explain the advantages of their method. Smaller neural networks are better suited
for deployment on FPGA and other memory-limited embedded devices. This research
provides a method for deploying algorithms on embedded devices. Sun et al. [12] explored
the integration of the Ghost module into the Yolov7 architecture, creating a lightweight and
efficient object detection model called Ghost-YoLov7-SIoU. Ghost-YoLov7-SIoU integrates
Ghost modules into the backbone and neck to replace some traditional layers. Experimental
results demonstrated the effectiveness of this method in improving detection efficiency
while ensuring detection precision.

Lang et al. [13] studied the Yolov7-tiny architecture, which achieves a lightweight
design by streamlining the original Yolov7 backbone, neck, and head, making it more
suitable for running on resource-constrained devices. The integration of GhostNet further
improved the computational efficiency of the model, significantly reducing the compu-
tational and storage requirements while maintaining high performance. Addressing the
issues of inaccurate human and vehicle detection and slow detection speeds in nighttime
scenarios, where Yolov7-tiny fails to meet the demands, Yang et al. [14] proposed adding the
Ghostnet V2 module to the Yolov7-tiny backbone to reduce parameters. They also replaced
the LeakyReLU activation function in the convolutional layers with the FReLU function.
The model introduced the omni-dimensional dynamic convolution (ODConv) module, the
C3 module, and the parameter-free attention module SimAM. Experimental results showed
an inference speed of 47 fps, a 0.64% decrease in mAP, and a 59% reduction in floating-point
operations, demonstrating significant performance improvements. Regarding the other
detection methods, Shafiee Sarvestani et al. [15] proposed incorporating the generated crack
maps into classic quality assessment (QA) models, enabling many advances in applying
3D textured meshes. Song et al. [16] explored end-to-end pedestrian detection and focused
on training a pedestrian detection model by discarding non-maximum suppression (NMS)
post-processing.

2.2. The Yolov4-Tiny Model

The Yolov4-tiny [3] model is a streamlined version of Yolov4, designed to be a more
lightweight model specifically for devices requiring fast inference and limited resources,
such as mobile devices and embedded systems. Compared to Yolov4, the Yolov4-tiny
model simplifies its structure by reducing convolutional layers and feature pyramids to
lower computational costs. Its backbone is CSPDarknet53-tiny, incorporating the CSPNet
(Cross-Stage Partial Network) design into the Darknet network to enhance inference speed
while maintaining a certain level of precision. This design allows the model to retain
the high-efficiency feature extraction capabilities of Yolov4 while reducing the number
of parameters.
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Yolov4-tiny, with its lower complexity, can achieve real-time object detection. Its
prominent architecture includes two feature extraction layers. After extracting features
through CSPDarknet53-tiny, they are input into two different-sized convolutional kernels,
producing two sets of feature maps. These feature maps, through anchor boxes at different
scales, are used to predict bounding boxes for detecting objects of varying sizes. Although
Yolov4-tiny sacrifices some precision compared to the full Yolov4 model, it offers significant
advantages in real-time performance and efficiency, making it well-suited for fast detection
scenarios such as vehicle tracking, surveillance systems, or other resource-constrained
applications, as shown in Figure 2. In Figure 2, the input is a single source image, including
three red, green, and blue images, and the output is the object detection and classification.
This paper has defined the input/output of yolo-related models in the same way in all the
following sections.
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2.3. The Yolov5n Model

Yolov5n [7] is the “nano” version of the Yolov5 series, designed to be even more
lightweight than Yolov5m and Yolov5s. Its goal is to optimize inference speed further
and reduce the model size to suit extremely resource-limited application scenarios. It
is the smallest, fastest, and most parameter-efficient model in the Yolov5 family. It is
ideal for deployment on edge devices, Internet of Things (IoT) devices, and low-power
embedded systems.

Yolov5n inherits the core architecture of Yolov5, incorporating CSPNet as its backbone
to enhance feature extraction efficiency. It also utilizes a Focus layer to transform spatial
information from input images into more useful low-level features. Compared to other
Yolov5 versions, Yolov5n significantly reduces the number of parameters and model size,
enabling ultra-fast inference while maintaining essential detection precision. The model
employs multi-scale feature fusion techniques, such as Feature Pyramid Networks (FPN)
and Path Aggregation Networks (PANet), to enhance detection capabilities for objects of
various sizes.

Yolov5n also supports automatic anchor adjustment, mixed-precision training, and
data augmentation techniques, such as mosaic data augmentation, to improve the model’s
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training effectiveness and inference efficiency. While Yolov5n is the lightest model in
the Yolov5 series, its precision performance decreases slightly compared to other Yolov5
models. However, due to its lightweight architecture, it offers the fastest speed among
them. Its lightweight characteristics allow it to operate in limited hardware environments
and achieve real-time object detection, which is crucial for highly resource-constrained
scenarios, as shown in Figure 3.
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2.4. The Yolov7 Model

Yolov7 [5] is one of the most powerful versions in the Yolo series, featuring significant
optimizations in speed and precision compared to previous Yolo versions. Yolov7 employs
multiple innovative technologies, including the Extended Efficient Layer Aggregation
Networks (E-ELAN) architecture, designed to improve feature fusion efficiency and model
expressiveness. This design enhances the depth and width of the network structure,
allowing for better extraction of multi-scale features and improved detection performance
for complex scenes and small targets.

Additionally, Yolov7 introduces a model reparameterization technique (RepConv),
which enables the model to use complex convolutional structures during optimization
training while converting to simplified structures during inference. This fact reduces
computational overhead and increases inference speed, greatly enhancing efficiency while
maintaining high precision. Yolov7 also incorporates a label assignment strategy, which
adaptively assigns positive and negative sample labels, improving detection performance
for targets of varying scales. It also supports dynamic label assignment (Dynamic Head),
enhancing the flexibility of the detection heads.

Yolov7 demonstrates superior performance on multiple public datasets (e.g., the
COCO dataset), achieving high inference speeds while maintaining excellent precision,
making it suitable for deployment on resource-constrained edge devices. Compared
to previous Yolov4 and Yolov5 versions, Yolov7 has significantly improved efficiency,
making it ideal for real-time object detection applications. In summary, Yolov7’s advanced
architecture design, reparameterization techniques, and efficient label assignment strategies



Electronics 2024, 13, 4573 6 of 26

enable it to achieve dual enhancements in speed and precision, making it one of the most
efficient object detection models currently available, as shown in Figure 4.
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2.5. The Yolov7-Tiny Model

Yolov7-tiny [2] is a lightweight object detection model in the Yolo series, designed
specifically for mobile devices or resource-constrained environments. Compared to the
full-size version of Yolov7, Yolov7-tiny incorporates several design simplifications to reduce
computational resource requirements and enhance running speed. Yolov7-tiny features
fewer layers and parameters, typically including simplified convolutional and pooling
layers, making it lighter than the standard Yolov7 model. This simplification alters the
depth and detail of feature extraction, thereby reducing the computational burden.

Moreover, Yolov7-tiny employs fewer convolutional layers and introduces lighter
convolution operations in certain areas, such as depthwise separable or Ghost convolutions,
to further decrease computational demands. These modifications enable the model to
achieve faster inference speeds while maintaining a relatively low level of precision. Overall,
Yolov7-tiny significantly reduces computational complexity and model size while retaining
a certain level of detection capability, making it perform better in real-time applications, as
shown in Figure 5.

2.6. The DSG-Yolov7 Model

Figure 6 illustrates that the core of Ghost convolution (G Conv) [17] lies in introducing
the Ghost module, which reduces computational load by generating many virtual feature
maps. These virtual feature maps are created through linear combinations of a few actual
convolution results, significantly decreasing computational and storage demands while
retaining the main features. Additionally, Ghost convolution dramatically reduces the
number of parameters that need to be trained compared to traditional convolution layers.
This modification makes the model more lightweight and suitable for resource-constrained
environments. Ghost convolution can provide a higher feature representation capability
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at the exact computational cost. The model can perform well when dealing with complex
scenarios by generating more feature maps without excessive computational overhead.
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Figure 7 shows that depthwise separable convolution (DS Conv) [18] is a simple and
efficient convolution operation primarily used to reduce convolutional neural networks’
computational complexity and parameter count. The main benefits of applying depthwise
separable convolution include significantly reducing computation and parameter count.
Unlike standard convolution, which performs a single convolution operation, depthwise
separable convolution breaks it down into depthwise convolution and then pointwise con-
volution, thus significantly reducing computational complexity. For example, in standard
convolution, computational complexity increases linearly with the number of input chan-
nels, output channels, and kernel size, whereas, in depthwise separable convolution, this
manner reduces complexity to the combination of depthwise and pointwise convolutions,
which is especially advantageous for resource-limited environments such as mobile devices.
Furthermore, this method reduces the number of parameters in the network, helping to
lower the risk of model overfitting and improving inference speed.
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Simplifying convolution calculations enables the model to be lightweight; therefore,
the convolution operation that combines depthwise separable convolution with Ghost con-
volution [3] is abbreviated as DSG Conv to implement simplified convolution calculations,
as shown in Figure 8. Inspired by model design [10,13], replacing some convolution layers
in Yolov7 with DSGConv layers can achieve a lightweight model and effectively enhance
the inference speed, as illustrated in Figure 9.
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3. Methods

This chapter’s methodology involves preparing the data, conducting preprocessing,
selecting the model, setting parameters, and then training. Next, we can examine the
results of these trained models, such as the confusion matrix, PR curve, and loss graph,
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to determine whether they met the training objectives. After that, we will test the die
bond image recognition by classifying the die bond adhesion quality into bond_good and
bond_bad categories. Finally, we will evaluate and compare the performance of each model
based on their performance metric.

3.1. Data Collection and Preprocessing

The image data from a well-known semiconductor manufacturer in southern Taiwan
were collected from a top-down view of the machines, as shown in Figure 10. After
annotation, we can generate corresponding XML label files and categorize them into
side_good, side_bad, corner_good, and corner_bad. Then, the procedure converts the XML
label files into the VOC label format to serve as the input data format for the YOLO-related
models. For cross-dataset evaluation, a total of 3145 images were collected, divided into
training data (2204 images), validation data (467 images) from machine #1, and testing data
(474 images) from machine #2, with a distribution ratio of approximately 70%, 15%, and
15%, respectively.
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This study first trained the models for Yolov4-tiny, Yolov5n, Yolov7, and Yolov7-tiny
versions. Before training, the procedure must set hyperparameters. This study set the
parameter epoch to 120, batch size to 16, and input image size to 1024 × 1024. The epoch
indicates the number of complete iterations over the dataset for training. The batch size
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refers to the number of samples used to update the model weights after each training
iteration. The specification of input image size accelerates object detection and image
recognition speed for the die bond. Similarly, this study applies the training process to the
DSG-Yolov7, DSG-Yolov7-tiny, and DSGSI-Yolov7-tiny lightweight models.

3.2. Recognition Data

During the testing phase, this study input the test set of 474 images into the trained
models for recognition, yielding identification results for each image in the test set. Each
image’s recognition results include a category and a confidence level. The categories
include side_good, side_bad, corner_good, and corner_bad. The confidence level indicates
the model’s certainty in its prediction. Experimental results show that the confidence levels
for each part of all images are at least 95% or higher. If the die bond meets the conditions
for complete adhesion on all four die sides, the recognition result will indicate side_good;
otherwise, it will indicate side_bad. Similarly, if the die bond meets the conditions for
complete adhesion at all four die corners, it will display corner_good; otherwise, it will
show corner_bad, as illustrated in Figure 11.
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3.3. Judgment of Detection Results and Types of Die Bonding

Figure 12 illustrates the die bond detection results from classification into four output
classes: side_good, side_bad, corner_good, and corner_bad. The fab defines judgment
criteria. The check considered a die bond as bond_good if the bonding wholly adhered
to all four die sides, all four die corners, any three die sides, or any three die corners;
otherwise, it is classified as bond_bad, as shown in Figure 12.
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The die bond image is the input signal for the die bond detection model. In contrast,
the output signal consists of binary outputs indicating the bonding results for the chip’s
sides and corners, either good or bad [19], as shown in Figure 13. In Figure 13, if the
model’s output signal indicates the condition of side_good or corner_good, a “1” can be
assigned to the corresponding bit. Conversely, if the condition is side_bad or corner_bad, a
“0” can be assigned to the corresponding bit. The model output signal for the four sides of
the chip has a length of four bits, which designates the side bond code of the chip’s sides.
Similarly, the model output signal for the four corners of the chip also has a length of four
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bits, which designates the corner bond code of the chip’s corners. In other words, Figure 13
shows the arbitrary combination of the side and corner bond codes, representing the type
of die bond—the combinations of the two hexadecimal values, ranging from 00x to FFx.
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Table 1 displays the various die bond types, where the index “s” represents the bond
code for the chip’s sides, the index “c” stands for the bond code for the chip’s corners, the
symbol “b” indicates the condition of bond_bad, and the symbol “g” denotes the condition
of bond_good. Each index interprets a hexadecimal value ranging from 0x to Fx for any
code of the chip’s sides or corners. In Table 1, we can encode the arbitrary combinations
of the code of the chip’s sides and corners in hexadecimal from 00x to FFx. Combining
two hexadecimal codes from 00x to FFx represents the type of die bond. Statistics on the
die bond type can identify the locations where bond defects predominantly occur on the
chip’s sides or corners. Consequently, the fab can adjust critical parameters of the machine
promptly to improve the occurrence of such defects, thereby increasing the yield of the die
bond process and significantly reducing manufacturing cost losses.

Table 1. The type of die bond.

0 1 2 3 4 5 6 7 8 9 A B C D E F
c

s

0 b b b b b b b g b b b g b g g g

1 b b b b b b b g b b b g b g g g

2 b b b b b b b g b b b g b g g g

3 b b b b b b b g b b b g b g g g

4 b b b b b b b g b b b g b g g g

5 b b b b b b b g b b b g b g g g

6 b b b b b b b g b b b g b g g g

7 g g g g g g g g g g g g g g g g

8 b b b b b b b g b b b g b g g g

9 b b b b b b b g b b b g b g g g

A b b b b b b b g b b b g b g g g

B g g g g g g g g g g g g g g g g

C b b b b b b b g b b b g b g g g

D g g g g g g g g g g g g g g g g

E g g g g g g g g g g g g g g g g

F g g g g g g g g g g g g g g g g
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Figure 14 shows the storage of the predicted classification results from the tests in a
separate folder. Subsequently, this study will compile the actual classifications and the
expected results to create a confusion matrix for calculating precision. Additionally, we can
quickly assess the integrity of each chip’s bonding and continuously monitor the machine’s
operational status. If any issues arise, the engineer can adjust the machine’s parameters to
prevent excessive poor chip bonding.

Electronics 2024, 13, x FOR PEER REVIEW 14 of 26 
 

 

Figure 14 shows the storage of the predicted classification results from the tests in a 
separate folder. Subsequently, this study will compile the actual classifications and the 
expected results to create a confusion matrix for calculating precision. Additionally, we 
can quickly assess the integrity of each chip’s bonding and continuously monitor the ma-
chine’s operational status. If any issues arise, the engineer can adjust the machine’s pa-
rameters to prevent excessive poor chip bonding. 

 
Figure 14. Prediction classification with type of die bond. 

3.4. Model Improvement 
Following the DSG-Yolov7 model, this study also focuses on improving the Yolov7-

tiny model by ablation study using the trial and error of employing DSGConv to the dif-
ferent modules in the backbone, neck, and head to realize lightweight model enhance-
ment, and this model is referred to as DSG-Yolov7-tiny, as shown in Figure 15. Figure 15 
illustrates the approach of using depthwise separable convolution combined with Ghost 
Convolution to replace traditional convolution, achieving the goal of a lightweight model. 
Some designs replace specific traditional convolution layers with GhostNet, which can 
effectively reduce the model’s parameter count and enhance overall execution perfor-
mance [20]. Although GhostConv can significantly decrease computational load, using 
traditional convolution in specific critical locations of the model is crucial for maintaining 
inference precision. Therefore, in the critical nodes of the backbone and prediction sec-
tions, employing traditional convolution helps to preserve the stability of the network 
structure and the object precision of the inference, as shown in Figure 15. 

Figure 14. Prediction classification with type of die bond.

3.4. Model Improvement

Following the DSG-Yolov7 model, this study also focuses on improving the Yolov7-tiny
model by ablation study using the trial and error of employing DSGConv to the different
modules in the backbone, neck, and head to realize lightweight model enhancement, and
this model is referred to as DSG-Yolov7-tiny, as shown in Figure 15. Figure 15 illustrates
the approach of using depthwise separable convolution combined with Ghost Convolution
to replace traditional convolution, achieving the goal of a lightweight model. Some designs
replace specific traditional convolution layers with GhostNet, which can effectively reduce
the model’s parameter count and enhance overall execution performance [20]. Although
GhostConv can significantly decrease computational load, using traditional convolution in
specific critical locations of the model is crucial for maintaining inference precision. There-
fore, in the critical nodes of the backbone and prediction sections, employing traditional
convolution helps to preserve the stability of the network structure and the object precision
of the inference, as shown in Figure 15.
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However, the DSGConv architecture for lightweight models decreases the complexity
of inference calculations, which may lead to a slight reduction in precision. Equation (1)
computes the Rectified Linear Unit (ReLU) activation function, where x represents the
input and relu(x) stands for the output. In the DSG-Yolov7-tiny architecture, the activation
function used is the LeakyRectified Linear Unit (LeakyReLU), an improvement of the
ReLU activation function. Equation (2) calculates LeakyReLU, where x represents the
input, Lrelu(x) stands for the output, and α denotes the slope of the function’s output
when the input is negative; it is a small positive number, usually around 0.01. The ReLU
function outputs zero for negative input values, causing the neuron to lose its learning
ability. LeakyReLU addresses this issue by introducing a slight slope while retaining
ReLU’s computational simplicity and sparse activation characteristics.

relu(x) =
{

x i f x ≥ 0
0 i f x < 0

(1)

Lrelu(x) =
{

x i f x ≥ 0
αx i f x < 0

(2)

3.5. Model Enhancement

As mentioned in the previous section, the LeakyReLU activation function outputs
with a fixed slope, so it may not optimally adapt to different data distributions or network
layers. On the other hand, the introduction of negative outputs by LeakyReLU can, in some
instances, affect the overall learning effectiveness of the network, leading to a decline in
model performance. Improving the activation function within the architecture can enhance
inference precision [21,22]. Therefore, this study modifies the activation function in the
DSG-Yolov7-tiny architecture, specifically replacing LeakyReLU with the Sigmoid Linear
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Unit (SiLU). SiLU is a smooth activation function that helps reduce jitter during training
and fosters more stable gradient updates. Following the DSG-Yolov7 model, this study
also stresses the enhancing of the Yolov7-tiny model by ablation study using the trial and
error of employing SiLU, ModifiedSiLU, and AdaptiveSiLU to the different modules in the
backbone, neck, and head to improve the prediction precision of the proposed model, as
shown in Figure 15.

The characteristic of this activation function, which lies between linear and nonlinear,
allows SiLU to be more flexible in capturing subtle changes in input data compared to
other activation functions such as ReLU and LeakyReLU. Additionally, incorporating SiLU
improves the overall stability of gradients, and experimental results later confirmed a slight
increase in precision and precision.

SiLU, like LeakyReLU, also produces negative outputs for negative inputs. Equation (3)
evaluates the Sigmoid function, where x represents the input and σ(x) denotes the output.
When x is very large, e−x approaches zero, making σ(x) approach 1. When x is very small
(negative), e−x becomes very large, and σ(x) approaches 0. The Sigmoid function maps any
real input x to the interval [0, 1]. Equation (4) estimates the SiLU activation function, where
x represents the input, σ(x) stands for the Sigmoid function, and silu(x) is the output.
Similar to LeakyReLU, SiLU produces negative outputs for negative inputs.

σ(x) = 1/
(
1 + e−x) (3)

silu(x) = x·σ(x) (4)

In some cases, using SiLU only resulted in slight improvements in precision, leading
to the development of two variations related to SiLU: ModifiedSiLU and AdaptiveSiLU.
The purpose of adopting these revised versions of SiLU is to enhance inference speed while
maintaining high precision. Equation (5) calculates ModifiedSiLU, where β represents
a learnable parameter and Mosilu(x) stands for the output. ModifiedSiLU introduces
an adjustable β parameter to control the steepness of the curve. When x is large, σ(βx)
approaches 1, and when x is small, σ(βx) approaches 0. The initial β value is 1.0, which
limits the flexibility of function adjustment, resulting in a fixed curve slope. Therefore, β is
adjusted to optimize the activation effect in different layers, first increasing the value to 1.5
to achieve more robust nonlinear feature extraction. Then, β is gradually reduced to 1.25
for a flatter activation curve, resulting in better gradient flow.

Mosilu(x) = x·σ(βx) (5)

βa(x) is a neural network, and Equation (6) computes βa(x), where x represents the
input. The initial value of the first layer’s bias b1 is set to 0, and the initial value of the
output layer’s bias b2 is also set to 0. The initial values of the weight matrix W1 for the first
layer and W2 for the output layer are randomly generated. βa(x) behaves similarly to a
fixed β learning mechanism, providing greater flexibility and adaptability, enabling it to
handle input-related scaling. Equation (7) calculates AdaptiveSiLU, where x represents the
input, and the initial value of the bias b is −1. When b = −1, the function behaves more
like ReLU near x = 0, causing σ(βa(x)·x + b) ≈ 0.

βa(x) = W2·relu(W1x + b1) + b2 (6)

Apsilu(x) = x·σ(βa(x)·x + b) (7)

According to Xavier [23,24], Equation (8) evaluates the initial values of W1 and W2
as uniformly distributed random numbers, where W represents the initialized weight
matrix, and U(a, b) stands for the uniform distribution ranging from a to b. ni indicates
the input dimension of the layer, which will be the size of the input data 480 × 480, and
nout represents the output dimension of the layer, corresponding to the number of classes
nout = 4. The term

√
6 is the coefficient used in Xavier initialization to ensure the weights
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maintain a stable variance during forward propagation. After initializing the weight
matrixes W1 and W2, weight updates using backpropagation can change their values. First,
the network makes predictions and computes the error (loss). Then, backpropagation
calculates the loss gradient to the weights. Finally, the optimizer (such as gradient descent)
updates W1 and W2 by adjusting them in a direction that reduces the error. The training
repeated this process to gradually enhance the performance of the network. Therefore, the
input dimension of W1 is the output dimension of the previous layer (ni), and the output
dimension is the number of neurons in the hidden layer (nout). The input dimension of W2
is the output dimension of the hidden layer, and the output is one because it represents the
scaling factor βa(x).

W ∼ U

(
−

√
6√

(ni + nout)
,

√
6√

(ni + nout)

)
(8)

In Figure 16, the DSGβSI-Yolov7-tiny architecture is modified primarily in the back-
bone section. The network avoids setting all β values to 1.0, which would fix the slope of
the curve and reduce the flexibility of function adjustment; it uses ModifiedSiLU in the
early layers (0, 1, 5, and 10), with β starting at 1.5 and decreasing to 1.25 after two layers.
This approach allows the model to achieve better gradient flow. The later layers maintain
the original SiLU to ensure gradient stability, helping the model quickly extract prominent
features while balancing feature extraction and information transfer.
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In the neck section, the network employs AdaptiveSiLU to enable the model to handle
complex feature combinations in the middle part of the network. Finally, the network
utilizes AdaptiveSiLU again in the head (prediction) section, allowing the model to au-
tonomously determine the optimal activation function.
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3.6. Build a Model

This study trained eight models, Yolov4-tiny, Yolov5n, Yolov7, Yolov7-tiny, DSG-Yolov7,
DSG-Yolov7-tiny, DSGSI-Yolov7-tiny, and DSGβSI-Yolov7-tiny, for predictions. Each model
randomly initialized the parameters, and during the training phase, the parameters were
gradually adjusted through trial and error, as shown in Table 2. Table 2 presents the optimized
parameter settings for each model in this experimental case. Figure 13 illustrates how the
models take images as input signals, using detection and prediction to determine the bonding
conditions of each die. The output signals indicate the die bond quality and the die bond type,
which can display the bonding status of the four die’s sides and four die’s corners.

Table 2. Hyperparameter settings.

Model Hyperparameters

Yolov4-tiny ep = 120, bs = 16, is = 1024 × 1024, op = SGD, act = Leaky ReLU, Sigmoid, tc = loss ≤ 10−3

Yolov5n ep = 120, bs = 16, is = 1024 × 1024, op = Adam, act = SiLU, Sigmoid, tc = loss ≤ 10−3

Yolov7 ep = 120, bs = 16, is = 1024 × 1024, op = AdamW, act = Leaky ReLU, Sigmoid, tc = loss ≤ 10−3

Yolov7-tiny ep = 120, bs= 16, is = 1024 × 1024, op = AdamW, act = Leaky ReLU, Sigmoid, tc = loss ≤ 10−3

DSG-Yolov7 ep = 120, bs= 16, is = 1024 × 1024, op = AdamW, act = Leaky ReLU, Sigmoid, tc = loss ≤ 10−3

DSG-Yolov7-tiny ep = 120, bs= 16, is = 1024 × 1024, op = AdamW, act = Leaky ReLU, Sigmoid, tc = loss ≤ 10−3

DSGSI-Yolov7-tiny ep = 120, bs= 16, is = 1024 × 1024, op = AdamW, act = SiLU, Sigmoid, tc = loss ≤ 10−3

DSGβSI-Yolov7-tiny ep = 120, bs= 16, is = 1024 × 1024, op = AdamW, act = ModifiedSiLU, AdaptiveSiLU, SiLU,
Sigmoid, tc = loss ≤ 10−3

Note: ep represents epoch, bs stands for batch size, is indicates image size, op means optimizer, ap denotes
activation function, and tc is termination condition.

3.7. The Workflow of the System

First, the system performs data preprocessing on the collected 3145 images provided
by the semiconductor manufacturer. Data preprocessing involved organizing the data,
using LabelImg to label each image, and converting the XML files into the VOC file format,
which YOLO accepts. Next, the dataset was divided into training, validation, and testing
sets, with approximate proportions of 70%, 15%, and 15%, respectively. During the training
phase, modeling sets the parameter epoch to 120, batch size to 16, and input image size to
1024 × 1024. The models selected for training include Yolov4-tiny, Yolov5n, Yolov7, and
Yolov7-tiny, along with the modified models DSG-Yolov7, DSG-Yolov7-tiny, DSGSI-Yolov7-
tiny, and DSGβSI-Yolov7-tiny. After the training, the testing phase involves inference and
recognition using the test set. Finally, we examine each model’s training and testing results
to evaluate their performance, as shown in Figure 17.
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4. Experimental Results and Discussion
4.1. Experimental Environment

Table 3 displays the hardware configuration used in this experiment. Table 4 outlines
the software packages utilized in the experiment. Data preprocessing involved the use
of LabelImg to label each image. The next step was to use Jupyter Notebook to convert
the XML files into text files and divide the dataset. Then, the experiment used Anaconda
Prompt, Python, and PyTorch to execute training and recognition. The experiment utilized
TensorFlow to monitor the training progress. Finally, based on the recognition results for
each image, this study categorized chips with complete bonding as bond_good and those
with incomplete bonding as bond_bad using Jupyter Notebook. Furthermore, this study
evaluated the performance of multiple models and used the Anaconda Prompt to export
the best model in TensorFlow Lite format for use in production line machinery.

Table 3. Hardware specifications.

Resource Workstation

GPU NVIDIA GeForce RTX 4070 Ti
CPU Intel(R) Xeon(R) W-2223 CPU @ 3.60 GHz

Memory 32 GB
Storage 1 TB × 1 (HDD)

Jetson Nano NVIDIA Maxwell™ architecture with 128 NVIDIA CUDA® cores

Table 4. List of packages.

Software Version

LabelImg 1.8
Anaconda® Individual Edition 4.9.2

Jupyter Notebook 6.1.4
TensorFlow v2.14.0

PyTorch 1.6
Python 3.6.9

4.2. Data Collection and Model Evaluation

We primarily used Anaconda 3 to train the Yolov5 series, Yolov4-tiny, Yolov7, and
Yolov7-tiny on a PC and then deployed them on a Jetson Nano embedded system to
compare the results of each model. Next, we also deployed the improved models on the
Jetson Nano for a comprehensive performance evaluation of all models. The data source
comprised 3145 images from a well-known semiconductor manufacturer in southern
Taiwan, where the first dataset collected 2491 training images from machine #1, and the
second dataset 474 test images from machine #2. This experiment uses the data arrangement
to train and test the model to achieve the effect of cross-dataset evaluation. This study
annotated each image using the LabelImg software, followed by data preprocessing. The
data preprocess divided the training dataset into 2204 images (approximately 70%) for
training and 467 images (approximately 15%) for validation. The experiment tested various
object detection models on a workstation platform. During the training and validation
process, this study adopted k-fold cross-validation [25], selecting k = 5 to evaluate the Yolo-
related modeling comprehensively. Modeling recorded the training time for the same set of
training data on the workstation, and using Equation (9), we calculated the total inference
time ITi required for various object detection models on 474 test images (approximately
15%). In Equation (9), i represents the i-th object detection model used for image inference,
I stands for the total number of object detection models, x denotes the x-th test image,
X indicates the total number of test images, and EITi is the time taken to complete the
inference for each test image.

ITi = ∑X
x=1 EITi, where i = 1, 2, . . . , I, x = 1, 2, . . . , X (9)
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The experimental setup defined the test image size as 1024 × 1024, with a batch
size set to 16 and the number of iterations set to 120. In Table 5, the first row shows the
time required for training different object detection models based on the same parameter
settings. The second row calculates the time to infer 474 images within the same test
set. The experimental results indicate that the proposed DSGβSI-Yolov7-tiny model has a
shorter inference time than the other models.

Table 5. Training and inference times.

Phase Yolov4-Tiny Yolov5n Yolov7 Yolov7-Tiny DSG-Yolov7 DSG-
Yolov7-Tiny

DSGSI-
Yolov7-Tiny

DSGβSI-
Yolov7-Tiny

Training
(h) 30.1 14.9 58.8 46.9 56.4 3.6 3.6 4.1

Inference
(ms) 25.1 18.6 19.3 18.2 16.3 5.4 5.7 5.2

Table 6 lists each object detection model’s parameters and FLOPs (Gflops). In Table 6,
before applying DSGConv for making the models lightweight, the Yolov4-tiny model had
the highest number of parameters, while the Yolov5n model had the fewest. After the DSG
modifications, the models DSG-Yolov7, DSG-Yolov7-tiny, DSGSI-Yolov7-tiny, and DSGβSI-
Yolov7-tiny all showed a significant reduction in the number of parameters, achieving the
goal of being lightweight.

Table 6. Parameters and flop.

Feature Yolov4-Tiny Yolov5n Yolov7 Yolov7-Tiny DSG-Yolov7 DSG-
Yolov7-Tiny

DSGSI-
Yolov7-Tiny

DSGβSI-
Yolov7-Tiny

Parameter
(#) 6,056,610 1,764,577 60,231,067 36,497,954 22,363,042 605,242 745,378 743,829

Flop
(Gflops) 14.0 4.1 13.2 103.2 61.3 1.6 1.9 1.8

4.3. Experimental Results

In Figure 18, the PR curve plots recall on the X-axis and precision on the Y-axis, with
each point representing different threshold values leading to varying recall and precision
results for the mean Average Precision (mAP) calculation. The mAP result is obtained
by summing the AP values calculated from recall and precision across all classes and
dividing by the total number of classes. Before applying DSGConv for lightweight Yolo-
related models, the Yolov7-tiny achieved the best precision, while Yolov4-tiny had the
lowest precision. After the DSG modifications, both DSG-Yolov7 and DSG-Yolov7-tiny
showed improved speed, but the omission of some complex calculations led to a slight
decrease in precision. However, with further refinement in the DSGSI-Yolov7-tiny model,
there was a slight improvement in model precision, and an additional enhancement in the
DSGβSI-Yolov7-tiny model resulted in even higher precision.

After the model training is complete, we can use visualization tools to present the
results of the loss plot. Under a batch size setting of 16, the loss plot for the DSGβSI-
Yolov7-tiny model after 120 training epochs is shown in Figure 19. During the 120 training
epochs, this study produced six plots to display the loss curves of the training precision. In
Figure 19, the first, second, and third rows represent the localization loss, confidence loss,
and matching loss between predictions and ground truth. The first and second columns
also represent the training loss and validation loss. In the second column, the abbreviation
“val” indicates validation.
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4.4. Performance Evaluation

Equation (10) calculates frames per second (FPS) to show the execution speed of object
detection. According to Equation (10), it computes FPSj, the FPS obtained from different
object detection models, where IRAIT j represents the time required for each image in real-
time video input using the different object detection models, J stands for the total number
of object detection models, and j denotes the calculation for the j-th object detection model.

FPSj =
1

IRAIT j
, where j = 1, 2, . . . , J (10)

Equation (11) evaluates object detection precision using mean Average Precision
(mAP), calculated by finding the average precision for each category and then computing
the overall average. Equation (11) estimates the mAPl for different object detection models,
where l represents the l object detection model used for calculating mAPl , L stands for
the total number of object detection models, Cl indicates the number of categories that a
specific model needs to identify, kl denotes a specific category of the model, and APkl

refers
to the precision for that specific category within the model.

mAPl =
∑Cl

kl=1 APkl

Cl
, where kl = 1, 2, . . . , Cl , l = 1, 2, . . . , L (11)
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Next, we evaluate the execution speed and precision of different object detection
models. After training various object detection models with the same parameters, we
tested them using a set of 474 images and plotted the results of the PR curve. Based on
Equations (10) and (11), we calculated the execution speed (FPS) and precision (mAP) from
the tests, as shown in Table 7.

Table 7. Performance indexes.

Metric Yolov4-Tiny Yolov5n Yolov7 Yolov7-Tiny DSG-Yolov7 DSG-
Yolov7-Tiny

DSGSI-
Yolov7-Tiny

DSGβSI-
Yolov7-Tiny

FPS 39.8 53.8 51.8 54.9 61.3 185.2 175.4 192.3
Precision 98.5 98.8 99.0 99.1 99.1 98.2 98.6 99.1

Recall 95.2 95.1 95.2 95.0 95.3 95.1 95.3 95.4
F1-score 0.96 0.97 0.97 0.97 0.97 0.97 0.97 0.97

Accuracy 98.7 98.9 98.9 98.5 99.0 98.0 98.5 98.5

Note: the precision, recall, and accuracy values are given as percentages.

Table 7 compares the performance of different versions of Yolo-related models, in-
cluding Yolov4-tiny, Yolov5n, Yolov7, and Yolov7-tiny, as well as the lightweight models
DSG-Yolov7, DSG-Yolov7-tiny, DSGSI-Yolov7-tiny, and DSGβSI-Yolov7-tiny. The perfor-
mance evaluation metrics include FPS, precision, recall, F1-score, and accuracy. Table 7
also displays the performance of these models across these metrics. The experimental
results indicate that the DSGβSI-Yolov7-tiny model achieved the best FPS, precision, recall,
F1-score, and accuracy performance.

4.5. Discussion

First, regarding speed metrics (FPS), the Yolov7-tiny model achieved a fast inference
speed of 54.9 FPS. However, the inference speeds of the other four models—DSG-Yolov7,
DSG-Yolov7-tiny, DSGSI-Yolov7-tiny, and DSGβSI-Yolov7-tiny—were significantly higher
than that of the Yolov7-tiny model, with ratios of 1.12, 3.25, 3.19, and 3.5, respectively.
These results indicate that the DSG approach can significantly enhance inference speed.
Secondly, regarding the precision metric, the results for the four models mentioned above
were almost identical. The above suggests that the DSG approach did not significantly alter
the precision levels.

Additionally, regarding the accuracy metric, there were only slight differences among
the four models. The above indicates that the DSG method does not negatively impact
image recognition accuracy. Thus, the lightweight improvements made through DSGCONV
significantly enhance the inference speed of the models while maintaining a consistent
level of prediction precision and image recognition accuracy.

The DSGSI-Yolov7-tiny model, which employs the SIReLU activation function, achieved
the fastest inference speed, considerably boosting overall performance. However, to ensure
that the model maintains precision above 99%, the DSGβSI-Yolov7-tiny model was developed,
achieving optimal yield rates and reducing loss costs in the die bond process.

Hsu et al. [10] mention depthwise separable convolution layers, which can increase
the model’s computation speed and achieve better prediction results while maintaining a
smaller model size. Additionally, Zhang et al. [11] highlight the challenges of deploying
convolutional neural networks (CNNs) on embedded devices with limited memory and
computational resources. Therefore, combining the smaller neural networks of Yolov5
and GhostNet is more suitable for deployment on FPGAs and other memory-constrained
embedded devices. This experiment integrates the Yolo-related models with GhostNet to
replace traditional convolution, eliminating redundant blocks in the original architecture
or replacing them with improved convolution layers. This approach significantly reduces
convolution calculations, leading to a marked increase in computing speed while sustaining
high predictive precision.

Lang et al. [13] pointed out that the Yolov7-tiny architecture is streamlined from the
original Yolov7’s backbone, neck, and head to achieve a lighter design. This experiment
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realizes a more lightweight DSG-Yolov7-tiny, making the model more suitable for operation
on resource-constrained devices and highlighting the significance of Yolov7-tiny. Both
Sun et al. [12] and Lang et al. [13] mentioned that combining Yolov7 or Yolov7-tiny with
the Ghost module allows the improved Yolov7-Ghost to maintain the original Yolov7
detection precision while also increasing inference speed, which is even more pronounced
in Yolov7-tiny. This experiment implements DSG-Yolov7-tiny following the same approach
to significantly enhance execution speed. Yang et al. [14] proposed improving the activation
function of Yolov7-tiny to FReLU, explaining its benefits. This experiment introduces the
SiLU activation function to enhance the precision of the DSG-Yolov7-tiny model, resulting
in DSGSI-Yolov7-tiny. Furthermore, to improve model precision, DSGβSI-Yolov7-tiny was
introduced for real-time and efficient application in die bond production machines.

This experiment also has some limitations. A single image containing multiple die
bonds may lead to variations in die bond types. During the training phase, the model may
not effectively learn the features of each die bond type, affecting inference precision. The
best approach would be to cut a single image with multiple die bonds into separate die
bond images for independent inference, but this is time-consuming. Furthermore, although
the improved DSGSI-Yolov7-tiny model is swift, there is a slight decline in precision and
accuracy. Maintaining the same speed as the original Yolov7-tiny model may impact
these metrics.

Additionally, the performance of the GPU is a crucial factor influencing precision,
accuracy, and speed. Currently, the GPU model used is the NVIDIA GeForce RTX 4070
Ti. Upgrading to a higher model, such as the NVIDIA RTX 4090, which has 24 GB of
GDDR6X video memory, would enable it to handle larger deep learning models, making it
particularly suitable for high utilization and throughput tasks in rapid die bond detection
and prediction.

5. Conclusions

The DSGβSI-Yolov7-tiny model proposed in this study achieves the highest perfor-
mance metrics for real-time and efficient prediction, making it an optimal solution for die
bond detection and prediction applications. Fab can rapidly deploy our method on factory
production machines for die bond detection and prediction. By analyzing the model’s
judgments on the classification of die bond images, we can identify the most frequently
occurring defects and subsequently adjust critical parameters of the machines in real-time.
This process enhances the yield of the die bond manufacturing process while significantly
reducing manufacturing cost losses. For semiconductor manufacturers, this increases
production yield and minimizes production losses.

Future work will extend the proposed approach to other applications, such as chip
contour detection, street view analysis, mask-wearing detection, operator attire compliance,
and product detection on factory production lines. Moreover, we will continue to seek a
better prediction model, for example, the Yolov11n model, to replace or modify the DSGβSI-
Yolov7-tiny architecture. This improvement will allow for optimizing or enhancing our
proposed model, facilitating the development of more efficient die bond detection and
prediction methods.
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