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Abstract: While retrieval-augmented generation (RAG) enhances large language models (LLMs),
it also introduces challenges that can impact accuracy and performance. In practice, RAG can
obscure the intrinsic strengths of LLMs. Firstly, LLMs may become too reliant on external retrieval,
underutilizing their own knowledge and reasoning, which can diminish responsiveness. Secondly,
RAG may introduce irrelevant or low-quality data, adding noise that disrupts generation, especially
with complex tasks. This paper proposes an RAG framework that uses reflective tags to manage
retrieval, evaluating documents in parallel and applying the chain-of-thought (CoT) technique for
step-by-step generation. The model selects the highest quality content for final output. The key
contributions are as follows: (1) reducing hallucinations by focusing on high-scoring documents;
(2) improving real-time performance through efficient retrieval; and (3) mitigating negative effects by
filtering out irrelevant information using parallel generation and reflective tagging. These innovations
aim to optimize RAG for more reliable, high-quality results.
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1. Introduction

The advent of large language models (LLMs) has revolutionized natural language
processing (NLP), enabling significant advancements in a wide array of applications such
as text generation, translation, and question answering. However, these models still face
notable challenges, particularly in handling domain-specific or highly specialized queries,
where the generated answers often lack context or coherence. To address these limitations,
the retrieval-augmented generation (RAG) framework was introduced [1,2], merging the
generative capabilities of LLMs with the precision of external knowledge retrieval.

RAG leverages external knowledge sources by retrieving relevant documents and
integrating their content into the generation process. Such a dual-step approach, i.e., com-
prising retrieval of pertinent information and subsequent generation of responses, enhances
the relevance and accuracy of the outputs. Despite its efficacy, however, there remains
substantial room for improvement in the RAG framework, particularly in refining retrieval
mechanisms, optimizing document evaluation, and enhancing overall response quality.

This paper explores recent advancements in the RAG framework, focusing on methods
to improve retrieval precision, integrate context-aware document evaluation, and stream-
line the generation process. We review notable studies and propose novel enhancements
aimed at addressing the existing limitations of the RAG, ultimately contributing to more
reliable and contextually appropriate outputs from LLMs.

Our Viewpoints and Contributions

While RAG provides significant benefits to LLMs, it also introduces potential issues
that can impact the accuracy and performance of these models. Practical applications have
revealed several limitations of RAG when applied to LLMs, which can mask the inherent
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capabilities of the models themselves. Firstly, LLMs may become overly dependent on
external retrieval. Excessive reliance on RAG techniques to fetch external knowledge can
cause LLMs to underutilize their own knowledge and inference capabilities, potentially
reducing the responsiveness and performance of the model. LLMs possess robust language
understanding and generation abilities, and an overemphasis on retrieving external infor-
mation can limit exploiting these intrinsic capabilities. Secondly, RAG techniques might
introduce irrelevant or low-quality information, leading to a phenomenon where noise is
injected into the LLM. Such irrelevant or poor-quality information can disrupt the normal
generation process, decreasing the efficiency and quality of the generated content. For
instance, when handling complex problems, the model may confuse significant information
with trivial details, resulting in responses that lack precision and usefulness.

In this paper, we propose an RAG framework that controls the retrieval of external
sources using reflective tags. This framework evaluates retrieved documents from several
aspects and incorporates the chain-of-thought (CoT) technique for step-by-step content
generation. The highest quality and most accurate content is then selected for final content
generation. The main contributions of this paper are as follows:

• The proposed framework mitigates the hallucination in LLMs by using RAG. With the no-
tion of tags, the model controls retrieval and self-evaluates the retrieved content, selecting
only high-scoring information for generation, thus further reducing hallucinations.

• By incorporating RAG, the model can retrieve external databases for answers when
it judges that it cannot answer effectively. The real-time nature of the external data
enhances the model’s real-time performance.

• The framework allows for parallel content generation for retrieved documents and
step-by-step evaluation using reflective tags to assess relevance, validity, and accuracy.
This process ensures that only the most critical and valid information is selected, filter-
ing out irrelevant or unreliable information and generating more accurate responses.

These advancements aim to refine the integration of retrieval mechanisms with LLMs,
ensuring that the strengths of both internal model capabilities and external knowledge
sources are effectively harnessed to provide high-quality and reliable outputs.

The proposed method has significant potential across various domains that exhibit a
strong synergy with LLMs. First, the medical and healthcare sector stands to benefit in areas
such as diagnostic support, clinical data analysis, and personalized treatment pathways [3].
By enabling real-time access to the medical literature, clinical databases, and electronic
health records (EHRs), the method facilitates the generation of responses grounded in the
latest treatment protocols and medical knowledge. Such a capability allows healthcare
professionals to formulate optimal diagnostic and treatment strategies with greater reli-
ability. Second, in the field of finance and economics, the method can enhance financial
analysis, investment report generation, and risk management processes [4]. By capturing
real-time data from financial markets, corporate financial disclosures, and economic news,
the method supports the generation of precise market analyses and investment strategies.
Such a continuous data-driven approach provides financial institutions and investors with
critical insights, enabling decisions based on up-to-date information. Third, the method
offers promising applications in the advertising and marketing sectors. For instance, in the
generation of marketing content and advertising copy, the use of RAG enables the incor-
poration of the latest market trends and consumer data, fostering innovation in content
creation for the creative industries.

The remainder of the paper is organized as follows. Section 2 reviews related work
on improving RAGs. Section 3 presents the details of the proposed method, outlining its
architecture, implementation, and theoretical underpinnings. Section 4 provides an experi-
mental evaluation of the proposed method’s performance, including datasets, experimental
setup, metrics, and results. Finally, Section 5 summarizes the paper’s contributions and
discusses potential directions for future work.
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2. Retrieval-Augmented Generation (RAG)

LLMs have known weaknesses, such as producing answers that do not match or
contradict the given context. This issue is particularly pronounced when addressing
domain-specific or highly specialized queries. To mitigate these weaknesses, a technique
called retrieval-augmented generation (RAG) was proposed in 2020 [1,2]. The core idea
of RAG is to integrate data obtained from querying external knowledge sources into the
generation process. By leveraging the accuracy and specificity of knowledge from external
sources, RAG enhances the generative process, improving the ability to provide highly
relevant and real-time responses to queries. This section provides an overview of RAG
models and reviews existing research aimed at enhancing their performance.

2.1. Workflow of RAG

The RAG workflow comprises two main steps: corpus retrieval and content gener-
ation. In the first step, a retriever scans a large corpus to fetch documents relevant to
the user’s query. In the subsequent step, a reader component analyzes these retrieved
documents to generate an answer to the query. Ideally, it should consider all documents
containing potentially useful information. However, due to time and cost constraints, RAG
utilizes the top k documents d1, d2, . . . , dk from the retrieval step to calculate the conditional
probabilities as follows:

p(y|x) =
k

∑
i=1

p(y|di, x)p(di|x), (1)

where di is the ith retrieved document, x is the context of the input query or dialogue and
y is the response generated by the model. Equation (1) is then calculated for all possible
output y, and y∗ satisfying the following equation is output as the response to the query:

p(y∗|x) = arg max
y

p(y|x).

However, not all of d1, d2, . . . , dk were relevant to the user input and generally con-
tained duplicate or incorrect information. As a result, the responses generated by the
RAG were unsatisfactory and the generated content still contained irrelevant or incorrect
information.

2.2. Existing Research on Improving RAGs

Recently, Chen et al. conducted a comprehensive survey on the effects of RAG on
LLMs [5]. In their study, the authors examine the performance of various LLM systems
based on four essential capabilities for RAG: noise tolerance, negation filtering, information
integration, and out-of-hypothesis tolerance. To support this evaluation, they developed
a novel dataset called the retrieval-augmented generation benchmark (RGB) and evalu-
ated six representative LLM systems on this benchmark. The evaluated models include
ChatGLM2-6B [6], Vicuna-7B-v1.3 [7], Qwen-7B-Chat [8], and BELLE- 123 7B-2M [9].

The evaluation results demonstrate that while LLMs exhibit some degree of noise
tolerance, significant challenges remain in negation handling, information integration, and
dealing with false information.

Before discussing the details of the proposed method, an overview of previously
proposed improvements to RAGs is provided. Recent studies have shown that context
relevance significantly affects the performance of LLMs. For instance, Creswell et al. [10]
found that the inclusion of random or irrelevant documents negatively impacts system
performance and proposed a structured inference (SI) framework. This framework en-
hances inference correctness by alternating between the discovery of relevant knowledge
and inference results. Similarly, Yoran et al. [11] focused on training a retrieval knowledge
augmentation model that ignores irrelevant context, demonstrating that high context rele-
vance contributes to improved performance. Although the starting point of their study is
similar to ours, the proposed solutions differ substantially.
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It has also been shown that fine-tuning the model for knowledge-intensive tasks can
significantly enhance the performance of LLMs. For example, Ram et al. [12] considered a
simple alternative called an in-context retrieval-augmented language model (RALM), which
incorporates documents containing additional information or background knowledge
before input without modifying the LM architecture or requiring further training. They
demonstrated that performance could be further improved by tailoring document retrieval
and ranking mechanisms specific to the RALM setting. Izacard et al. [13] proposed an RAG
called Atlas, capable of learning knowledge-intensive tasks with few training examples.
Additionally, Luo et al. [14] introduced Search-Assisted Instruction Learning (SAIL), which
involves collecting search results for each training case from various search APIs and
domains using an instruction-tuning corpus, and constructing a training set.

While the above-mentioned methods limit the number of queries to external resources,
the recent literature has explored increasing the number of searches. Mallen et al. [15]
conducted experiments on two open-domain QA datasets, confirmed that LLMs struggle
with less general knowledge, and that retrieval augmenting significantly aids in such
cases. They found that scaling the number of parameters improves the memorization
of general knowledge but does not significantly enhance the recall of long-tail factual
knowledge. Based on this finding, they devised a new retrieval augmentation method that
achieves improved performance and reduced inference costs by retrieving non-parametric
memories only when necessary. Jiang et al. [16] proposed a method for actively deciding
what to search for and when during the generation process. They noted that continuous
information gathering during generation is essential in more general scenarios involving
long sentence generation. The authors proposed FLARE, a general-purpose method that
iteratively predicts the next sentence to forecast future content, using it as a query to
retrieve relevant documents to regenerate a sentence when it contains unreliable tokens.
This method significantly impacts runtime efficiency as it iteratively and constantly searches
during generation and resumes searching as soon as a sentence from the generation session
contains a low-trust flag. However, this is not the case in our framework, where only
high-scoring content is selected for generation.

While the aforementioned studies propose various improvements to the RAG frame-
work, it is important to highlight complementary research that focuses on the robustness
of fine-tuning methods. For example, Oh et al. [17] emphasize that improving out-of-
distribution (OOD) generalization through in-distribution (ID) adaptation is a key aspect
of robust fine-tuning techniques for RAG. Their work not only aims to enhance model accu-
racy but also proposes a method to improve calibration, ensuring more reliable predictions.

3. Proposed Method

This section outlines the proposed framework. Figure 1 illustrates the workflow of our
approach, which extends the original RAG paradigm by incorporating chain-of-thought
(CoT) reasoning and a novel tagging mechanism for comprehensive content evaluation. Un-
like traditional RAGs, our method integrates retrieval and generation processes, allowing
for dynamic retrieval based on evolving generation requirements. The subsequent subsec-
tions provide a detailed description of the external source retrieval process (Section 3.1),
the document evaluation methodology (Section 3.2), and the generation of response content
based on evaluated documents (Section 3.3).

3.1. Document Retrieval

Document retrieval in the proposed framework is performed using cosine similarity
as a measure of closeness, where the way for vectorizing a given sentence will be described
later. Note that the cosine similarity values of the vectors u and v corresponding to
two sentences range from −1 to 1. A value of 1 indicates that the two vectors are perfectly
matched, implying the sentences are similar, whereas a value of 0 indicates that the vectors
are orthogonal and thus not similar. A value of −1 indicates that u and v are completely
opposite in direction.
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Query

YESNO
Need retrieval ?

LLM directly generates
answer to the query

Retrieve k documents 
relevant to the query

LLM generates answer 
from those k documents

This part is controlled 
with RTV tag 

This part is controlled with 
RLV, SPT, and PIT tags 

Details of this part is illustrated in Figure 2.

Figure 1. Proposed framework.

Retrieve k documents relevant to the given query

LLM generates answer to the query with selected pieces of content

1) Generate k pieces of content 
from retrieved documents

2) Evaluate generated pieces from 
three aspects, and attach RLV, 
SPT, and PIT tags

3) Select pieces with highest score
Selected pieces of content

Figure 2. Workflow of content generation.

This document retrieval method offers the following advantages: Firstly, the com-
putational complexity of cosine similarity of two vectors is O(n), where n is the length
of the vectors, making it suitable for large datasets where numerous large-sized vectors
must be handled. Secondly, since cosine similarity depends only on the angles between
vectors and not their lengths, its validity remains intact even after normalizing the vectors.
This is particularly advantageous when dealing with data of different sizes and scales.
Additionally, cosine similarity is influenced only by non-zero elements of vectors, making
it suitable for NLP and information retrieval scenarios where vectors often have high
dimensions but few non-zero elements.

The proposed framework performs sentence vectorization using Sentence-BERT. Un-
like standard BERT, which produces contextual embeddings for individual tokens, Sentence-
BERT generates embeddings for entire sentences, which makes it highly effective in various
tasks such as semantic text similarity, paraphrase mining, and clustering. Structurally,
Sentence-BERT is a BERT model with an additional pooling layer. The purpose of the
pooling layer is to convert the output of BERT into a fixed-dimensional sentence vector,
enhancing Sentence-BERT’s performance on sentence-level tasks. Specifically, when assess-
ing the similarity between two sentences, A and B, both sentences are input into the same
BERT model with identical parameters. Through pooling, the feature vector u for sentence
A and the feature vector v for sentence B are extracted. The similarity between u and v is
then calculated using cosine similarity.

To optimize the model, the mean squared error (MSE) is employed as a loss function
to measure the discrepancy between the predicted similarity and the actual value. Addi-
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tionally, the regression objective function (ROF) method is utilized in Sentence-BERT for
this purpose.

3.2. Control Document Retrieval Using Reflection Tags

Upon receiving user input, the model determines whether a search of external knowl-
edge sources is necessary. If a search is not required, the LLM directly generates content
to answer the query, but if a search is needed, it generates a retrieve (RTV) tag to initiate
the search.

Specifically, the model calculates the probability distribution of all possible subsequent
outputs, including RTV tags and general vocabulary, through forward propagation based
on user input and context, which includes previously generated text passages and dialogue
history. The model predicts whether the question can be answered using the knowledge
within the LLM based on this probability distribution. If the prediction indicates that the
question cannot be answered with the existing knowledge, the model generates an RTV tag.

3.3. Evaluation of Retrieved Documents

In the answer generation process, the quality of documents retrieved from external
knowledge sources is progressively evaluated and filtered using three types of tags: Rele-
vance (RLV), Support (SPT), and Point (PIT). Documents deemed relevant to the input are
assigned the RLV tag. Those judged to support the answers to user questions are given the
SPT tag. Finally, the PIT tag is used to score the documents for final content generation by
the LLM, integrating the content of the RLV and SPT evaluations.

Let d1, d2, . . . , di, . . . be documents obtained as a result of querying external knowledge
sources. These documents are retrieved in parallel, and each document di is evaluated inde-
pendently upon retrieval, receiving evaluation tags ydi

. The specific evaluation procedure
is as follows:

1. Evaluate whether document di is relevant to the user query, and assign one of the
following RLV tags: “Relevant” or “Irrelevant”, where the cosine similarity of feature
vectors is used to assess the relevance. More specifically, after calculating the cosine
similarity between vector u⃗ = [u1, u2, . . . un] corresponding to the query and vector
v⃗ = [v1, v2, . . . , vn] corresponding to the document as

cosine_similarity(u⃗, v⃗) =
u⃗ · v⃗
|u⃗||⃗v| =

∑n
i=1 uivi√

∑n
i=1 u2

i

√
∑n

i=1 v2
i

.

The relevance to the query is determined by comparing the result to a preset threshold.
2. Assess whether the document di supports the input, and based on the degree of sup-

port, assign one of the following SPT tags: “Fully Supported”, “Partially Supported”,
or “Not Supported”.

3. Determine the suitability of document di for use in the RAG framework, and assign
one of the PIT tags ranging from 1 to 5, where 5 means Highly Appropriate and
1 means Least Appropriate.

Documents with the highest score from these evaluations are selected for the content
generation process described below. The reader should note that the current prototype’s
tagging does not fully rely on a strong theoretical background. This is because one of
the main goals of this paper is to empirically demonstrate that tagging can improve the
quality of responses. As discussed in the ablation study of Section 4, the presence of tags
positively impacts relevance, query support, and response appropriateness, but it needs
further improvements to refine the concrete tagging process.

3.4. Content Generation

Finally, we outline the content generation process used in the proposed framework.
We will illustrate the process through concrete examples, with symbolic representations for
brevity. Table 1 maps these symbols to their corresponding sentences.
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Table 1. Mapping of symbols and sentences used in the example concerned with content generation.

Q0 How did Van Gogh create “The Starry Night”?

I0

Split the problem based on the steps in the sample below.
Example: Why does the price of gold rise? Split the example question into the

following: What are the main factors that affect the price of gold? How does economic
uncertainty affect the price of gold? How does inflation affect the price of gold?

How do supply and demand affect the price of gold?

Q1 What is the background of the creation of “The Starry Night”?

Q2 What techniques did Van Gogh use to create this painting?

Q3 What are the characteristics of the color and composition of this painting?

Q4 What is the significance of this painting in art history?

S0 “The Starry Night” is an oil painting created by Dutch post-impressionist painter
Vincent van Gogh.

S1 Vincent van Gogh created “The Starry Night” in 1889 in a mental hospital in
Saint-Remy, France.

S2 Now, it is in the collection of the Museum of Modern Art in New York.

S3 The inspiration came from the scenery he saw from the window of his room, combined
with his memory and imagination.

S4 The detached-from-reality scene reflects Van Gogh’s restless emotions and crazy
hallucination world.

Upon receiving query Q0 from a user, the LLM generates an initial response S0 to the
query without consulting external sources. If S0 is deemed insufficient, it generates an RTV
tag to initiate a document retrieval process. Assuming four documents (S1, S2, S3, S4) are
retrieved, the LLM concurrently commences content generation preparation.

Leveraging user-provided directives (I0), the LLM learns how to generate answers
to complicated queries incrementally through a chain-of-thought (CoT) process (details
of CoT are given in Appendix A). Suppose that successive queries (Q1, Q2, Q3, Q4) are
derived from user query Q0 and directive I0. Then retrieved documents concurrently
undergo evaluation and tagging based on relevance, support, and point alignment with the
respective query. During the evaluation, additional document retrieval can occur as needed.
Such an iterative process across Q1, Q2, Q3, and Q4 culminates in the final response to
query Q0.

The above workflow is shown in Figure 2.

4. Evaluation
4.1. Setup

We conducted experiments to evaluate the performance of the proposed framework.
Experiments were conducted on a Linux workstation equipped with an Intel Xeon Platinum
8358P CPU, a single RTX 3090 GPU, 30 GB of system memory, and 24 GB of video memory.
The system ran Ubuntu 20.04 and Python 3.8. We employed four datasets for the evaluation:
ARC-Challenge, PubHealth, PopQA, and TriviaQA, the details of which are explained
as follows:

• ARC-Challenge: A fact-checking dataset comprising multiple-choice science questions
from elementary to high school levels. The more challenging ARC-Challenge subset
was utilized, requiring advanced reasoning. Preprocessing resulted in 1172 data points.

• PubHealth: A fact-checking dataset containing public health statements, corresponding
articles, and fact-checking annotations. After preprocessing, 987 data points remained.

• PopQA: An open-domain question-answering dataset covering various domains.
A long-tail subset, primarily from Wikipedia, was selected. Preprocessing yielded
1399 data points.
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• TriviaQA: An open-domain question-answering dataset with 95,000 question-answer
pairs. Known for its challenging long contexts and inference requirements, prepro-
cessing reduced the dataset to 11,313 data points.

Accuracy was used as the evaluation metric for all datasets. This common metric
assesses model performance by comparing predicted and ground-truth responses, and
calculates the percentage of correct predictions. More formally, accuracy is calculated as

acc :=
Number of correct answers

Total number of questions in the dataset
× 100[%].

To establish a strong baseline, the proposed method is compared against two widely
adopted LLMs: GPT-3.5 and Qwen. Importantly, these baselines operate without the benefit
of external knowledge sources. GPT-3.5, developed by OpenAI, represents a state-of-the-art
language model characterized by optimized algorithms and architecture for enhanced text
generation. Qwen, from Alibaba, is another prominent LLM demonstrating advanced
capabilities in text generation and comprehension.

4.2. Comparison of Four Models

As an initial evaluation, we conducted experiments to evaluate the four models across
the four datasets. The models under comparison comprised two baseline systems and their
corresponding variants augmented with the proposed RAG framework. A summary of the
results is presented in Table 2, where accuracy scores are reported, with percentage point
improvements over the baseline models indicated in parentheses.

Table 2. Comparison of the accuracy of four models across four datasets.

Model ARC-Challenge PubHealth PopQA-Long-Tail TriviaQA

Qwen 81.83 58.42 59.97 64.64

GPT-3.5 77.99 68.70 56.90 72.86

Qwen + RAG 83.02 (+1.09) 65.51 (+7.09) 62.26 (+2.29) 66.42 (+1.78)

GPT-3.5 + RAG 81.57 (+3.58) 72.26 (+3.56) 57.68 (+0.78) 73.76 (+0.9)

Table 2 reveals a consistent enhancement in the performance of the LLM when in-
tegrated with the proposed RAG framework relative to its vanilla counterpart. This
improvement is particularly pronounced on the fact-checking datasets, ARC-Challenge
and PubHealth, where Qwen exhibited a 7.09 percentage point accuracy gain, rising from
58.42 to 65.51. While the Q&A tasks also recorded accuracy increases within the range
of 0.7 to 2.3 points, the magnitude of improvement on TriviaQA was less substantial com-
pared to PopQA. This disparity can be attributed to the baseline model’s already high
performance on TriviaQA, which includes a significantly larger dataset with more easily an-
swerable questions compared to PopQA. The presence of challenging, inference-intensive
instances within TriviaQA, despite its overall size, likely contributes to the muted accu-
racy gains.

4.3. Impact of the Number of Reference Passages K

The proposed RAG framework employs a hyperparameter, K, denoting the number
of reference passages retrieved during the RAG process. An insufficient value of K may
hinder performance due to inadequate knowledge acquisition, while excessive values can
introduce redundancy and noise. To investigate the impact of K on the generated text
quality, we conducted experiments with K ranging from 1 to 5. The dataset and evaluation
metrics remain consistent with the previous experiment.

Figures 3 and 4 visualize the results, with the x-axis representing the value of K (e.g.,
rag1 for one retrieved passage, rag2 for two) and curves corresponding to different datasets.
Figure 3 showcases the results for GPT-3.5 as the baseline model, while Figure 4 presents
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those for Qwen. The figures indicate that the optimal number of retrieved passages for
GPT-3.5 and Qwen is 2 and 4, respectively. These findings align with our hypothesis that
careful selection of the number of retrieved passages is crucial for maximizing the benefits
of the proposed RAG framework.
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Figure 3. Impact of the number of reference passages K for GPT-3.5.
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4.4. Significance of Reflection Tags

The proposed framework incorporates four tags (RTV, RLV, SPT, and PIT) to regulate
content retrieval and evaluation within the RAG paradigm. To assess the individual
contribution of each tag, an ablation study was conducted. The GPT-3.5 model served
as the baseline, with the dataset and evaluation metrics maintained from the previous
experiment. Hyperparameter K was fixed to 2 from the results of previous experiments.
Figure 5 presents the results. The horizontal axis categorizes experimental conditions by
dataset, with each group comprising five bars: a full-mode baseline and four variants
corresponding to the removal of each tag. Results indicate that the full-mode configuration
consistently outperforms all other variants. Notably, the removal of RTV tags significantly
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diminishes model performance, emphasizing the critical role of adaptive search in the
proposed RAG framework.
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Figure 5. Results of ablation test.

4.5. Qualitative Analysis

Finally, to better understand the effectiveness of the proposed framework, we con-
ducted a qualitative analysis of model responses to specific queries, with GPT-3.5 serving
as the baseline. Table 3 presents sample outputs, where ‘reference’ denotes the correct
answer, ‘predict’ represents the baseline model’s response, and ‘rag-result’ signifies the
proposed model’s output. For the illustrated queries, the proposed framework consistently
aligns with the reference answers, while the baseline model exhibits discrepancies. This
indicates that the baseline LLM possessed insufficient knowledge to address these queries,
whereas the integration of external knowledge via the proposed framework enabled accu-
rate responses.

Table 3. Examples of queries for which the proposed method led to a correct answer.

(a) Content of the Queries.

Id Question

Mercury_7234308

A scientist maps a long region in which earthquakes
originate and determines this region is a transform plate boundary.

Which evidence would cause the scientist to
re-evaluate this determination?

Mercury_184975 To determine how closely related organisms are,
scientists consider all of the following.

Mercury_SC_400578 Which is an example of learned behavior?

AKDE&ED_2008_4_26 Which example shows a relationship
between a living thing and a nonliving thing?



Electronics 2024, 13, 4643 11 of 13

Table 3. Cont.

(b) Answers.

Id Reference Predict Rag-Result

Mercury_7234308 A B A

Mercury_184975 C B C

Mercury_SC_400578 A C A

AKDE&ED_2008_4_26 C B C

5. Concluding Remarks

This paper investigates retrieval-augmented generation (RAG) as a means to mitigate
the hallucination and latency challenges inherent to large language models (LLMs). To ad-
dress the limitations introduced by RAG, such as the potential masking of LLM capabilities,
we propose a novel framework employing four reflective tags to control the retrieval and
evaluation of external sources. A search tag enables adaptive search, mitigating the over-
reliance on irrelevant information. Evaluation tags facilitate a comprehensive assessment
of retrieved documents based on relevance, support, and overall quality. The framework in-
corporates chain-of-thought (CoT) reasoning to decompose queries and generate responses
incrementally, further enhancing output quality and reliability.

To evaluate the performance of the proposed framework, we conducted experiments
on four benchmark datasets: ARC-Challenge, PubHealth, PopQA, and TriviaQA, where
GPT-3.5 and Qwen served as baselines, with accuracy as the primary evaluation metric.
The experimental results shown in Section 4 demonstrate the effectiveness of the proposed
method, especially in improving the accuracy of the fact-checking benchmarks. The per-
formance of the proposed method depends on the value of the hyperparameter k, and
the optimal value of k depends on the baseline LLM. These findings collectively provide
compelling evidence of the effectiveness of the proposed framework.

Future work includes comparisons with existing methods for improving the perfor-
mance of RAGs and evaluation experiments using a wider range of datasets. We plan
to compare our method with existing robust approaches, including RAG by Facebook
AI [18], REALM by Google [1], and various domain-specific retrieval systems such as
PubMed [19], BioBERT [20] PatentBERT [21], and FinancialBERT [22]. Additionally, we
will evaluate against the latest state-of-the-art LLMs, such as Phi-3.5 [23], LLaMA 3.2 [24],
and OLMo [25]. Specifically, our investigation will focus on the influence of prepared
inputs, such as keywords, on generation performance, particularly as it relates to solving re-
trieval problems. Furthermore, it is essential to evaluate our method using domain-specific
datasets in areas such as law, medicine, and science.

Author Contributions: Conceptualization, C.Y.; methodology, C.Y. and S.F.; software, C.Y.; validation,
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Appendix A. Context Construction Through Chain of Thought (CoT)

To make this paper self-contained, an overview of the chain-of-thought (CoT) technol-
ogy used in the content generation step and its advantages is summarized.

https://github.com/Ysiennnnnn/yao
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Appendix A.1. Overview

In recent years, CoT technology, which emulates the human problem-solving pro-
cess, has garnered significant attention. CoT has been pioneered by Wei et al. [26] and
Kojima et al. [27] and has been effectively applied in various contexts, including multi-
modal reasoning [28], multilingual scenarios [29], and knowledge-driven applications [30].
CoT was developed to enhance the reasoning capabilities of generative models, with its
core technology centered around step-by-step reasoning and generation. When confronted
with a complex problem, a model utilizing CoT does not attempt to provide the final answer
directly. Instead, it addresses the problem incrementally through a series of logical steps.
Each step corresponds to an independent reasoning process, with the model generating the
reasoning for the subsequent step based on the results of the previous step. Such a step-
by-step approach to reasoning ensures that answers to complex questions are systematic,
organized, and evidence-based.

Appendix A.2. Advantages of CoT

The advantages of CoT are threefold. First, CoT significantly enhances the reasoning
capabilities of LLMs in complex reasoning tasks. Conventional generative models are prone
to errors, particularly when handling intricate tasks, due to the presence of step jumps
and logical breaks. In contrast, CoT mitigates such errors and improves problem-solving
accuracy by progressively refining the task so that each incremental step remains within
the model’s comprehension.

Second, CoT improves the logical coherence of LLM-generated answers. The step-by-
step reasoning process allows the model to maintain logical relationships and consistency
as it generates partial answers at each step. Crucially, the final answer is derived from
multiple inferences and repeated validations, resulting in higher reliability and rigor.

Finally, CoT enhances the transparency and accountability of the LLM reasoning
process. Traditional generative models are often perceived as ‘black boxes’, making it
difficult for users to understand how the model arrives at its answers. CoT, on the other
hand, provides a clear, step-by-step reasoning process that allows users to understand
the model’s thinking and logic. The intermediate results of each step and the process
of generating the final answer are open and transparent, facilitating user understanding
and verification.
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