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Abstract

:

In the era of large AI models, the intricate architectures and vast parameter sets of models such as large language models (LLMs) present significant challenges for effective AI quality management (AIQM). This paper investigates the quality assurance of a specific LLM-based AI product: ChatGPT-based sentiment analysis. The study focuses on stability issues, examining both the operation and robustness of ChatGPT’s underlying large-scale AI model. Through experimental analysis on benchmark datasets for sentiment analysis, the findings highlight the ChatGPT-based sentiment analysis’s susceptibility to uncertainty, which relates to various operational factors. Furthermore, the study reveals that the ChatGPT-based model faces stability challenges, particularly when confronted with conventional small-text adversarial attacks targeting robustness.
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1. Introduction


Recent advances in machine learning, particularly in deep learning (DL), have enabled artificial intelligence (AI) to excel in a wide range of applications, such as autonomous driving, e-commerce, and robotics [1,2,3]. Among these advancements, large language models (LLMs) have emerged as transformative tools in natural language processing (NLP) [4]. As a prominent LLM product of OpenAI, ChatGPT [5], powered by the Generative Pre-trained Transformer (GPT) architecture [6], leverages vast amounts of pretraining data and an immense number of parameters to achieve impressive performance in understanding and generating human-like text. Its strengths include exceptional semantic comprehension, context-aware dialogue generation, and multilingual capabilities.



ChatGPT has proven effective across a variety of NLP tasks. For instance, it serves as a translator [7], grammar checker [8], and conversational assistant for tasks such as question answering, educational guidance [9], and medical counseling [10]. Its generative abilities extend further, enabling it to augment text data for research [11] or even assist in creative endeavors. Despite these advantages, ChatGPT has also raised societal concerns, particularly in education, where its capabilities have introduced issues such as cheating in writing tasks [12]. Its performance in these diverse roles underscores its significance as a groundbreaking AI product.



However, ChatGPT’s remarkable capabilities are accompanied by notable challenges. From a societal perspective, it raises concerns about transparency, misuse, and accountability. From a research and development standpoint, ChatGPT’s complex architecture and black-box nature complicate its evaluation, testing, and maintenance. These challenges are particularly significant for researchers in software engineering and quality management, who must assess ChatGPT’s reliability, robustness, and performance to ensure effective deployment.



Several studies have been conducted to evaluate ChatGPT’s quality and stability. For correctness, its performance has been benchmarked on traditional NLP tasks like translation, grammar checking, and classification [13], as well as novel tasks such as mathematical reasoning and coding logic [14]. Robustness analyses have utilized adversarial text datasets to test its resilience against attacks [15,16]. While gradient-based attacks have been explored for open-source models like LLaMA [17], ChatGPT’s black-box nature limits direct adversarial analysis. Innovative approaches, such as using LLMs to generate adversarial prompts for testing robustness, have also been proposed [18]. Other studies have examined ChatGPT’s reliability in text classification [19], its biases and limitations on sensitive topics [20,21], and its failures in specific cases [22,23].



Despite these efforts, many challenges remain. ChatGPT’s lack of clearly defined functional requirements, as is common in traditional software systems, complicates direct evaluation. Existing studies often focus on specific tasks, such as sentiment analysis or grammar checking, or employ surrogate datasets, such as AdvGLUE [24], to evaluate performance. While these approaches uncover some weaknesses, they do not comprehensively address ChatGPT’s shortcomings as a software product.



To address these gaps, this paper investigates the stability of ChatGPT-based sentiment analysis as a case study in quality assurance [25,26]. Sentiment analysis, being a well-defined and widely studied NLP task with clear evaluation metrics, provides an ideal context for exploring ChatGPT’s stability and robustness. Rather than proposing new methodologies or metrics, this study focuses on identifying and summarizing the causes of instability from a software engineering perspective and evaluating robustness against attacks. Experimental results on benchmark sentiment analysis datasets demonstrate that while ChatGPT exhibits robustness against certain attacks, it remains vulnerable to perturbations, such as synonym substitutions, highlighting areas for improvement in ensuring its reliability and stability. The contributions of this paper are summarized as follows:




	
A simple yet effective sentiment analysis framework is proposed for quality assurance studies. This framework can serve as a reference for conducting AIQM [27] studies on other large language model (LLM)-based products.



	
Two critical types of stability in LLM-based sentiment analysis are explored: operational uncertainty and model stability, providing a comprehensive perspective for quality assurance.



	
Operational uncertainty emphasizes the unpredictability or complexity caused by some factors in the operation. A detailed analysis in ChatGPT is conducted from multiple perspectives, including usage patterns, timing effects, and prompt engineering techniques.



	
Model stability is generally an issue related to robustness, which is systematically studied under four distinct types of textual perturbations in this paper to evaluate ChatGPT’s stability in handling input variations.








The structure of this paper is as follows: Section 2 provides an overview of using ChatGPT for sentiment analysis, and introduces the two dimensions of stability considered in the AIQM framework. Section 3 analyzes ChatGPT’s operational uncertainty, focusing on the unpredictability or complexity of factors leading to different outputs. Section 4 investigates the robustness of ChatGPT against textual perturbations and examines its ability to maintain stability under different input scenarios. Section 5 concludes the paper, summarizing the findings and contributions of the study.




2. Overview


2.1. ChatGPT-Based Sentiment Analysis


As described above, our primary objective was to investigate the quality assurance of ChatGPT-based sentiment analysis. While the product’s functionality aligns well with traditional software testing paradigms, ChatGPT, as a foundation model, encompasses a broad range of applications, including question answering, chatting, text generation, grammar checking, and translation. Evaluating the overall quality of ChatGPT as an AI product requires consideration of multiple dimensions, making it a highly time-intensive task. To streamline this AIQM process, this study focused specifically on assessing ChatGPT’s performance in a single, well-defined NLP task: sentiment analysis. Sentiment analysis was chosen because it is a fundamental and representative NLP task, as well as a classification problem with established evaluation metrics. Thus, the primary goal of this paper is to evaluate the quality of ChatGPT-based sentiment analysis within the scope of AIQM.



The diagram in Figure 1 illustrates how to use ChatGPT for sentiment analysis. Compared with conventional testing based on input and output data, e.g., review comments and sentiment labels in sentiment analysis, it is found that some differences happen in the process of using ChatGPT in Figure 1. Since ChatGPT operates in conversation mode, extra editing on prompt and response is usually needed to make ChatGPT focus on a specific task and produce the desired output. An understanding of this difference, and with the help of the ChatGPT API provided by OpenAI, it becomes easy for users to develop a specific AI product based on ChatGPT. The following are details about the settings for developing a ChatGPT-based sentiment analysis product in our AIQM study.



	
PromptSetting: analyze the following product review and determine if the sentiment is POSITIVE, NEGATIVE or NEUTRAL: {ReviewText}.



	
OutputControl: return only a single word, such as POSITIVE, NEGATIVE or NEUTRAL.







2.2. Stability of AI


According to the Machine Learning Quality Management guidelines [27], among the diverse AI qualities, stability is a crucial quality that deserves special attention. In this context, stability refers to an AI product performing consistently and reliably. It encompasses the ability of the product to operate seamlessly under varying conditions and to resist disruptions. This means that the product must be less prone to errors, crashes, or unexpected behaviors. It is thus crucial to achieve and maintain AI product stability to ensure a positive user experience and to minimize the effect of potential problems.



Moreover, with respect to AI-based software products, the stability study can be approached in two ways. One is to focus on system stability, specifically the intricacies of operational stability and the challenges posed by uncertainty. The second is to focus on model stability, mainly related to the AI model used in the software product. In other words, the second type of stability is about the robustness analysis of trained AI models.In the subsequent sections, it will explore these two stability studies in the context of ChatGPT in detail.





3. Uncertainty Analysis


3.1. Model Architecture Design


Currently, it is widely discussed that the uncertainty issue exists in the operation phase of ChatGPT. Both with the advanced GPT4 and the widely used GPT-3.5-turbo model, the responses are non-deterministic, even for a temperature setting of 0.0. For example, repeated inputs of a question to ChatGPT generally produce different responses. One possible reason for this is that ChatGPT is continually being updated on the basis of data collected from global customers. However, as shown in Figure 2, responses on two different devices for the same input at the same time also differ. Although the responses could be affected by randomness in the text generation process, the major reason for the non-determinism of responses may be the introduction of sparse mixture of expert models (MoEs) in ChatGPT [28]. On the one hand, these MoE models can dynamically and sparsely activates selected experts to effectively reduce computational costs. On the other hand, the huge quantity of tokens in MoE models exhibit uncertain routing outcomes, with nearly equal scores across multiple experts. This uncertainty can result in output variability, and even incorrect expert selections [29,30]. Based on the consideration, the reference [31] provides insights on studying MoE for improving reliability of LLMs.



This architecture organizes tokens into fixed-size groups due to capacity constraints and emphasizes balance within each group. When groups incorporate tokens from diverse sequences or inputs, there is often competition between expert buffers among these tokens, leading to a failure in enforcing per-sequence determinism.




3.2. Differences Between Using ChatGPT and ChatGPT API


Developers using ChatGPT have reported differences between using ChatGPT on the web and the ChatGPT API. A general finding is that the web version performs better than the API, even when using the same model. Several reasons for this have been suggested [32,33]. One is that the web version is continually being updated on the basis of the huge amounts of data being received from global customers, whereas the API version is fixed for a certain period of time. Another is related to the system prompt. ChatGPT has a default system prompt, namely “You are an LLM-based AI system created by OpenAI...”, or what model it is using, or something else. However, when using the API for testing, developers must construct their own system prompt to specify how ChatGPT should behave. For example, when using the API to develop a sentiment analysis model, the system prompt can be set as “You are an AI language model trained to analyze and detect the sentiment of product reviews”.



Moreover, whereas ChatGPT is a conversation-based system which can collect historical data for AI to produce the most satisfactory results, the API is a simple question–answer chat robot. A conversation management system must be created to enable history-based conversation. Another possible reason that the web version performs better than the API even when using the same model is a difference in the setting of the undisclosed “temperature” parameter in ChatGPT. This parameter controls the degree of creativity or unpredictability in response generation. Generally, the higher the value, the more uncertain the result. To obtain a stable result, a temperature setting of 0.0 should be used.




3.3. Variance Due to Timing


As discussed above, ChatGPT continuously updates itself on the basis of newly collected data and design changes. For example, OpenAI has made both GPT-3 and GPT-4 models available for use in ChatGPT, and reports that GPT-4 performs better than GPT-3 on most tasks. Even for two identical ChatGPT systems processing the same input at the same time, there is uncertainty about the output. Since the process for updating the models is not transparent, the effect of each update on model behavior is unclear. These uncertainties pose challenges in studying the stability of ChatGPT. For example, if there is a sudden change in a model’s response to a prompt (e.g., its accuracy or formatting), downstream processing may be disrupted. Furthermore, it is challenging to reproduce a model’s results even with the same settings. This issue has been discussed on the basis of comparative experiments on several NLP downstream tasks [34]. Moreover, we use a subset of Amazon.com review data (e.g., 983 testing samples) for evaluation at different time slots for comparative study; the results are shown in Figure 3.



In Figure 3, a comparison study on the use of the ChatGPT API is implemented for sentiment analysis, and there are three versions (2023-06, 2023-12, and 2024-1) with the same set-up considered in the experiment. The confusion matrices are used for evaluation. From these results, it is hard to say each update will bring great improvement on all tasks. In the given sentiment analysis example, the results for the 2023-12 version have the best comprehensive accuracy. However, in terms of precision and recall of each sentiment class, the 2023-06 and 2024-12 versions are found to be better able to comprehend the prompts to distinguish positive, negative and neutral reviews. The 2023-12 version appears to focus more on polar classification (positive or negative), reflecting a weakness in recognizing neutral review comments, as shown in Figure 3. This change in ChatGPT’s ability illustrates that it is essential to determine what happens when the model version of ChatGPT is updated.




3.4. Prompt Engineering


In the operation of ChatGPT, another issue that affects the stability of ChatGPT operation is prompts. Prompt engineering is an essential topic in the study of LLMs. The prompts should usually be carefully designed to optimize the output. To investigate how the prompts affect the stability of ChatGPT, this paper designed several prompt settings. By making use of the in-context learning ability of ChatGPT, the prompt engineering here is set based on the criterion of zero-shot, one-shot, and few-shot, as shown in Figure 4.



In Figure 4, three example prompts are given for using ChatGPT in sentiment analysis. It is seen that with a zero-shot prompt, no example information is provided, and with a few-shot prompt, several examples are provided for guidance. A one-shot prompt is a special case of a few-shot prompt where only one example is provided for guidance. Therefore, based on this idea, three sub-designs providing positive, neutral, and negative examples, respectively, are also considered in this paper. Also, based on the same subset of Amazon.com review data from Section 3.3 used for sentiment analysis, the evaluation results are presented via the confusion matrix, as shown in Figure 5.



As shown by the confusion matrices in Figure 5, different prompts resulted in different sentiment classification accuracy for the same dataset, indicating that prompt engineering indeed affects the stability of ChatGPT performance. The accuracy with the zero-shot prompt was slightly better than that with the few-shot prompt. The main difference was that the few-shot prompt reduced prediction accuracy for positive reviews. Looking at the matrices for the three one-shot prompts with positive/neutral/negative examples, it is seen that using the ones with neutral and negative examples seems to have improved accuracy, indicating that the performance of ChatGPT for sentiment analysis can be improved by careful engineering of the prompts.





4. Robustness Testing


4.1. Data Preparation


In this paper, two commonly used benchmark datasets for sentiment analysis are considered for evaluation, such as the Amazon.com review dataset [35] and the Stanford Sentiment Treebank (SST) dataset [36].



	
Amazon.com review dataset: This dataset is a collection of a large number of product reviews from Amazon.com. The raw data contains 82.83 million unique reviews, and includes product and user information, a rating score (1–5 stars), and a plain text review. For sentiment analysis, researchers usually take a review score of 1 or 2 as negative, 4 or 5 as positive, and 3 as neutral. We did likewise.



	
SST dataset: This dataset consists of 11,855 individual sentences extracted from movie reviews by Pang and Lee [36]. Applying the Stanford parser to this dataset enables a comprehensive examination of the compositional effects of sentiment in language. In this paper, we used an extension of this dataset with fine-grained labels (very positive, positive, neutral, negative, very negative), and roughly categorized the review sentiments as positive, neutral, or negative.






Considering evaluation as the major target in this paper, we randomly selected a small amount of samples selected from the original datasets as the testing sets. According to Figure 1, we can select the review comment texts as the inputs, and the sentiment labels as the outputs of sentiment analysis. The general three classes of sentiment are considered, such as positive/neutral/negative. The detailed information of the selected testing sets is presented in Table 1.



As shown in Table 1, 983 samples from the Amazon.com review dataset and 1101 samples from the SST dataset were used for testing. Looking at the distribution of positive/neutral/negative reviews, we see that the SST dataset has a more balanced distribution than the Amazon.com one, which contains a larger number of positive reviews and a lower number of negative and neutral reviews. Moreover, Table 1 also shows the average text length of these two testing sets. Amazon.com review data has a longer average text length, and the SST dataset usually has short reviews. To further discuss the two datasets, the statistics of their review text lengths are plotted in Figure 6.



From Figure 6, it is more clear that these two datasets have different distributions on review text length. Combined with the results in Table 1, we can say these two datasets consider both data balance and text length for testing the given AI product, which would be helpful for the complete evaluation in AIQM.




4.2. Evaluation Metrics


We evaluated the robustness of the AI model by using the definition of an adversarial example in which a small perturbation in the data fools the model. Since the evaluation of using ChatGPT for sentiment analysis is essentially classification problem, we can apply two traditional classification metrics: accuracy (  A c c  ) and attack success rate (ASR).


  A c c =    #   of   correctly   classified   samples   #   of   total   testing   samples    × 100 %  



(1)








   A S R =    #   of   successfully   attacked   samples   #   of   total   testing   samples    × 100 %   



(2)





Although these two metrics are similar, they have different meanings.   A c c   gives the percentage of samples for which the decision matched the ground truth, and   A S R   gives the difference in accuracy between before and after perturbation. Therefore,   A S R   can be directly used for robustness analysis; meanwhile, we can also compare accuracy before and after perturbation for robustness analysis.




4.3. Perturbation and Robustness Analysis


As shown in Figure 7, this paper considered four types of perturbation from different perspectives, such as typo, synonym, homoglyph, and homophone perturbation. They mainly involve character- and word-level perturbation. To maintain naturalness and readability, the adversarial texts were generated in accordance with the given perturbation, and kept within an edit distance of one word, as seen in the examples in Figure 7, where successfully attacked review comments via the given four perturbations are presented.



4.3.1. Typo Perturbation


Psychological studies have shown that a sentence with one or more typos can often be still comprehended by a person [37]. However, in the information era with computers, words with typo perturbation are encoded differently, which may lead to incorrect machine processing. Therefore, typo perturbation is regarded as a common attack in NLP studies, mainly because typing errors are common in computer input. In this paper, we used four kinds of common typo perturbations for words introduced in the TextAttack package [38]: swapping two adjacent letters in a word, substituting a letter with a random letter, randomly deleting a letter, and randomly inserting a letter. Adversarial texts with these perturbations were generated by restricting the edit distance in the sentence to maintain semantic understanding, which we refer to as “one-word perturbation”. Typos were accordingly added to review comments in the datasets, and the performance of the AI model’s robustness was tested, and is presented in Table 2.



In Table 2, sentiment analysis performance of three models (i.e., BERT, RoBERTa, and GPT) on the given two datasets (Amazon and SST datasets) are presented. BERT and RoBERTa are two commonly used baselines for NLP study. In this paper, pretrained BERT and RoBERTa models for sentiment analysis are selected for fine-tuning; moreover, they will be used as the references for evaluating the GPT-based model’s robustness in the following experiments. The GPT model is based on the general pretrained ChatGPT without fine-tuning. Moreover, some metrics are given, such as   o r  i  a c c     and   p e r  t  a c c    , representing accuracy before and after perturbation, respectively, their difference   Δ  d i f f   , and the ASR. From these results, we can see that the fine-tuned conventional BERT and RoBERTa models have slightly better accuracy than the general ChatGPT-based sentiment analysis model. However, with improvement on accuracy, their robustness to perturbations will be weakened, seeing from the values of   Δ  d i f f    and ASR. Moreover, it is also interesting to find that the ASRs for the two datasets were close to the accuracy drops in Table 2. Furthermore, by comparing performance on two datasets, both accuracy and robustness on the Amazon.com review data are relatively better than that on the SST data, while, along with the text length analysis results shown in Figure 6, the larger   A S R   on the SST dataset indicates that short review texts are more easily attacked by typo perturbation. This is consistent with the common understanding that longer texts are more robust against attacks.




4.3.2. Synonym Perturbation


Another common attack used in NLP studies is synonym perturbation [39], in which a word is replaced with its synonym word, leading to a different output. The text with the replaced synonym word should have readability and a meaning similar to the original text. However, in ML-/DL-based NLP studies, an NLP model may behave differently after synonym attack because different words have different encoding in the tokenization phase. As a result, synonym perturbation has generally worked well in conventional adversarial text generation studies, especially in sentiment analysis where sentiment words play a crucial role. This paper adopts the provided synonym perturbation algorithm [39] to create adversarial text in both the Amazon.com review dataset and the SST dataset. Results of robustness analysis are presented in Table 3.



In Table 3, three sentiment analysis models are also studied. Similar conclusions can be summarized, e.g., the ChatGPT-based model may lose some accuracy, but has better stability quality, based on a comparison of   Δ  d i f f    and ASR values. Moreover, by comparing Table 2 and Table 3, it is found that the ASR values of synonym perturbation are much larger than those for typo perturbation, indicating that synonym perturbations are stronger attacks than typo perturbations. Similarly, the longer texts in the Amazon.com review dataset were more robust than the shorter ones in the SST dataset against synonym perturbation.




4.3.3. Homoglyph Perturbation


In [38], Gao et al. also proposed using homoglyph perturbation for adversarial text attacks. The idea is to replace a character with a similar-looking character, e.g., using a symbol with an identical shape but with a different ASCII code, as illustrated by the examples in Figure 8. This perturbation was demonstrated to be useful in adversarial text attacks. In accordance with the number of replaced characters, homoglyph perturbation can be categorized as character-level (transforming a few characters) or word-level (transforming all characters in a word). Since homoglyph perturbation retains a look similar to that of the original word, it does not affect readability or the semantic meaning of the original text, which is useful in adversarial robustness studies. Therefore, in this paper, word-level homoglyph perturbation is adopted first. On the basis of word importance in sentiment analysis as determined using the Vader analyzer [40], adversarial texts were generated to test the performance of ChatGPT on sentiment analysis. Table 4 presents the performances of the studied three models on the given two datasets.



Through the comparison of the results in Table 2, Table 3 and Table 4, we conclude that homoglyph perturbation is an attack performing between typo perturbation and synonym perturbation, as per the ASR values.




4.3.4. Homophone Perturbation


In contrast to homoglyph perturbation, in which text appearance is transformed, homophone perturbation [41] transforms text on the basis of pronunciation. Homophones, which are words with similar sounds but are spelled differently and have different meanings, can cause the model to misclassify the sentiment. It has been shown to be useful, especially in adversarial Chinese text generation [41]. In this paper, we use this perturbation in English text perturbation. First, word importance for sentiment analysis was determined using the Vader analyzer. Then, homophone perturbation was used to generate adversarial texts based on the order of word importance. Robustness analysis based on these adversarial texts is performed based on two datasets, and the results are presented in Table 5.



As shown in Table 5, both the accuracy drops and ASR values for homophone perturbation were quite low, indicating that homophone perturbation is not a strong attack because current NLP models are almost based on textual embedding instead of pronunciation.



By summarizing all of the results from Table 2, Table 3, Table 4 and Table 5, we can concludes some points. First, compared with conventional baselines, like BERT and RoBERTa models, the general ChatGPT-based model can have better robustness. Second, among these four studied perturbations, synonym perturbation is the strongest attack, as it results in the largest accuracy drops and ASR values. Conversely, homophone perturbation is the worst textual attack for quality assurance. However, a comprehensive evaluation also shows that it is difficult to generate a strong attack against a ChatGPT-based product by using conventional methods, including at the character and word levels. Third, by comparing the given two datasets, it is found that longer texts are more robust to diminish the influence of small perturbations in quality assurance.






5. Conclusions


This paper introduces sentiment-analysis based on ChatGPT as the studied product for AI quality assurance. Meanwhile, the study mainly focuses on the specific quality assurance of stability. Two topics are discussed to examine the stability issue. One is based on the operation uncertainty, and several factors are analyzed and discussed. The second one is based on ChatGPT’s robustness against four types of perturbations. Two benchmark datasets were used for the evaluation. Results demonstrated that the ChatGPT-based sentiment analysis is robust against all four perturbations, although a bit weaker against synonym perturbation. Through the results, it is found reasonable to obtain a robust sentiment analysis product based on ChatGPT. Still, it is also necessary to notice the operation uncertainty due to ChatGPT continuously updating itself, the effect of differences in the time of operation, and some other factors.
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Figure 1. Diagram of using ChatGPT for sentiment analysis. 
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Figure 2. ChatGPT’s responses on two devices at same time. 






Figure 2. ChatGPT’s responses on two devices at same time.



[image: Electronics 13 05043 g002]







[image: Electronics 13 05043 g003] 





Figure 3. ChatGPT for sentiment analysis at different time. 
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Figure 4. Designs of zero-, one-, and few-shot prompts for sentiment analysis. 
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Figure 5. Sentiment analysis results for different prompt settings. 
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Figure 6. Length of reviews in Amazon.com review and SST datasets. 






Figure 6. Length of reviews in Amazon.com review and SST datasets.



[image: Electronics 13 05043 g006]







[image: Electronics 13 05043 g007] 





Figure 7. Examples of different types of attacks. 
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Figure 8. Example homoglyph (hom.) of 26 letters in English alphabet. 
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Table 1. Dataset information.
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	Dataset
	# of Samples
	Dis.(Pos./Neu./Neg.)
	Avg. Length





	Amazon
	983
	0.8993/0.0264/0.0743
	49.6185



	SST
	1101
	0.4033/0.2080/0.3887
	19.3224










 





Table 2. Robustness against typo perturbation.
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    ori acc    

	
    pert acc    

	
    Δ diff    

	
   ASR   






	
BERT

	
Amazon

	
0.8947

	
0.6316

	
0.2631

	
0.2632




	
SST

	
0.8557

	
0.5040

	
0.3517

	
0.3515




	
RoBERTa

	
Amazon

	
0.9058

	
0.6547

	
0.2511

	
0.2510




	
SST

	
0.8491

	
0.4948

	
0.3543

	
0.3541




	
GPT

	
Amazon

	
0.8942

	
0.7636

	
0.1306

	
0.1273




	
SST

	
0.8065

	
0.6129

	
0.1936

	
0.1935











 





Table 3. Robustness against synonym perturbation.
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    ori acc    

	
    pert acc    

	
    Δ diff    

	
   ASR   






	
BERT

	
Amazon

	
0.8947

	
0.4731

	
0.4216

	
0.4387




	
SST

	
0.8557

	
0.3239

	
0.5318

	
0.5769




	
RoBERTa

	
Amazon

	
0.9058

	
0.4840

	
0.4218

	
0.4456




	
SST

	
0.8491

	
0.3022

	
0.5469

	
0.5853




	
GPT

	
Amazon

	
0.8942

	
0.5781

	
0.3161

	
0.3642




	
SST

	
0.8065

	
0.3871

	
0.4194

	
0.5200











 





Table 4. Robustness against homoglyph perturbation.
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    ori acc    

	
    pert acc    

	
    Δ diff    

	
   ASR   






	
BERT

	
Amazon

	
0.8947

	
0.6178

	
0.2769

	
0.2757




	
SST

	
0.8557

	
0.6739

	
0.1818

	
0.2199




	
RoBERTa

	
Amazon

	
0.9058

	
0.6273

	
0.2785

	
0.2760




	
SST

	
0.8491

	
0.6379

	
0.2112

	
0.2290




	
GPT

	
Amazon

	
0.8942

	
0.6536

	
0.2406

	
0.2397




	
SST

	
0.8065

	
0.7419

	
0.0646

	
0.1290











 





Table 5. Robustness against homophone perturbation.






Table 5. Robustness against homophone perturbation.





	

	

	
    ori acc    

	
    pert acc    

	
    Δ diff    

	
   ASR   






	
BERT

	
Amazon

	
0.8947

	
0.7657

	
0.1290

	
0.1290




	
SST

	
0.8557

	
0.7497

	
0.1360

	
0.1361




	
RoBERTa

	
Amazon

	
0.9058

	
0.7734

	
0.1324

	
0.1324




	
SST

	
0.8491

	
0.7036

	
0.1455

	
0.1455




	
GPT

	
Amazon

	
0.8942

	
0.8445

	
0.0497

	
0.0497




	
SST

	
0.8065

	
0.7419

	
0.0646

	
0.0645
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