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Abstract

:

Industrial fans are critical components in industrial production, where unexpected damage of important fans can cause serious disruptions and economic costs. One trending market segment in this area is where companies are trying to add value to their products to detect faults and prevent breakdowns, hence saving repair costs before the main product is damaged. This research developed a methodology for early fault detection in a fan system utilizing machine learning techniques to monitor the operational states of the fan. The proposed system monitors the vibration of the fan using an accelerometer and utilizes a machine learning model to assess anomalies. Several of the most widely used algorithms for fault detection were evaluated and their results benchmarked for the vibration monitoring data. It was found that a simple Convolutional Neural Network (CNN) model demonstrated notable accuracy without the need for feature extraction, unlike conventional machine learning (ML)-based models. Additionally, the CNN model achieved optimal accuracy within 30 epochs, demonstrating its efficiency. Evaluating the CNN model performance on a validation dataset, the hyperparameters were updated until the optimal result was achieved. The trained model was then deployed on an embedded system to make real-time predictions. The deployed model demonstrated accuracy rates of 99.8%, 99.9% and 100.0% for Fan-Fault state, Fan-Off state, and Fan-On state, respectively, on the validation data set. Real-time testing further confirmed high accuracy scores ranging from 90% to 100% across all operational states. Challenges addressed in this research include algorithm selection, real-time deployment onto an embedded system, hyperparameter tuning, sensor integration, energy efficiency implementation and practical application considerations. The presented methodology showcases a promising approach for efficient and accurate fan fault detection with implications for broader applications in industrial and smart sensing applications.
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1. Introduction


Industrial fans are critical components in industrial production, and unexpected damage of important fans can cause serious disruptions. These kinds of fans in general operate non-stop for long hours, and losing their functionality can have a high impact on the main equipment for which they provide ventilation. Incorrect or wrong assembly can cause breakdowns such as vibration, heating and making audible noise. Therefore, one of the trending markets segments is where companies are trying to add value to their product by introducing machine learning in such fan systems for early fault detection. This can help prevent major breakdowns resulting in long down times and save repair costs before the main product is damaged.



Machine learning techniques have been used in health monitoring of machines to assess anomaly fault detection [1] for more than a decade. These techniques can be simply explained as the process of learning historical data and making predictions about new sensor data. Artificial Intelligence (AI) and machine learning techniques have been researched for several decades, and their importance in Machine Health Monitoring applications has been increasing for the last 20 years [1]. Typically, these techniques have been implemented on powerful computers and/or microprocessors. However, implementing neural network (NN) solutions on low-power edge devices, namely the Arm Cortex-M microcontroller systems, has now became popular [1,2]. Microcontrollers, being compact embedded computing devices with minimal power requirements, offer a promising platform for introducing machine learning capabilities. Embedding machine learning on these microcontrollers enhances the performance of various daily-use devices, eliminating the need for expensive hardware installations or reliance on stable internet connections, which are often constrained by bandwidth, power limitations, and high latency [3].



This paper introduces an embedded machine learning approach for real-time fan fault detection. Leveraging the Application Software Pack from NXP, developers can implement neural networks on Microcontroller Unit (MCU)-based systems. This approach facilitates low-cost, low power consumption using smaller edge devices to empower smarter applications, decrease delay time, and save bandwidth. The following points encapsulate the key novelties that distinguish this work.



	
Introduction of an Embedded Machine Learning Approach: Establishing the application of embedded machine learning for real-time anomalies detection.



	
Development and Evaluation of Multiple ML Algorithms: Developed diverse ML algorithms (CNN, SVM, RF, GB, K-NN) and evaluated their effectiveness for fan state classification.



	
Optimization of a CNN model for Vibration Signal Monitoring: Developed a CNN model specifically tailored for vibration signals with automatic feature extraction and simplified data pre-processing.



	
Cost-Effective Design: Designing the project to be cost-effective, making it accessible to a wide range of people and businesses.



	
Versality Across Industries: Demonstrated the potential applicability of the developed model in various industries if they produce vibration signals recordable by an accelerometer.







2. Materials and Methods


2.1. Overall Block Diagram of the Project


Figure 1 provides the overall workflow diagram delineating the two distinct phases of the project, namely training and inference.



The initial phase, enclosed within the yellow box in Figure 1, is dedicated to the training of Machine Learning Models on a host machine (PC). During this phase, the Integrated Development Environment (IDE) on the host machine is used to develop and deploy an application onto an edge device. This application facilitates the acquisition of vibration data from an FXOS8700CQ—3-axis 14 bit-accelerometer. The acquired vibration data then serve as the input dataset for machine learning algorithms, facilitating the training of multiple models. These models, employing diverse algorithms, are iteratively developed as candidate models and benchmarks until an optimized model is achieved. A thorough evaluation of widely used fault detection algorithms (described in Table 1), such as Support Vector Machines (SVM), K-Nearest Neighbors (K-NN), Random Forest Classifier (RF), Gradient Boosting Classifier (GB) and Convolutional Neural Network (CNN), is conducted to select the best candidate model. The chosen model is subsequently converted to a TensorFlow framework for deployment on the edge device.



Upon the completion of the first phase in Figure 1, the project seamlessly progresses to the second phase, denoted by the green box. In this phase, the optimal model derived from the initial training is deployed onto the edge device. This model operates in real time, providing predictions as new data are introduced to the device. The device, in turn, assesses the state of the fan and produces a corresponding output.




2.2. Overview: Machine Learning Methods


Table 1 provides an overview of the most commonly used ML methods for Predictive Maintenance. The first column represents the paper reference; the second column lists the ML method; the third column lists the type of equipment on which maintenance prediction is performed; the fourth column lists the type of data; and the fifth column provides the accuracy of the machine learning model.



For the task of supervised machine learning, a “Classification” model is selected over a “Regression” model because the desired output (label) is discrete. Furthermore, neural network algorithms are preferred due to their high accuracy as compared to other algorithms. However, traditional ML models are also evaluated in this paper to compare the performance of different types of models, including the commonly used traditional ML models, listed in Table 1, to determine the best model for the task at hand, i.e., fault detection in an electric fan drive.




2.3. Advantages of CNNs for Vibration Signal Analysis


Convolutional neural networks (CNNs) are preferred over artificial neural networks (ANNs) due to their ability to reduce the number of network parameters using filters or “kernels”. ANNs become computationally expensive when increasing the number of hidden layers and neurons due to their fully connected nature, whereas CNNs have sparse connections between layers. CNNs also consider both node strength and spatial positions, improving accuracy and reducing overfitting. They are specifically suited for data with spatial structures like images, videos, and sensor data such as accelerometers. Vibration signals exhibit short-term patterns captured by local receptive fields and global patterns captured by deeper CNN layers. Recurrent neural networks (RNNs) [10], designed for temporal data, may not be optimal, as vibration signals lack long-term dependencies.



In addition, CNNs require fewer pre-processing steps and can learn filters automatically, eliminating the need for manual feature engineering in primitive methods. Therefore, given that the input data are derived from accelerometer sensor readings, CNNs are the preferred approach for this project. In the later part of this paper, it is shown that the CNN model is indeed the best choice when compared to other ML models.



2.3.1. Convolutional Neutral Network


	(1)

	
Convolutional layer







Typically, CNNs consists of an input layer, output layer, and hidden layers [11]. The following formula can be used to represent the mathematical model of a convolutional layer [11,12]:


      x   l     j   = f     ∑  i ∈   M   j          x   i     l − 1   ∗     k   i j     l   +     b   j     l        



(1)







The (∗) denotes the dot products of the convolutional operation; Mj denotes the number of input maps; l denotes the network’s lth layer; k denotes the kernel matrix, which has the dimensions S × S (for example, a kernel size of 3 × 3), and f is the non-linear activation function. There is a multiplicative bias   β   and an additive bias b assigned to each output map, but its exact form depends on the specific pooling method used [8,12].



	(2)

	
Non-linear activation function







Non-linear activation functions are needed to transform the output of a neuron from a linear combination of inputs to a non-linear function of those inputs. The linear operation output, such as convolution, from the previous layer is passed through these activation functions. Common non-linear activation functions used in neural networks include the Rectified Linear Unit (ReLu), Tanh and Leaky ReLu. The mathematical equations, [13,14] for the activation functions, are given by:


  R e L u : g   z   =   max  ⁡    0 , z      



(2)






  T a n h : g   z   =     e   z   −   e   − z       e   z   +   e   − z      



(3)






  L e a k y   R e L u :   g   z   =   max  ⁡    ∈ z , z       w i t h   ∈ ≪ 1  



(4)







	(3)

	
Pooling layer







Pooling layers are used to reduce the dimensionality of the input and extract dominant features which can be defined by:


      x   l     j   = f       β   j     l   d o w n       x   j     l − 1   +     b   j     l        



(5)







The sub-sampling function is expressed by down(.). The output is often n times smaller along both spatial dimensions, because this function sums over each distinct n-by-n block in the input [8]. The most common pooling method is max pooling [11], which divides the input image into non-overlapping rectangles and outputs the maximum value for each sub-region.



	(4)

	
Fully connected layer







In the final fully connected layer, a SoftMax function [13] is often selected which normalizes the output values from the last fully connected layer to perform multi-class classification [11]. The mathematical definition of the SoftMax function is


  σ   ( z )   j   =       e   z     j       ∑  k = 1   K      e     z   k         ,   f o r   j = 1 , … , K  



(6)







The multi-class classifier has K classes in total.     Z   j     values are the input vector’s components and can have any real value. The normalization term, which lies at the denominator of the equation, ensures that the function’s output values will all add up to 1, creating a valid probability distribution.




2.3.2. Design and Development


	(1)

	
Data Collection







A new dataset of time series sensor data is required for this work due to variations in sensor type and positioning. For demonstration purposes in this project, a small DC 5V, 0.20A server cooling fan is utilized. However, it should be noted that in real-world applications, industrial size fans would be considered instead of the small test fan we are using here.



A dataset of time-series sensor data is collected using the development board (FDRM-STBC-AGM01) with an FXOS8700CQ accelerometer (3-Axis Sensor). The embedded application reads the vibration data from the accelerometer and logs them onto an SD card. Data collection is conducted for 10 min for each class (Fan-Fault, Fan-On and Fan-Off), resulting in a total of 120,000 samples for each class (recording at 200 Hz). To elaborate on the specific states:




	
Fan-On State: no external vibration source was introduced. The data solely represent the vibration patterns collected from a normally operating fan.



	
Fan-Off State: the fan was turned off during data collection.



	
Fan-Fault State: devices were used to interfere with the fan blades and hence induce vibration and disturb the normal operation of the fan. These devices were placed on different locations of the fan, each with varying levels of vibration. This approach aimed to cover a diverse range of vibration scenarios, ensuring the robustness and generality of the data.








The collected data, encompassing fan states, sample time and accelerometer readings, are saved as CSV files on the SD card, with subsequent transfer to the host machine for ML model training. Figure 2 shows the time-domain plot of the input signal obtained from the data collection stored on the SD card. The x-axis of the plot represents the time sequence, while the y-axis represents the amplitude of each point in that sequence, ranging from −8192 to +8192 units (corresponding to a range of ±2 g). For enhanced visualization, Figure 3 offers a zoomed-in view within the scale of −2000 to +2000.



The vibration signals of the fan in different states exhibit distinct characteristics:




	
Fan-On (Blue): The signal is smooth, continuous waveform with only small amplitude variation over time.



	
Fan-Off (Red): The signal is flat with minimal variation, indicating little to no vibration due to the absence of fan rotation.



	
Fan-Fault (Yellow): The signal has an irregular waveform with significant amplitude variation, resulting from the higher frequency vibrations caused by friction.








It is important to use the same size of training dataset for each class to avoid any biased predictions on unseen data. Figure 4 shows that the dataset is balanced and distributed equally for each class.



	(2)

	
Data pre-processing







The data pre-processing step is crucial for reducing processing time and improving the quality of the data. We conducted the following pre-processing procedures, adapted from “The Ten-Step machine learning methodology” [15]:




	
Data checking and cleaning: Duplicated or irrelevant data were removed to ensure accurate and reliable analysis.



	
Data normalization: Scaling the features to a common range improves the performance of ML models and prevents over-reliance on certain features. The signal is scaled to a new range of [−1, 1] instead of [0, 1], because the sign of the signal can be preserved for vibration signals which contain both positive and negative values. An approach was adopted to normalize the data from 0 to 1; however, this resulted in a model with poorer accuracy. The normalization equation [16] that is used in this project is given by:










    X   n o r m a l i z e d     =   ( X −   X   m i n i m u m   )       X   m a x i m u m   −   X   m i n i m u m        



(7)







	3.

	
Feature Selection: Only the most relevant features (X, Y, Z axes of vibration signals) were selected for the classification task of fan states, reducing dimensionality and improving model performance.




	4.

	
Train–Test Split: Separating the entire data set into a training set and a test set is another pre-processing step. The separation of the data prevents information from the test set from leaking into the training set. This method is typically used to assess the model’s overall performance during training and then cross-validate it against the test set. The true purpose of data splitting is to allow the network to forecast vibration characteristics from previously unseen data (i.e., data not used during training).







In this project, the data were divided at random into 80% and 20% for training and testing. Figure 5 depicts the dataset split into the training and test datasets.



	5.

	
Data Reshaping: This step is crucial to ensure the model can handle the inputs. The vibration signals are reshaped into 2D tensors instead of 1D tensors to capture correlations and patterns across multiple dimensions. The three axes (X, Y, Z) in the vibration signal represent different correlations and patterns that can be observed in these dimensions. This enables a more comprehensive analysis of the signal, making it easier to identify complex patterns and features that may not be evident in a 1D tensor. In addition, CNNs are well-suited for handling 2D tensors, as they excel in capturing correlations and patterns in image-like data.







	(3)

	
Network Architecture







Hyperparameters such as network architecture, learning rate, and activation functions were tuned in the training stage to achieve the best performance on the test dataset [17]. Figure 6 presents the process of model training and parameter tuning. The blue blocks (historical data, train data and test data) are the fixed input whereas the black blocks (hyperparameters, model training and model) are the volatile parameters, and the green blocks (train evaluation matrices and test evaluation matrices) are evaluated outputs. The output of the test data is passed back to the hyperparameter to obtain the most optimal hyperparameters [17,18].



The process involved manual adjustment of each parameter. To compare different models, nine experimental test groups were considered. The number of convolutional layers and activation functions in each layer were varied individually in the group. The accuracy of each combination was recorded in Table 2.



From Table 2, Experimental Group 1 and Group 9 achieved the highest accuracy scores (Please refer to Figure A1 in Appendix A for the training history for Experimental Group 1). The model based on Experimental Group 1 was chosen due to its lower computational cost and faster training process. This was because Group 1 had fewer convolutional kernels and overall parameters compared to Group 9.



The CNN architecture used in this study, which was achieved through hyperparameter tuning in Experimental Group 1, is shown in Figure 7. It comprises three convolution layers with filter counts of 8, 16, and 32, each with a 3 × 3 size. These layers are followed by MaxPooling [12] and dropout layers with dropout rates of 50%, 20% and 20%, respectively. The selection of a 3 × 3 kernel is based on the need to classify vibration signals with three axes, allowing the capture of spatial information along all three axes for precise classification. A 3 × 1 or 1 × 3 kernel would only capture information along one or two axes, respectively, which may not be enough for signals that have three axes.



The use of pooling and dropout layers greatly reduces the number of parameters in the fully linked layers and hence decreases training time.



The architecture is a sequential model in Keras, which is a linear stack of layers. It consists of several types of layers: Conv2D, MaxPooling2D, Dropout, Flatten, and Dense. The model starts with an input layer of shape (batch_size, 128, 1, 3) and the number of parameters for this layer is not shown since it does not have any trainable parameters.



The details of each layer are explained as follows:




	-

	
The first layer is a Conv2D layer that executes 2D convolution on the input data. The layer employs the ReLu activation function and has eight filters of size (3 × 3), which means that it will produce eight feature maps, each of size (128, 1). ‘Same’ padding is used to ensure the output size is the same as the input size. The layer’s output shape is (None, 128, 1, 8), where None can be considered as a placeholder for the batch size of the input.




	-

	
The second layer is a MaxPooling2D layer that maximizes pooling over the output results of the previous layer. The pool size is (2, 2), has strides of (2, 2) and “same” padding, so the output shape of this layer is (None, 64, 1, 8), which is half the dimensions of the output features.




	-

	
In the third layer, a dropout layer with a rate of 0.5 is used which applies dropout regularization to the output of the previous layer, randomly dropping out 50% of the units. This layer has no output shape, as it only affects the training process and has no trainable parameters.




	-

	
The fourth layer is another Conv2D layer using 16 filters of a size of 3 × 3 with the ReLu activation function. This layer’s final output form is (None, 64, 1, 16).




	-

	
Similarly, in the fifth layer, another MaxPooling2D layer with pool size (2, 2), strides of (2, 2) and “same” padding is applied. The output shape of this layer is reduced by half to (None, 32, 1, 16). This layer is again followed by a dropout layer with a rate of 0.2 to avoid overfitting. A relatively low dropout rate, like 0.2, implies that during training, 20% of the neurons in the layer are randomly “dropped out” at each update. The lower dropout rate in the initial layers allows the network to retain more information in the low-level features, providing a smoother learning curve at the beginning of training.




	-

	
The seventh layer is the third convolutional layer, with 32 filters of size (3 × 3) and the ReLu activation function. This layer’s final output form is (None, 32, 1, 32).




	-

	
The eighth layer is another MaxPooling2D layer that performs max pooling over the output of the previous layer. The pool size is (2, 2), which means that the output shape of this layer is (None, 16, 1, 32).




	-

	
The ninth layer is another dropout layer with a rate of 0.2.




	-

	
The tenth layer is a Flatten layer that flattens the output of the previous layer into a 1D vector. The output shape of this layer is (None, 512).




	-

	
The eleventh layer is a fully connected layer with 128 units and uses the ReLu activation function. The output shape of this layer is (None, 128).




	-

	
The twelfth and final layer is another dropout layer with a rate of 0.5 followed by a Dense layer with three units, which represents the number of classes in the output. This layer uses the SoftMax activation function, which outputs a probability distribution over the classes. The output shape of this layer is (None, 3).




	-

	
The model complies with categorical cross-entropy loss function and Adam optimizer [19]—an upgraded version of the stochastic gradient descent to train the network and revise the weights iteratively according to training data, since they are commonly used for multi-class classification problems. An accuracy metric is used to assess the performance of the model because all classes in the dataset are balanced, and each class is equally important.









Once the CNN architecture has been defined, the training process is initialized. From the training data set, the model parameters (such as weights, biases) are automatically configured by the network itself through the training process.



The model has a total of 72,083 parameters, all of which are trainable. This architecture is commonly used for image classification tasks, with the convolutional layers extracting features from the input image and the fully connected layers performing the final classification.



Table 3 provides a detailed summary of the CNN model. The trainable parameters are the weights and biases of the model that are updated during the training. In the proposed model architecture, there are a total of 72,083 trainable parameters, which are defined by Equation (8) for convolution layers and Equation (9) for dense layers, respectively:


  No .   of   Parameters   for   conv 2 d =     m × n × d   + 1   × k  



(8)




where:


  m = f i l t e   r   h e i g h t   ,  










  n = f i l t e   r   w i d t h   ,  










  d = n o .   o f   i n p u   t   c h a n n e l s   ,    










  k = n o .   o f   o u t p u   t   c h a n n e l s   ,    








added 1 due to the bias term for each filter.


  No .   of   Parameters   for   dense   layer =   d × k   + k  



(9)







There are eight filters in the first convolution layers, each of size 3 × 3, with three channels per filter as input number of filters, giving rise to a total of 224 trainable parameters, calculated as follows:


  3 × 3   k e r n e l   ⟶ 9   w e i g h t s  










  3   c h a n n e l s   → 3 × 9 = 27   w e i g h t s  










  8   f i l t e r s   → 27 × 8 = 216     w e i g h t s  










  8   f i l t e r s   → 8   b i a s e s  








Summarizing using Equations (8) and (9), we have:


  N o . o f   p a r a m o f f i r s t   C o n v 2 d ,  










  Conv 2 d   →     3 × 3 × 3   + 1   × 8 = 224  








Similarly, the number of parameters is calculated for the remaining convolution layers as:


  Conv 2 d _ 1   ⟶     3 × 3 × 8   + 1   × 16 = 1168  










  Conv 2 d _ 2   ⟶     3 × 3 × 16   + 1   × 32 = 4640  










  Dense   ⟶   512 × 128   + 128 = 65,664  










  Dense _ 1   ⟶   128 × 3   + 3 = 387  










   Total   trainable   params   ⟶ 224 + 1168 + 4640 + 65,664   + 387 = 72,083   














3. Results


3.1. CNN Model Accuracy and Loss


Figure 8 shows the training and validation accuracy plotted against epoch. The training dataset is used to train the generated CNN model, while the test dataset is used to assess the performance. As the number of epochs increases, accuracy increases and loss decreases. At epoch 25, there is no appreciable gain in accuracy or loss; hence, a total of 30 epochs were used for training and testing. Using the categorical cross-entropy loss function, the test accuracy is 99.82% and the training accuracy is 99.80%, indicating that the model is not overfitting. Moreover, the loss for the training dataset and the test dataset is 0.0048 and 0.0152, respectively. This indicates that the model can generalize effectively to the unseen vibration data.



To analyze the performance of the machine learning model or algorithms in more detail, it is essential to use evaluation metrics. The confusion matrix is one metric that measures how accurate a classification model is. It is an N × N matrix that compares the actual example data with those calculated by the ML model, where N is the number of target classes [18].



The classification problem in this project has three classes. Therefore, the confusion matrix used to evaluate the performance of the model has three rows and three columns, with a total of nine values. The confusion matrices for the full dataset, training dataset, and validation dataset are shown in Figure 9, Figure 10 and Figure 11, respectively. The columns represent the actual values of the fan classification, while the rows in the matrix represent the predicted values of the fan class. Note that the input dataset used in this project is balanced, meaning that it contains an equal number of samples for each class of a fan state. Hence, equal percentages are distributed to each class of the fan state.



In addition, the model’s performance can be evaluated using performance evaluation indices such as the accuracy, precision, recall, and F1-score, which are provided by Equations (10)–(13):


  A c c u r a c y =   T P + T N   T P + T N + F P + F N    



(10)






  P r e c i s i o n   → ρ =   T P   T P + F P    



(11)






    R e c a l l   → r =   T P   T P + F N    



(12)






      F   1     S c o r e   → F   1   =   2 ρ × r   p + r    



(13)




where TP = True Positive, TN = True Negative, FP = False Positive, and FN = False Negative [20,21].



Table 4 shows that the model has high accuracy and performs well for all three fan states. The fan-off state has the highest scores, indicating that the model can classify this state with high accuracy. This may be because the features from the Fan-Off state were more informative and distinctive compared to the other two states.




3.2. ML-Based Models Validation


To verify that the CNN model is best suited for the problem of fault detection in a fan drive, several other ML techniques were evaluated. We considered SVM, K-Nearest Neighbor, Random Forest, and Gradient Boosting. These ML-based models were further evaluated in two distinct groups. The first group was trained using raw input signals, while the second group utilized time-domain and frequency-domain features extracted from these raw signals. This is done to compare the performance of the models trained on the two different types of input data and to identify the most effective strategy.



In the development of the second group of ML-based models, the statistical features in the time domain were used. Python code was developed that can extract time-domain features such as mean, variance, crest, skewness, root mean square, and shape factor.



It was found that the sets of models using the extracted time and frequency domain features outperformed the models solely trained on raw input signals. This could be due to the model receiving more relevant and discriminative information when time-domain characteristics are extracted from the raw input signals.



Figure 12 shows the confusion matrix for the ML-based model trained on raw input signals in the first group. In addition, Figure 13 shows the confusion matrix for the ML-based model trained on statistical features in the second group. These confusion matrices provide a visual representation of the performance of each model, in terms of correctly and incorrectly classified samples for each class.



The calculated values of accuracy, precision, recall, and F1-score for each class of the fan can be observed in Table 5 for both sets of ML-models. The table compares the obtained performance metrics of different states of the fan using four ML-based models (SVM, RF, K-NN and GB).



In addition, the overall performance metrics of the models are summarized in Table 6. Note that the accuracy of the Support Vector Machine (SVM), Random Forest (RF), K-Nearest Neighbors (k-NN), and Gradient Boosting (GB)-based classifiers using raw signals is 91.167%, 91.333%, 90.000%, and 92.500%, respectively. Meanwhile, the accuracy of the models using statistical features is 94.667%, 96.500%, 91.333%, and 96.167%. The traditional ML approach requires feature extraction and selection, which is a difficult operation that calls for prior knowledge and skill.



It is observed that the models using statistical features have higher accuracy than the models using raw signal inputs. In addition, bar plots are created to visually compare the performance of each model (please refer to Figure A2 in Appendix A).




3.3. Model Comparison with Traditional ML-Based Models


The results of these ML-based (SVM, RF, K-NN, GB) models are compared against the results of the CNN model, as shown in Figure 14 and Figure 15 for group 1 and group 2, respectively. The bar plots in Figure 15 show that CNN still achieved the highest accuracy, even higher than that of models using statistical features.



In summary, these results suggest that the developed CNN model is the most suitable model for this specific classification task, outperforming the ML-based models using raw input signals and those using statistical features. It achieved the highest accuracy among all ML-based models without requiring any feature extractions. The CNN model proved to be more effective and efficient, as it supports automatic feature extraction, giving it an advantage over traditional machine learning methods. Therefore, this CNN model is selected, exported, and deployed on an embedded device to make real-time predictions.




3.4. Model Deployment on Edge Device


After the optimized model was developed, as described in the previous section, the model was then deployed on the embedded device. To integrate the proposed ML model with a real-time application for end-users, the following steps were meticulously undertaken:




	
Model Deployment: The trained ML model was deployed on an embedded machine for real-time predictions. This deployment leveraged the LPCXpresso55S69 embedded microcontroller and the FXOS8700CQ three-axis accelerometer from NXP, ensuring seamless compatibility with the target environment.



	
Utilization of NXP’s Repository: NXP’s repository played a pivotal role in this integration. Specifically, it housed the ML-Based System State Monitor App Software Pack, streamlining the deployment process. This software pack, designed for MCU-based systems, aligns seamlessly with the overall system architecture.



	
MCUXpresso SDK Integration: The integration was further facilitated by utilizing the MCUXpresso SDK as the Integrated Development Environment (IDE) on the host machine. This SDK ensured the smooth delivery of the overall system.



	
Consideration of Variations: It is important to note that for different types of fan applications, the collection of a new data set is essential to train the model. Variation in the positioning of sensors necessitates tailored datasets to ensure optimal model performance.










4. Discussion


The following points can be made when discussing the outcomes on a broader scale:




	
Despite the availability of several common convolutional models like Google Net, AlexNet, or Mobile Net, using a simpler model has the benefits of creating a small but highly efficient model that is straightforward to install on low-power edge devices. A simple model guarantees quick calculations, little memory usage, and preserves the device’s capability for real-time classification.



	
Although it works with a small dataset which is collected for only 30 min, the CNN can be trained properly with enough training samples.



	
This project has been tested on data from a real-world scenario, which would potentially perform well when implemented on a large industrial fan drive. The model can be applied to other types of machinery if they produce vibration signals that can be recorded by an accelerometer and analyzed using the same methodology. For instance, the model can find applications in smart door systems. Anomalies, such as attempted break-ins or hacking attempts, manifest as distinct vibration patterns during unauthorized door access. This triggers anomaly detection, notifying users of potential security breaches. However, the training data would need to be collected and labeled specifically for each type of machinery.



	
The use of window slicing allows CNN models to extract more meaningful features from the signal and improve the accuracy of the algorithms, similar to how convolutional layers in CNNs extract features from images. The overlap ratio is also used to ensure that the windows are not completely independent of each other, allowing the model to capture the temporal relationship between adjacent windows.



	
Accuracy, precision, recall, and F1-score were used as performance metrics to assess the performance of the developed models. It was found that the CNN model achieved the highest performance results even though it was trained using the raw input signals.



	
Although it is well known that deeper networks frequently have more accuracy than shallow networks, they also have a high computational cost. They also have large computational footprints, which can delay the prediction time in a real-time classification problem. This study demonstrates that the CNN architecture developed in this project will yield the ideal model (considering both accuracy and low computational costs) that needs to be deployed on low-power edge devices like microcontrollers.



	
It is noteworthy that the current model is trained for specific fan positioning. To extend the applicability of the algorithm to different machinery or alternative fan positions, the acquisition of tailored training data will be necessary.









5. Conclusions


In conclusion, this project sought to establish a robust framework for real-time fault detection in vibration signals through an embedded device. The investigation encompassed a comprehensive review of prevalent machine learning algorithms. Additionally, a streamlined Convolutional Neural Network (CNN) model was meticulously crafted, emerging as the optimal choice due to its innate ability for automatic feature extraction. Key Novelties:




	
Embedded Machine Learning Approach: Successfully introduced an embedded machine learning approach, laying the foundation for real-time anomaly detection in the context of fan motor health monitoring.



	
Diverse Algorithm Exploration: Conducted an in-depth analysis and development of commonly used ML algorithms, encompassing SVM, K-NN, Random Forest, and Gradient Boosting Classifiers.



	
Optimization of CNN Model: Tailored a CNN model specifically for vibration signals, incorporating automatic feature extraction and simplified data pre-processing techniques to enhance fault detection accuracy.



	
Cost-Effective Design: Strategically designed to be cost-effective, ensuring accessibility for a broad audience, including individuals and businesses.



	
Versality Across Industries: Demonstrated the versatility of the developed model, showcasing its potential applications across various industries, if vibration signals are recordable by an accelerometer.








These key novelties collectively position this study at the forefront of advancing machine learning applications in the realm of industrial fan health monitoring. This project has been tested on data from a real-world scenario, which would potentially perform well when implemented in an industrial setting. The model can be applied to other types of machinery if they produce vibration signals that can be recorded by an accelerometer and analyzed using the same methodology. For instance, the model can find applications in smart door systems. Anomalies, such as attempted break-ins or hacking attempts, manifest as distinct vibration patterns during unauthorized door access. This triggers anomaly detection, notifying users of potential security breaches. However, the training data would need to be collected and labeled specifically for each type of machinery. The successful integration of these innovations not only contributes to the academic understanding of fault detection methodologies but also holds promise for practical, real-world implementations with widespread accessibility.




6. Future Work


The limitation of the current system is the model is that the model is currently trained for a specific fan and its specific positioning of both the fan and the accelerometer. To address this limitation, further research and development are needed to enhance the algorithm’s capability to detect different types of machinery and various positions of the fan and the accelerometer. In addition, exploring the intersection of quantum computing with artificial intelligence, particularly quantum convolutional neural networks [20], could offer novel approaches to machine learning tasks. Our future work includes incorporating quantum algorithms and computing methods which may lead to advancements in the efficiency and computational capabilities of fault detection systems.
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Figure A1. Training history for Experimental Group 1. 
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Figure A2. Comparison of the performance matrix between models using raw signals (left) and models using statistical features (right). 
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Figure 1. Overall block diagram of the project [4]. 
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Figure 2. Time sequence plot of the input signal. 
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Figure 3. Zoomed-in view of Figure 2. 
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Figure 4. Imported dataset for training. 
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Figure 5. Train-Test Split. 






Figure 5. Train-Test Split.



[image: Electronics 13 00493 g005]







[image: Electronics 13 00493 g006] 





Figure 6. Model training and parameter tuning. 
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Figure 7. Modified CNN Architecture. 
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Figure 8. Training and Validation Accuracy vs. Epoch. 
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Figure 9. Confusion matrix for the full dataset. 






Figure 9. Confusion matrix for the full dataset.



[image: Electronics 13 00493 g009]







[image: Electronics 13 00493 g010] 





Figure 10. Confusion matrix for the train dataset. 
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Figure 11. Confusion matrix for the test dataset. 
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Figure 12. Confusion matrix for the first group. 
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Figure 13. Confusion matrix for the second group. 
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Figure 14. Performance of CNN model vs. ML-based models (group 1). 
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Figure 15. Performance of CNN model vs. ML-based models (group 2). 
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Table 1. Commonly Used Machine Learning Methods.
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	Authors
	ML Methods
	Equipment
	Description of the Data
	Results





	Praveenkumar [5]
	Support Vector Machine
	Automobile gearbox
	Vibration signals
	90%

accuracy



	Su and Huang [6]
	Random Forest
	Hard disk drive
	Vibration, temperature, and other variables
	85%

accuracy



	Vives [7]
	K-Nearest Neighbors
	Wind turbine
	Vibration signals
	95%

accuracy



	Hoang and Kang [8]
	Neural Network
	Rolling element Bearings
	Vibration signals
	100.0%

accuracy



	Qin, Li and Liu [9]
	Gradient Boosting
	Diesel engine
	Vibration signals
	99.9%

accuracy










 





Table 2. Results of the nine experimental groups.
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The Number of Convolution Layers




	
Experimental Group

	
Each Convolution Layer

	
Activation Function

	
Accuracy




	

	
1st

	
2nd

	
3rd

	

	
Training

Dataset

	
Testing

Dataset






	
1

	
8

	
16

	
32

	
ReLu

	
0.99

	
0.99




	
2

	
16

	
32

	
64

	
ReLu

	
0.99

	
0.98




	
3

	
32

	
64

	
128

	
ReLu

	
1.00

	
0.94




	
4

	
8

	
16

	
32

	
Leaky ReLu

	
0.94

	
0.94




	
5

	
16

	
32

	
64

	
Leaky ReLu

	
0.97

	
0.96




	
6

	
32

	
64

	
128

	
Leaky ReLu

	
0.97

	
0.98




	
7

	
8

	
16

	
32

	
Tanh

	
0.98

	
0.98




	
8

	
16

	
32

	
64

	
Tanh

	
0.89

	
0.96




	
9

	
32

	
64

	
128

	
Tanh

	
0.63

	
0.99











 





Table 3. Detailed description of the CNN model architecture used in this research.
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Model: “sequential”




	
Layer (Type)

	
Output Shape

	
Param #






	
conv2d (Conv2D)

	
(None, 128, 1, 8)

	
224




	
max_pooling2d (MaxPooling2D)

	
(None, 64, 1, 8)

	
0




	
dropout (Dropout)

	
(None, 64, 1, 8)

	
0




	
conv2d_1 (Conv2D)

	
(None, 64, 1, 16)

	
1168




	
max_pooling2d_1 (MaxPooling2

	
(None, 32, 1, 16)

	
0




	
dropout_1 (Dropout)

	
(None, 32, 1, 16)

	
0




	
conv2d_2 (Conv2D)

	
(None, 32, 1, 32)

	
4640




	
max_pooling2d_2 (MaxPooling2)

	
(None, 16, 1, 32)

	
0




	
dropout_2 (Dropout)

	
(None, 16, 1, 32)

	
0




	
flatten (Flatten)

	
(None, 512)

	
0




	
dense (Dense)

	
(None, 128)

	
65,664




	
dropout_3 (Dropout)

	
(None, 128)

	
0




	
dense_1 (Dense)

	
(None, 3)

	
387




	
Total params: 72,083




	
Trainable params: 72,083




	
Non-trainable params: 0











 





Table 4. Proposed CNN’s performance metrics of the fault labels.
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	Label
	Fan-Fault (%)
	Fan-Off (%)
	Fan-On (%)





	Accuracy
	99.822
	100
	99.822



	   ρ   
	100
	100
	99.469



	   r   
	99.469
	100
	100



	     F   1     
	99.734
	100
	99.734










 





Table 5. Comparison of the performance metrics of different states of the fan.
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Label

	
Fan-Fault (%)

	
Fan-Off (%)

	
Fan-On (%)




	

	
Raw Signal

(1st Group)

	
Using Statistical Features

(2nd Group)

	
Raw Signal

(1st Group)

	
Using Statistical Features

(2nd Group)

	
Raw Signal

(1st Group)

	
Using Statistical Features

(2nd Group)






	
SVM:




	
Accuracy

	
97.833

	
97.333

	
90.333

	
93.677

	
90.167

	
91.167




	
Accuracy

	
92.473

	
95.699

	
96.954

	
98.477

	
84.793

	
90.323




	
   ρ   

	
98.851

	
98.343

	
86.036

	
90.233

	
90.796

	
96.078




	
   r   

	
92.473

	
95.699

	
96.954

	
98.477

	
84.793

	
90.323




	
     F   1     

	
95.556

	
97.003

	
91.169

	
94.175

	
87.411

	
93.112




	
Random Forest:




	
Accuracy

	
94.624

	
96.774

	
92.893

	
97.970

	
86.175

	
94.931




	
   ρ   

	
96.175

	
97.826

	
90.196

	
95.567

	
89.202

	
96.244




	
   r   

	
94.624

	
96.774

	
93.401

	
98.477

	
87.558

	
94.470




	
     F   1     

	
95.393

	
97.297

	
91.771

	
97.000

	
88.372

	
95.349




	
K-Nearest Neighbors:




	
Accuracy

	
91.935

	
90.323

	
95.431

	
97.970

	
83.410

	
86.175




	
   ρ   

	
98.276

	
97.110

	
85.068

	
86.547

	
88.293

	
91.667




	
   r   

	
91.935

	
90.323

	
95.431

	
97.970

	
83.410

	
86.175




	
     F   1     

	
95.000

	
93.593

	
89.952

	
91.905

	
85.782

	
88.836




	
Gradient Boosting:




	
Accuracy

	
83.011

	
96.774

	
97.462

	
97.462

	
87.558

	
94.931




	
   ρ   

	
97.191

	
98.448

	
89.720

	
94.581

	
91.346

	
95.370




	
   r   

	
93.011

	
96.774

	
97.462

	
97.462

	
87.558

	
94.931




	
     F   1     

	
95.055

	
98.093

	
93.431

	
96.000

	
89.412

	
95.150











 





Table 6. Comparison of overall performance metrics.
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Label

	
Support Vector Machine

	
Random Forest

	
K-Nearest Neighbors

	
Gradient

Boosting




	

	
Raw Signal

	
Using Statistical Features

	
Raw Signal

	
Using Statistical Features

	
Raw Signal

	
Using Statistical Features

	
Raw Signal

	
Using Statistical Features






	
Accuracy

	
91.167

	
94.667

	
91.333

	
96.500

	
90.000

	
91.333

	
92.500

	
96.167




	
   ρ   

	
91.694

	
94.885

	
91.494

	
96.205

	
90.545

	
91.673

	
92.752

	
96.311




	
   r   

	
91.407

	
94.833

	
91.564

	
96.235

	
90.259

	
91.333

	
92.677

	
96.220




	
     F   1     

	
91.379

	
94.763

	
91.513

	
96.215

	
90.245

	
91.333

	
92.632

	
96.254
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