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Abstract: The traditional Internet has many security problems. It is difficult to guarantee the authen-
ticity, integrity, and synchronization of message transmission, and it lacks a message-traceability
mechanism, which is caused by its performance-oriented design. To address these problems, this
paper proposes a memorable communication method based on cryptographic accumulators. In this
method, both parties in the communication can verify the message data sent and received arbitrarily
by virtue of the memory value. As long as a simple memory value comparison is performed, the
strong consistency of all message data can be ensured. This method has the security advantages of syn-
chronization, verification, traceability, and non-tamperability, as well as the performance advantages
brought by batch signature and verification. In this paper, the memorable communication model, the
memory function, and the memorable communication process are designed, and theoretical analysis
shows that the memorable communication method has synchronization and traceability and can
realize batch signature and authentication. In addition, a chain-key can be constructed based on a
memory value to achieve key per-packet updating. Comparative analysis shows the transmission
efficiency, traceability efficiency, and security performance of the memorable communication method.

Keywords: information security; memorable communication method; cryptographic accumulator;
endogenous security; batch signature; chain-key

1. Introduction

The Internet, built on the TCP/IP protocol, is pivotal in modern society, driving
the era of the Internet of Everything with technologies like big data, cloud computing,
and blockchain. However, security challenges persist, including source address spoofing
and DDoS attacks. Traditional solutions struggle, necessitating innovations with inherent
security features [1].

Initially, communication networks were primarily designed for performance, often
overlooking data integrity and authenticity verification. Consequently, transmitted content
becomes vulnerable to forgery and tampering by malicious actors, making it challenging to
trace attackers. To address these concerns, various scholars have proposed solutions such as
the Host Identity Protocol (HIP) [2], which separates the host identifier from the IP address.
While HIP enhances identity identification, it falls short of ensuring message transmission
security. Similarly, approaches like Accountable and Private Internet Protocol [3] and
Accountable Internet Protocol [4] attempt to blend message auditability and privacy but
lack robust security features, allowing senders to deny message ownership.

Existing technologies like IPsec offer partial solutions but fail to address issues like
non-repudiation and message synchronization [5], particularly challenging in resource-
constrained IoT environments. This highlights the need for novel approaches that not only
ensure security but also address practical application demands.

Cryptographic accumulators emerge as a promising solution [6], offering concise
commitment values for collections of elements. Their versatility extends to various ap-
plications, including anonymous authentication schemes, group signatures, and stateless
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blockchains. However, current implementations still lack clarity in their practical applica-
tion and fail to fully address specific application demands. Cryptographic accumulator can
be divided into three categories according to the different security assumptions used: RSA
accumulator [6–10], bilinear pair accumulator [11–14] and hash function accumulator [15].
Additionally, innovations like the message hash chain [16,17], akin to cryptographic ac-
cumulators, further contribute to message security. Proposed by Han Mingxuan et al.,
message hash chains iteratively hash transmitted message values, ensuring secure trans-
mission [18,19].

In this paper, our contributions are as follows:
This paper proposes a memorable communication method based on cryptographic

accumulators. It designs a memorable communication model, memory function, and
communication process. The communication parties can generate corresponding synchro-
nization parameters and memory values for messages through the memory function to
realize memorable communication.

The paper theoretically analyzes and explains that the model has the characteristics
of traceability, synchronization, and batch signature authentication. The communication
parties accumulate the status of each sent and received message in sequence into the
memory value. Message traceability can be realized through message-tracing evidence
and memory values. Message synchronization verification can be achieved by comparing
memory values. Additionally, batch signature authentication can be implemented based on
memory values. Through a single signature authentication, the integrity and authenticity of
multiple messages are ensured, greatly reducing the overhead of signature authentication.

Through comparative analysis, this paper explores the transmission efficiency, trace-
ability efficiency, and security performance of memorable communication.

2. Memory Communication Method

In this section, we elaborate on the design of a memorable communication model
based on cryptographic accumulators. This model consists of a closed-loop system with
the sender, receiver, and transmission channel, where each entity performs different func-
tions to ensure communication security. On this basis, the memorable communication
process is constructed, including the sender’s message sending and the receiver’s message
receiving processes.

In addition, we present two methods to construct the memory function MF: one based
on the RSA cryptographic accumulator, relying on number theoretic assumptions, and one
based on message hash chains, adopting iterative hashing. Both methods can build efficient
and reliable MFs to suit the requirements of different application scenarios. Meanwhile, it
is possible to construct a key hash chain using memory values, allowing for the iterative
update of encryption keys during the data transmission process.

2.1. Notation and Meaning

The following gives definitions and descriptions of some notations, as shown in
the Table 1:

Table 1. Symbol explanation in the memorable communication method.

Symbol Explanation

mi The ith message of message transmission sequence
ci The ciphertext corresponding to the ith message
xi The message element corresponding to mi

MF The memory function
Mem The memory value

prekey The pre-shared key between the communicating parties
wi The message-tracing evidence corresponding to mi
X Set of message elements, X = {x1, ..., xn}

MEM Set of memory values, MEM = {Mem1, ..., Memn}
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Table 1. Cont.

Symbol Explanation

Ki The key corresponding to the mi
seq Sequence number of the message
χ The value range of the message element

fpr(.) The prime transpose operation
H(.) The cryptographic hash function
A||B Concatenate string A with string B

2.2. Memorable Communication Model

The memorable communication model is mainly composed of three subjects, including
sender, receiver, and channel. The overall architecture is shown in Figure 1.
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Figure 1. Overall architecture diagram.

(1) Sender: Before sending a message, the sender negotiates the memory function and
related parameters with the receiver and generates the initial memory value. Each time a
message is sent, the sequence number of the message is generated, the message element
is generated based on the message and the sequence number, and the message element is
added to the memory value. Finally, the sequence number and the memory value of the
message are appended to the message and sent to the receiver. If necessary, you can also
sign the message and attach the signature value to the message. When a message needs to
be traced, the sender can generate corresponding message-tracing evidence. The trace can
verify the existence of the message based on the message-tracing evidence.

(2) Receiver: Before receiving a message, the receiver generates a local initial mem-
ory value based on the memory function negotiated with the sender. When receiving a
message, update the local memory value based on the message and its sequence number.
If synchronization authentication is required, you can check whether message synchro-
nization is successful by comparing the local memory value with the memory value in the
message. If signature authentication is required, you can verify the messages with signa-
tures. When a message needs to be traced, the receiver can also generate corresponding
message-tracing evidence. The trace can verify the existence of the message based on the
message tracing evidence.

(3) Channel: The transmission channel through which data are transmitted from the
sender to the receiver.

2.3. Memory Function

Through the design of the memory function, the memorable communication model
realizes endogenous security protection for communication, which lays the foundation for
subsequent security analysis and proof. Regarding the memory function MF, we give the
following definition:
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Definition 1. A general memory function can be called MF, MF = (Gen, MemUpdate, WitCreate,
VerMem).

• Gen: Represents the algorithm for generating initial parameters and the initial memory value.
By inputting security parameters, initial parameters and the initial memory value (which can
be empty) are generated.

• MemUpdate: Represents the memory value update algorithm. The sender or receiver up-
dates according to m, first converts m to x, then adds x to Mem, and finally updates
MemX′ = MemX∪{x}.

• WitCreate: The sender or receiver creates w for m, first converts m to x, and then generates
the corresponding w according to x. The type of w is divided into member evidence and
non-member evidence.

• VerMem: Represents the message-tracing algorithm. The sender or receiver verifies the
existence of m, first converts m to x, and then verifies the existence of the message according
to x, Mem, and w. The authentication mode can be divided into member authentication and
non-member authentication according to the type of w. If the verification result is 1, it means
that m is indeed sent or received by w’s provider, and 0 means that m is not sent or received by
w’s provider.

2.4. Two Methods of Constructing Memory Function

In this section, we will present formal descriptions of the concrete memory functions
based on the RSA accumulator and the message hash chain.

2.4.1. A Memory Function Based on RSA Accumulator

RSA accumulator can prove whether elements exist in the set efficiently. Here, a
memory function is constructed based on an RSA accumulator, which can realize efficient
message tracing with a small storage cost. The specific structure of the memory function
based on the RSA accumulator is as follows:

• Gen(1λ): The sender or receiver inputs the security parameter λ to generate the key
pair and the initial memory value. The key pair is (sk, pk) = ((p, q), N), the initial
memory value is Mem0 = g ∈ Zn, and N consists of two large strong prime numbers
p and q, and N = pq.

• MemUpdate(MemX , m, X, pk): The sender or receiver adds m to MemX , first calculat-
ing x = fpr(m||seq), x ∈ χ and then updating MemX′ = MemX∪{x} = MemX

xmodN.
• WitCreate(MemX, mi, X, pk): The sender or receiver generates message-tracing evi-

dence for mi, first calculating xi = fpr(mi||seqi) and then generating wi = gu/xi modN
(u=∏n

i=1xi).
• VerMem(MemX , mi, wi, pk): The sender or receiver verifies the existence of mi by first

calculating xi = fpr(mi||seqi) and then judging whether MemX = wi
xi modN is true. If

true, it outputs 1; if not, it outputs 0. An output of 1 indicates that mi was indeed sent
or received, and 0 indicates that mi was not.

2.4.2. A Memory Function Based on Message Hash Chain

The main idea of a message hash chain is to iteratively hash the hash value of the
transmitted message to form a hash chain about the message sequence. Based on it, a
memory function is designed here, which is constructed as follows:

• Gen(1λ): The sender or receiver input the security parameter λ to generate Mem0.
Mem0 can be null.

• MemUpdate(MemX , m, X): The sender or receiver adds m to MemX , first calculating
x = H(m||seq), x∈χ\X and then updating MemX′ = MemX∪{x} = H(MemX ||x).

• WitCreate(mi, X, MEM): The sender or receiver generates message-tracing evidence
for mi, first calculating xi = H(mi||seqi) and then generating wi = (wa, wb),
wa = [Mem0, Memd, Mem2d, ..., Memn], wb = [xj∗d, ..., xi−1, xi+1, ..., x(j+1)∗d], d is the in-
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terval of evidence nodes, d =
√

n, j∗d < i ≤ (j + 1)∗d, wa is the set of evidence nodes,
and wb is the set of message elements between the two evidence nodes closest to xi.

• VerMem(MemX , mi, wi): The sender or receiver verifies the existence of mi. First, de-
termine whether MemX ∈ wa is true. If not, output 0. If true, calculate xi = H(mi||seqi),
judge whether Mem(j+1)∗d = H(Memj∗d||...||xi||...||x(j+1)∗d) is true, if true, output 1,
if not, output 0. An output of 1 indicates that mi was indeed sent or received, and 0
indicates that mi was not.

2.5. Chain-Key Module

This section introduces the process of updating encryption keys for message encryp-
tion during communication. This process can utilize a hash algorithm to generate a key
hash chain, therefore achieving the encryption of various messages using different keys.

• Gen(1ι): For the input security parameter ι, using a key negotiation algorithm, negoti-
ate and derive the initial key k1.

• Enc(mi, ki): Encrypt the message mi using the key ki to obtain the ciphertext ci.
• Dec(ci, ki): Decrypt the ciphertext ci using the key ki to obtain the plaintext mi.
• KeyUpdate(memxi , ki): After the sender or receiver updates the memory value memxi ,

the next key ki+1 = H(Memxi ||ki)(i > 1) is updated.

2.6. Communication Process

In this method, the specific processes of sending, receiving, and tracing messages
are different. This section will describe the specific steps of sending and receiving mes-
sages. First, the packet format for this type of data packet during transmission is shown
in Figure 2 below. The network layer and transport layer packet formats are consistent
with the TCP/IP protocol. The application-layer data is sent in TLV (Type, Length, Value)
format, where Type represents the meaning of the field, Length represents the length of
the field, and Value represents the value of the field. The important information such as
the sequence number, memory value, signature, and data are determined according to the
meaning represented by Type.

IP packet header(MF)

Type=SEQ Length

Transport Layer Header

Value

Type=MESSAGE Length

Value

Type=SIGNATURE (OPTIONAL) Length

Value

...

Figure 2. Packet Format with Memory Value.

2.6.1. Message Sending Process

The procedure for sending messages to the sender is as follows:
Step 1: The initial parameters and Mem0 are generated according to the Gen in

the memory function. If synchronization is needed, the same memory function can be
negotiated with the receiver. If signature authentication is required, negotiate the signature
interval with the receiver;

Step 2: Generate the corresponding seq for the m to be sent;
Step 3: Generate x for the m;
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Step 4: Generate corresponding MemX′ for the m according to MemUpdate in the
memory function;

Step 5: If necessary, sign the m and its corresponding MemX′ , and encrypting the
message m using the key ki and updating the key to ki+1;

Step 6: The authentication data (some contain only seq and MemX′ , some contain seq,
MemX′ and signature of the m) is attached to the m;

Step 7: Send this message to the receiver.
The specific process diagram of the sender is shown in Figure 3.
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' { }' 'X X xMem Mem = im

Does the data 

packet carry 

a signature?

Generate the seq and the message element x 

corresponding to 。im

Generate the seq and the message element x 

corresponding to 。im

preparing the message to be sent      。
1

n

i

iM m
=

=preparing the message to be sent      。
1

n

i

iM m
=

=

Data                           to be sent

Calculate the signature sign

Send data

Data                                    to be sent( || || )i ip seq m sign=Data                                    to be sent( || || )i ip seq m sign=
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Figure 3. Sender Process Diagram.

2.6.2. Message Receiing Process

The procedure for receiving mvessages from the receiver is as follows:
Step 1: The initial parameters and Mem0 are generated according to the Gen in

the memory function. If synchronization is needed, the same memory function can be
negotiated with the sender. If signature authentication is required, negotiate the signature
interval with the sender;

Step 2: Receive messages sent by the sender (If synchronization is required, the mes-
sages are sequentially arranged according to seq, and subsequent operations are performed.
If there is no synchronization requirement, directly receive the messages). Messages are
divided into messages that carry only seq and memory value and messages that carry seq,
memory value, and signature.

Step 3: Generate x′ for the m;
Step 4: Generate corresponding Mem′

X′ for the m according to MemUpdate in the
memory function;

Step 5:If there is a synchronization requirement, check whether MemX′ in the re-
ceived message is consistent with Mem′

X′ constructed locally. If they are consistent, the
synchronization succeeds. If they are inconsistent, the synchronization fails, and an error
is reported;

Step 6: If the message carries a signature, the corresponding public key can be used to
verify the signature. If the verification fails, the message is discarded, an error is reported,
and the message is decrypted that needs to be decrypted using the key ki and updating the
key to ki+1.

The specific process diagram of the receiver is shown in Figure 4.
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Figure 4. Receiver Process Diagram.

2.7. Message-Tracing Process

The specific steps of message tracing are as follows:
Step 1: The sender or receiver initiates a traceability request against a certain m;
Step 2: The sender or receiver generates x for the m;
Step 3: The sender or receiver generates the corresponding w for the m according to

the WitCreate in the memory function;
Step 4: The sender or receiver verifies the existence of the m according to the VerMem

in the memory function and w. If the verification value is 1, it indicates successful traceabil-
ity, i.e., the m exists; if the verification value is 0, it indicates failed traceability, i.e., the m
does not exist.

3. Model Analysis

The security threats facing network communication are complex and ever-changing.
In this section, we choose to elaborate on the aspects of synchronicity, traceability, and
anti-forgery. Through theoretical derivation and proof, we comprehensively validate the
multiple security features of this model.

3.1. Synchronization

In this subsection, the synchronicity analysis of the memorable communication model
is described through the following definitions and theoretical derivations. The synchronous
nature of the memorable communication model is primarily demonstrated through logical
reasoning and proof by contradiction. This establishes the foundation for the overall
security attributes of the method.

Definition 2. If for any k, there is always a ϵ0 such that f (ϵ) <
1
ϵk when ϵ > ϵ0. Then f (ϵ) is

said to be a negligible value with ϵ as the parameter.

Definition 3. AccRSA is an RSA cryptographic accumulator. If it has the following three features,
AccRSA is a good RSA cryptographic accumulator.
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(1) For a fpr(·) in AccRSA, if it can find a, b(a ̸= b) in polynomial time such that the
probability of fpr(a) = fpr(b) is equal to f (ϵ), then the fpr(·) in AccRSA is said to be non-collision.

(2) It is assumed that adversary A can arbitrarily select the set X ⊆ M(M is the range
of accumulative values) of elements to be accumulated and initialize the accumulator. If A
adds an arbitrary element x to X, A must generate corresponding evidence wop, which can be
verified by the evidence update checking algorithm CheckUpdate (output 1 means that the up-
dated accumulated value and evidence are valid. An output of 0 indicates that the updated ac-
cumulative value and evidence are invalid. If the current accumulative value A ccb f ⇒ X and
CheckUpdate(x, A ccb f , A cca f , wop) = 1, there is no updated accumulative value
A cca f ⇒ X ∪ {x}, AccRSA can safely add elements.

(3) Suppose that there is an adversary A that can arbitrarily generate its member evidence
for elements in the cumulative element set X ⊆ M and can also generate non-member evidence
for elements outside X. If the evidence generated by A is w for an element x, when A cc ⇒ X
and x ∈ X, the probability of Belongs(x, w, A cc) = 0 is f (ϵ); When A cc ⇒ X and x /∈ X,
the probability of Belongs(x, w, A cc) = 1 is f (ϵ), AccRSA is said to be undeniable in evidence
calculation (Belongs represents the evidence verification algorithm, and if the output is 1, it means
that the member proof is valid; If the output is 0, the non-member proof is valid. If the output is ⊥,
the evidence is invalid).

Definition 4. Please note that H is a hash function. H is said to be a good hash function if it has
the following two features.

(1) Given a hash value h calculated using H, the H is said to be unidirectional if a particular
input x can be found in polynomial time such that the probability of h = H(x) is f (ϵ), and given
any y, it is easy to calculate H(y).

(2) For a H, if it can find a, b, a ̸= b in polynomial time such that the probability of
H(a) = H(b) is equal to f (ϵ), then the H is said to be non-collision.

Definition 5. For the communication based on MF in this paper, the sender sends mi in the
message sequence M = {m0, ..., mn} to the receiver one by one. When sending the message, the
sender constructs Memi based on MF and attaches it to the corresponding mi. The latest memory
value constructed by the sender is recorded as Memn. The receiver constructs the local Mem′

i
according to the received mi’ and the local MF′. The message sequence received by the receiver is
denoted as M′, and the local latest memory value constructed is Mem′

n. If the receiver can ensure
that the probability of M ̸= M′ is f (ϵ) when Memn = Mem′

n is obtained, then the communication
method based on the MF in this paper has synchronization.

Corollary 1. MFRSA is a memory function constructed based on RSA cryptographic accumulator.
If the RSA cryptographic accumulator that constitutes MFRSA is a good RSA cryptographic
accumulator, then the communication method based on MFRSA in this scheme has synchronization.

Proof. Suppose the message sequence sent by the sender is M = {m0, ..., mn}, the sequence
number is seq, the generated corresponding message element sequence is
X = {x0, ..., xn}, and the generated memory value sequence is MEM = {Mem0, ..., Memn}.
The message sequence received by the receiver is M′ = {m′

0, ..., m′
n}, the generated mes-

sage element sequence is X′ = {x′0, ..., x′n}, and the generated memory value sequence is
MEM′ = {Mem′

0, ..., Mem′
n}(n ∈ N∗) . Assuming that the communication method based

on MFRSA in this paper does not have synchronization, i.e., when the RSA cryptographic
accumulator used in MFRSA is a good RSA cryptographic accumulator and the commu-
nication parties communicate according to the method in this paper, the communication
parties still cannot ensure that the data sent and received are completely consistent, i.e.,
Memn = Mem′

n, M ̸= M′. Then there must be the following two situations:
(1) Memi = Memi−1

xi modN = Memi−2
xi−1·xi modN = Memi−2

xi ·xi−1 modN, when
Memn = Mem′

n alone, it cannot be determined that the sequence of message elements
in X and X′ is consistent, i.e., it cannot be determined that the sequence of M and M′

is consistent. However, in this paper, the receiver calculates the Mem after sorting the
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messages according to seq, so seq can ensure the message sequence without being changed.
If seq is attacked and the attacker forges seqi as seq∗i (seqi ̸= seq∗i ) and make Memn = Mem′

n,
then xi = fpr(mi||seqi) = fpr(mi||seq∗i ) must exist. However, this is contrary to the fact
that the RSA cryptographic accumulator used in MFRSA is a good RSA cryptographic
accumulator, so this situation is not tenable.

(2) If the attacker directly forges mi as m∗
i (mi ̸= m∗

i ) and makes Memn = Mem′
n, then

xi = fpr(mi||seqi) = fpr(m∗
i ||seqi) must exist. However, this also contradicts that the RSA

cryptographic accumulator used in MFRSA is a good RSA cryptographic accumulator, so
this situation is not tenable.

In conclusion, the original hypothesis is not valid, i.e., when the RSA cryptographic
accumulator used in MFRSA is a good RSA cryptographic accumulator, the memory value
comparison between the communication parties can ensure the consistency of the message.
Therefore, the communication method based on MFRSA in this paper has synchronization.

Corollary 2. MFPHC is a memory function constructed based on the message hash chain. If the
hash function used in the message hash chain in this paper is good, then the communication method
based on MFPHC given in this paper has synchronization

Proof. It is assumed that the communication method based on MFPHC in this paper does
not have synchronization, i.e., when the hash function used in MFPHC is a good hash
function when the communication parties follow the way in this paper, the communication
parties still cannot guarantee the message consistency, i.e., Memn = Mem′

n, M ̸= M′.
Since Memi = H(Memi−1||xi) = H(Memi−2||xi−1||xi) ̸= H(Memi−2||xi||xi−1), there
is only the following situation. The attacker forges mi as m∗

i (mi ̸= m∗
i ) and makes

Memn = Mem′
n, then H(mi||seqi) = H(m∗

i ||seqi) must exist, but this contradicts the hash
function MFPHC uses as a good hash function, so this situation is not valid.

3.2. Traceability

This section presents a scheme for the traceability analysis of the memorable com-
munication method. It mainly adopts logical reasoning and proof by contradiction to
demonstrate that the memorable communication method has traceability, making ex-post
facto network forensics possible.

Definition 6. For the communication based on a memory function given in the paper, if the
sender or receiver can determine whether a message has been sent or received based on the memory
function, the communication method based on the memory function given in the paper is said to
have traceability.

Corollary 3. MFRSA is a memory function constructed based on RSA cryptographic accumulator.
If the RSA cryptographic accumulator that constitutes MFRSA is a good RSA cryptographic
accumulator, then the communication method based on MFRSA in this scheme has traceability.

Proof. Assuming that the communication method of the base MFRSA in this paper does
not have traceability, i.e., the RSA cryptographic accumulator that constitutes the MFRSA
is a good RSA cryptographic accumulator, and both parties communicate according to
the method given in this paper, both parties cannot correctly determine whether they
have sent or received a certain message. Then there must be the following situation: the
sender or receiver generates wi = WitCreate(MemX , mi, X, pk) for mi, and the probability of
VerMem(MemX, mi, wi, pk) = 1 is f (ϵ) in the case of the corresponding xi ∈ X. However,
this situation is inconsistent with the RSA cryptographic accumulator used in MFRSA as
a good RSA cryptographic accumulator, so this situation is not true. In conclusion, the
original hypothesis is not valid, and the communication method based on MFRSA given in
this paper has traceability.
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Corollary 4. MFPHC is a memory function constructed based on the message hash chain. If the
hash function used in the message hash chain in this paper is good, then the communication method
based on MFPHC given in this paper has traceability.

Proof. Assuming that the communication method based on MFPHC in this paper does not
have traceability, i.e., when the hash function used in MFPHC is good, and the communica-
tion parties communicate according to the way given in this paper, the communication par-
ties cannot correctly determine whether a certain message has been sent or received. Then
there must be the following situation: The sender or receiver generates wi = (wa, wb) for mi,
and Mem(j+1)∗d = H(Memj∗d||...||xi||...||x(j+1)∗d) = H(Memj∗d||...||x′i ||...||x(j+1)∗d)(xi ̸=
x′i) occurs when wi is validated by VerMem(MemX, mi, wi). However, this situation is in-
consistent with the hash function used in MFPHC as a good hash function, so this situation
is not true. In conclusion, the original hypothesis is not tenable, and the communication
method based on MFPHC given in this paper has traceability.

3.3. Batch Signature and Authentication

This subsection provides an analysis of batch signature authentication for the mem-
orable communication model. Through the signing of memory values, the memorable
communication model achieves efficient batch authentication, preventing threats such as
man-in-the-middle attacks and ensuring communication security.

Definition 7. For a digital signature scheme(Genkey, Sign, Veri f y), Genkey represents the asym-
metric key generation algorithm, privatekey is the private key of the signature, and publickey is
the public key of the signature. Sign is the signature algorithm for a m, Sign(privatekey, m) = s,
s is its signature result, and Veri f y is the signature verification algorithm. For the s and the key
pair (privatekey, publickey) generated by Genkey, there is always Veri f y(publickey, s) = 1. The
digital signature scheme is said to be secure if the probability of a correct signature is f (ϵ) only
through publickey to forge privatekey in polynomial time.

Definition 8. For the communication method based on MF in this paper, the sender sends mi in
M = {m0, ..., mn} to the receiver one by one according to the method in the paper, and the memory
value corresponding to mi is Memi. On this basis, if the sender adopts a digital signature scheme,
uses privatekey in the key pair to generate si = Sign(privatekey, Memi) for mi, and sends mi to
the receiver after si is attached to the mi. The receiver only uses publickey in the key pair to obtain
Veri f y(publickey, si) = 1, which can confirm the authenticity, non-repudiation, and integrity of
m0, ..., mi in M. It can be said that the communication method based on MF in this paper has the
feature of batch signature authentication.

Corollary 5. MFRSA is a memory function constructed based on RSA cryptographic accumulator.
Suppose the RSA cryptographic accumulator that constitutes MFRSA is a good RSA cryptographic
accumulator, and the signature scheme used in communication according to the method given in
this paper is secure. In that case, the communication method with a signature based on MFRSA in
this scheme has the feature of batch signature and authentication.

Proof. Set the sequence of the message sent by the sender as M = {m0, ..., mn}, the se-
quence of the message elements generated as X = {x0, ..., xn}, the memory value corre-
sponding to mi as Memi, and the result of the sender signing mi as si = Sign(privatekey,
Memi) (0 < i ≤ n). Assuming that the communication method with signature based on
MFRSA in this paper does not have the feature of batch signature authentication: under
the condition that the RSA cryptographic accumulator that constitutes the MFRSA is a
good RSA cryptographic accumulator and the digital signature scheme is secure, the re-
ceiver cannot confirm the authenticity, non-repudiation, and integrity of m0, ..., mi in M
only by calculating Veri f y(publickey, si) = 1 with publickey. There must be the following
in two situations:
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(1) The attacker tampers M to M∗ = {m∗
0 , ..., m∗

i , mi+1, ..., mn}(m∗
i ̸= mi) and gen-

erates X∗ = {x∗0 , ..., x∗i , xi+1, ..., xn}, x∗i = fpr(m∗
i ||seqi) so that Mem∗

i = gx∗0 ·...·x∗i modN =
gx0·...·xi modN = Memi and Veri f y(publickey, si) = 1. However, the RSA cryptographic
accumulator used in MFRSA is a good RSA cryptographic accumulator, so this situation is
not true.

(2) The attacker tampers M to M∗ = {m∗
0 , ..., m∗

i , mi+1, ..., mn}(m∗
i ̸= mi) and gen-

erate X∗ = {x∗0 , ..., x∗i , xi+1, ..., xn} so that Mem∗
i = gx∗0 ·...·x∗i modN ̸= Memi, and forges

s∗i = Sign(privatekey∗, Mem∗
i ) so that Veri f y(publickey, s∗i ) = 1. However, this contradicts

the premise that a digital signature scheme is secure, so this kind of situation is not tenable.
In summary, the hypothesis is not valid. In the form of the RSA cryptographic

accumulator used in MFRSA is a good RSA cryptographic accumulator, and the digital
signature scheme is secure. The communication with signature based on MFRSA in this
paper has the feature of batch signature and authentication.

Corollary 6. MFPHC is a memory function constructed based on the message hash chain. If the
hash function used in the message hash chain in this paper is a good hash function and the signature
scheme used in communication according to the method given in this paper is secure, then the
communication method with signature based on MFPHC in this scheme has the feature of batch
signature and authentication.

Proof. Assuming that the communication method with signature based on MFPHC in this
paper does not have the feature of batch signature authentication: under the condition that
the hash function used in MFPHC is a good hash function and the digital signature scheme
is secure, the receiver cannot confirm the authenticity, non-repudiation, and integrity of
m0, ..., mi in M only by calculating Veri f y(publickey, si) = 1 with publickey. There must be
the following two situations:

(1) The attacker tampers M to M∗ = {m∗
0 , ..., m∗

i , mi+1, ..., mn}(m∗
i ̸= mi) and generates

X∗ = {x∗0 , ..., x∗i , xi+1, ..., xn} so that Mem∗
i = H(x∗0 ||...||x∗i ) = H(x0||...||xi) = Memi and

Veri f y(publickey, si) = 1. However, as the hash function used in MFPHC is a good hash
function, this situation is not true.

(2) The attacker tampers M to M∗ = {m∗
0 , ..., m∗

i , mi+1, ..., mn}(m∗
i ̸= mi) and gen-

erate X∗ = {x∗0 , ..., x∗i , xi+1, ..., xn} so that Mem∗
i = H(x∗0 ||...||x∗i ) ̸= Memi, and forges

s∗i = Sign(privatekey∗, Mem∗
i ) so that Veri f y(publickey, s∗i ) = 1. However, this contradicts

the premise that a digital signature scheme is secure, so this kind of situation is not tenable.
In summary, the hypothesis is not valid. Under the condition that the hash function

used in MFPHC is a good hash function and the digital signature scheme is secure, the
communication method with signature based on MFPHC in this paper has the feature of
batch signature authentication.

3.4. Randomness of Chain Keys

This section provides an analysis of the randomness among the keys generated based
on the memory value in the chain-key generation. The analysis illustrates that the chain-key
model based on strongly confused hashing possesses excellent random characteristics.

Data subjected to a strong mixing hash operation will be completely shuffled. The data
before and after the strong mixing hash operation can be considered with a high probability
of undergoing a random permutation, meaning non-randomness can be negligibly small.

Definition 9. There exist two keys. If key B is obtained by some complex transformation from key
A and key B cannot be deduced from key A, then keys A and B are said to have a derived relationship.
The process of derivation is called a derivation algorithm. Key A is referred to as the master key, and
key B is referred to as the derived subkey.

For a master key A and a derived subkey B with a derived relationship, cracking
key A can lead to obtaining key B. If key B cannot be obtained through any means other
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than cracking key A, then the difficulty of cracking key B is equivalent to the difficulty of
cracking key A.

Definition 10. Computation Indistinguishability: Given two sequences {Xn}n∈Nand {Yn}n∈N ,
if there is no effective algorithm that can distinguish between them, then it is said that these two
sequences are computationally indistinguishable.

Definition 11. Statistical Distance: Assuming two populations {Xn}n∈Nand {Yn}n∈N , repre-
sented by ∆(n) as the statistical distance between the two populations X and Y, the definition is as
follows:

∆(n) = 1
2 ∑a |pr[Xn = a]− pr[Yn = a]|

If ∆(n) is negligibly small, it is said that {Xn}n∈Nand {Yn}n∈N are statistically close. If they are
statistically close, then they are indistinguishable.

Based on the above theorems and definitions, the following two corollaries are derived:

Corollary 7. The intermediate key Ki in the key chain and the initial key K1 have a derived
relationship. The difficulty for an attacker to obtain the intermediate key Ki will not be less than
O(2n), meaning that it is not feasible for an attacker to have a higher probability of obtaining the
intermediate key Ki when K1 is unknown.

Using proof by contradiction, the proof is conducted as follows:

Proof. Assume that an attacker can crack the intermediate key Ki with a higher probability
when K1 is unknown. Then, the attacker would need to acquire the correlation between
at least two intermediate keys or more. Subsequently, employing analytical techniques
such as differential analysis for key analysis would be required. Otherwise, this would
contradict Shannon’s proof of perfect security—one-time pad’s absolute security. This
implies that these two or more keys do not possess computational indistinguishability,
meaning that statistically, ∆(n) is not negligible.

However, since the keys are computed through strong mixing hash operations, the
conclusion that ∆(n) obtained in statistics is not negligibly small contradicts the conclusion
of a random permutation with high probability as assumed by strong mixing hash opera-
tions. Therefore, the assumption is not valid, i.e., an attacker cannot crack the intermediate
key Ki with a higher probability when K1 is unknown.

Corollary 8. The security of keys in the key chain depends on the randomness of the hash function
hash, the randomness of the plaintext sequence M = {Mn}n∈N , and the confidentiality of the
pre-shared key, independent of the intermediate key states.

Using mathematical induction, the proof is conducted as follows:

Proof. (1) The initial key K1 is obtained through the hash operation of the pre-shared key
prekey. At this point, plaintext is not involved. Therefore, the security of the initial key
depends on the randomness of the hash function and the confidentiality of the pre-shared
key prekey. The generation of the second key K2 = H(mem1||k1) is jointly determined by
the plaintext m1, the key k1, and the pseudo-random function H. Since K1 is the result of a
hash operation on the pre-shared key prekey, k2satisfies Corollary.

(2) Assume that the key k satisfies the Corollary;
(3) For the key Ki+1 = H(memi||ki), its security is jointly determined by the key

Ki, the randomness of the hash function, the memory value of plaintext mi. Since Ki
satisfies Corollary, then Ki+1 also satisfies Corollary. In other words, the security of Ki+1
depends on the randomness of the hash function, the randomness of the plaintext sequence
M = {mn}n∈N , and the confidentiality of the pre-shared key.

(4) From (1), (2), and (3), it can be concluded that the Corollary holds.
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3.5. Attacks Analysis

This section will analyze and explain common network communication attacks.

3.5.1. Man-In-The-Middle (MITM) Attacks

MITM (Man-in-the-Middle) attacks involve attackers secretly relaying and potentially
altering communication between two parties who trust each other for direct communica-
tion. This model can resist MITM attacks due to the use of secure technologies such as
cryptographic accumulators and batch signature authentication.

3.5.2. Spoofing Attacks

Deceptive attacks involve attackers impersonating other devices or users on the net-
work to steal data, spread malware, or bypass access controls. This scheme mitigates this
risk by:

The use of memory functions ensures that each participant in the communication has a
verifiable and unique identity tied to their messages. This makes it much harder for an attacker
to impersonate a legitimate user without access to their specific cryptographic materials.

The system’s traceability feature, which allows the sender and receiver to verify the
origin and integrity of messages, acts as a deterrent to spoofing. Any discrepancy in the
traceability check would indicate a potential spoofing attempt.

3.5.3. Session Hijacking

Session hijacking involves taking over a user’s session to gain unauthorized access to
information or services. The proposed system counters this threat through:

Ensuring that messages are synchronized and cannot be repudiated helps in maintain-
ing a secure and continuous session. Any attempt to hijack the session would be detected
as an anomaly in the sequence of message exchanges, thanks to the cryptographic linkages
provided by the memory functions.

By updating encryption keys per data packet based on the memory values, the system
ensures that even if a session key is compromised, it cannot be used to hijack the session,
as future communications will use different keys.

3.6. Quantum Resistance Analysis

Traditional information systems continue to confront threats from computer attacks,
struggling to withstand cryptographic analyses and other attack methodologies executed
by powerful computers. The emergence of quantum computing further exacerbates
this threat.

The communication model designed in this paper, based on MFPHC, primarily relies
on maintaining a memory function to ensure the integrity and consistency of data transmis-
sion while enabling the traceability of messages. The core concept of this model is relatively
independent of specific network types and is theoretically applicable to various network en-
vironments, whether they be classical or quantum in nature. Additionally, unlike public-key
cryptography, traditional hash functions are considered to be capable of resisting quantum
attacks by increasing the length of the existing hash output [20]. With the continuous
development of quantum technology, numerous novel algorithms have emerged to counter
quantum attacks, such as quantum digital signatures and certificates that prevent signature
forgery [21,22], as well as new hash functions designed to resist quantum computing [23].
In a quantum environment, these interchangeable algorithms can autonomously negotiate
as needed. The model possesses the capability to resist quantum computing.

Various methods are usually available for the distribution of pre-shared keys. In a
quantum network environment, quantum key distribution (QKD) is commonly employed
to secure key distribution and resist quantum attacks.
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4. Comparison and Analysis

In this section, the memorable communication method is compared and analyzed
from three aspects: communication efficiency, traceability efficiency, and security features.
Through theoretical comparison and contrastive analysis, the advantages of the memorable
communication method in terms of efficiency and security are fully demonstrated. It
guarantees secure transmission and achieves efficient traceability while also possessing
various security features such as synchronization and non-repudiation.

4.1. Comparative Analysis of Communication Efficiency

Table 2 analyzes and compares the efficiency of the basic communication method
based on MFRSA, basic communication method based on MFPHC, communication method
with signature based on MFRSA, communication method with signature based on MFPHC
and ordinary packet-by-packet signature communication method. Assume that the time
required for a hash operation is Th, the time required for a prime transpose operation is TP,
the time required for an exponential operation is Ti, the time required for a signature and
verification is Ts and Tv, respectively, and the signature interval of communication methods
with signatures based on MFRSA and MFPHC is m. The theoretical time consumption of
transmitting n messages by several communication methods is shown in Table 2.

As shown in Table 2, the time cost of the basic communication method based on
MFPHC is less than that of the basic communication method based on MFRSA because
(Tp + Ti) > 2Th, and the sum of the time required by a prime transpose operation and an
exponential operation is greater than two hash operations. In addition, the communication
method with signature based on MFRSA and MFPHC has more hash operations, exponential
operations, and prime transpose operations than packet-by-packet signature communica-
tion method, but signature and verification signature operations require much more time
than these operations, and interval signature makes the communication methods with
signatures based on MFRSA and MFPHC have lower time cost in general, and the time cost
advantage depends on the size of m.

Table 2. Efficiency analysis of different communication methods.

Different Communication Methods Time Consumption

Basic communication method based on MFRSA 2n(Tp + Ti)
Basic communication method based on MFPHC 4nTh

Communication method with signature based on MFRSA 2n(Tp + Ti) + ⌈ n
m
⌉(Ts + Tv)

Communication method with signature based on MFPHC 4nTh + ⌈ n
m
⌉(Ts + Tv)

Packet-by-packet signature communication method 2nTh + n(Ts + Tv)

4.2. Comparative Analysis of Message-Tracing Efficiency

Table 3 analyzes and compares the message-tracing evidence generation efficiency, ev-
idence verification efficiency, and storage cost of MFRSA and MFPHC, respectively. Assume
that the time required for a hash operation is Th, the time required for a prime transpose
operation is Tp, the time required for an exponential operation is Ti, and the maximum
length of a message is n. The traceability of MFRSA and MFPHC is shown in Table 3.

As shown in Table 3, the time consumption of evidence generation for MFRSA is
greater than that for MFPHC. The time consumption of evidence verification of MFRSA
is much less than that of MFPHC. The storage cost of MFRSA is u = ∏n

i=1 xi, which is the
product of all message elements. The space complexity of MFRSA is smaller than that
of O(n). The storage cost of MFPHC is MEM + X, which is the set of message elements
and memory values. The space complexity of MFPHC is O(2n). In general, the message
traceability of MFRSA is higher than that of MFPHC because MFRSA has great advantages
in evidence verification and storage.
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Table 3. Comparison of the traceability of the two memory functions.

Memory Function Evidence Generation Time Evidence Verification Time Storage Cost

MFRSA Tp + Ti Tp + Ti u
MFPHC Th (

√
n + 1)Th MEM + X

4.3. Comparison of Security Features

To illustrate the security properties of the communication method with signature based
on the two memory functions in this paper, this paper compares it with the communication
method based on IP protocol, the packet-by-packet signature communication method, the
communication method based on AH protocol in IPsec and the communication method
based on ESP protocol in IPsec. Differences in security attributes of different communication
methods are shown in Table 4.

The communication method based on IP protocol is designed for transmission per-
formance, but it lacks security attributes and is easy to cause various network security
problems. The packet-by-packet signature communication can greatly improve the security
of transmission but also greatly reduce the transmission efficiency. The communication
method based on AH in IPsec ensures the integrity and non-tampering of transmission, and
the communication method based on ESP ensures the confidentiality of message transmis-
sion. However, the two protocols in IPsec do not guarantee the non-repudiation of message
transmission, nor do they have security features such as traceability and synchronization.
The basic communication method based on MFRSA and MFPHC in this paper can guarantee
the non-tampering and integrity of message transmission and realize the synchronization
and traceability of the message. Based on MFRSA and MFPHC, messages can be signed
and authenticated in batches. It ensures the integrity, authenticity, and non-repudiation of
multiple messages by signing and authenticating them at a time, greatly reducing the cost
of signature and authentication.

Table 4. Security comparison of different communication methods.

Communication Method Non-Tampering Integrity Non-Repudiation Traceability Synchronization

IP protocol No No No No No
Packet-by-packet signature Yes Yes Yes No No

AH protocol Yes Yes No No No
ESP protocol Yes Yes No No No

Basic communication method based on MFRSA Yes Yes No Yes Yes
Basic communication method based on MFPHC Yes Yes No Yes Yes

Communication method with signature based on MFRSA Yes Yes Yes Yes Yes
Communication method with signature based on MFPHC Yes Yes Yes Yes Yes

5. Experimental Analysis

This section validates and analyzes the performance of the memorable communication
model through experiments.

5.1. Experimental Environment

In this paper, the communication efficiency test experiment, evidence generation, and
verification efficiency test experiment are all implemented by python computing language,
and the programming tool is Pycharm 2021.1. The operating system used in the experiment
was windows 10, and the PC was configured with an Intel (R) core (TM) i7-10875H CPU @
2.30 GHz and 16 GB RAM.

The experimental code is deployed on multiple PCs and tested in a real network
environment. This includes a sender and receiver for simulating data transmission. The
experimental environment network topology is shown in Figure 5.
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Sender
192.168.0.101

Receiver
172.16.0.101

Attacker
enp1s0        enp2s0

192.168.0.100   172.16.0.100

192.168.0.0/24 172.16.0.0/16

Figure 5. The experimental environment network topology.

5.2. Efficiency Testing of Communication

This paper tests the communication efficiency of the communication method based on
IP protocol, the communication method based on MFPHC and the communication method
based on MFRSA. The experiment tested the time consumed by different communication
methods to transmit 1000 messages with lengths of 1024 bytes, 2048 bytes, 4096 bytes, and
8192 bytes. The experimental results are shown in Figure 6. Experimental results show that
when the number of messages transmitted is the same, the communication time increases
with the length of the message, which is positively correlated. The time consumed by the
three communication methods is in the same order of magnitude, and the relationship
is that the communication method based on MFRSA is greater than the communication
method based on MFPHC, and the communication method based on MFPHC is greater than
the communication method based on IP protocol.
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Figure 6. Communication time consumption under different message lengths.

The experiment also tested the time consumed by different communication methods
to transmit 10, 50, 250, and 1000 messages of 8192 bytes. The experimental results are
shown in Figure 7. The experimental results show that in the case of the same message
length, the communication time increases with the number of messages, which is positively
correlated. The time consumed by the three communication methods is in the same order
of magnitude, and the relationship is that the communication method based on MFRSA is
greater than the communication method based on MFPHC, and the communication method
based on MFPHC is greater than the communication method based on IP protocol.
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Figure 7. Communication time consumption under different message quantities.

5.3. Efficiency Testing of Evidence Generation and Verification

In this paper, we test the evidence generation and verification efficiency of MFRSA. The
experiments tested the time consumed to generate and verify evidence for messages with
lengths of 1024 bytes, 2048 bytes, 4096 bytes, and 8192 bytes when the number of members
was 100. The experimental results are shown in Figure 8. The experimental results show
that when the number of members is the same, and the length of the message is different,
the generation time and verification time of the evidence do not change significantly, and
both fluctuate up and down. When the number of members is 100, the evidence generation
time is much longer than the evidence verification time.
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Figure 8. Evidence generation and verification time consumption under different message lengths.

The experiment also tested the time consumed to generate evidence and verify evi-
dence for a message with a length of 8192 bytes when the number of members is 10, 50, 250,
and 1000. The experimental results are shown in Figure 9. The experimental results show
that when the message length is the same, the generation time of the evidence increases
with the number of members, which is positively correlated, while the verification time of
the evidence does not change significantly and fluctuates up and down. When the number
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of members is 10, 50, 250, and 1000, the generation time of evidence is longer than the
verification time of evidence.
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Figure 9. Evidence generation and verification time consumption under different message quantities.

5.4. Efficiency Testing of Batch Signature and Authentication

In this subsection, we tested the time taken for different signature intervals. The
experiment involved testing the time required for signature intervals of packet-by-packet
signing, signing in groups of 10, signing in groups of 20, and signing in groups of 100, with
a member count of 1000. The experimental results are shown in Table 5. The experiments
indicate that as the signature interval gradually increases, the time taken for signature
generation and authentication decreases.

Table 5. Time Taken for Batch Signature Verification with Different Signature Intervals.

Signature Interval Number of Signatures Signature Generation Time Signature Verification Time

packet-by-packet 1000 2583 ms 724 ms
groups of 10 100 232 ms 62 ms
groups of 20 20 46 ms 15 ms

groups of 100 10 24 ms 6 ms

However, the signature interval should not be excessively long, as it may result in
some data packets not being authenticated for an extended period. It is recommended that
the signature interval be dynamically adjusted based on network traffic conditions.

In addition, we conducted an experimental analysis of the communication perfor-
mance of the theoretical analysis section. We signed every 100 packets and sent 1000 data
packets. For signed A and B, we used 100 packets as intervals. The test results are shown
in Table 6.

Table 6. Efficiency experiment testing for different communications methods.

Different Communication Methods Time Consumption

Basic communication method based on MFRSA 2603 ms
Basic communication method based on MFPHC 480 ms

Communication method with signature based on MFRSA 2715 ms
Communication method with signature based on MFPHC 629 ms

Packet-by-packet signature communication method 3687 ms
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Based on experimental data, it can be observed that batch signing exhibits greater
efficiency. Compared to traditional per-packet signing, MFRSA efficiency improves by
approximately 40%. Due to the hash efficiency advantage of MFPHC, the improvement in
efficiency compared to traditional per-packet signing is approximately 450%.

5.5. Key Randomness Analysis

In the randomness analysis section, the evaluation will be conducted through
two approaches. One is calculating the autocorrelation coefficients between generated keys,
and the other is determining the overall probability and entropy of the generated keys. In
relation to these two parameters, a comparison will be made between chained keys and
IPsec. Within a single lifecycle (approximately 1 minute), the analysis will assess how the
keys used for encrypting data undergo random variations for both scenarios.

5.5.1. Autocorrelation Coefficients

Autocorrelation coefficients are used to determine whether there is a correlation
between values in a sequence. The values of autocorrelation coefficients range from −1
to 1. When the autocorrelation coefficient is close to −1, it indicates a strong negative
correlation between the current value and the subsequent value. When the autocorrelation
coefficient is close to 0, it indicates almost no correlation between the current value and the
subsequent value. When the autocorrelation coefficient is close to 1, it indicates a strong
positive correlation between the current value and the subsequent value.

To illustrate the randomness of keys generated by this scheme, the model will be used
to generate keys with a length of 256 bits and a key generation period corresponding to an
IPsec cycle (1 min). Within this cycle, the keys used for data encryption will be analyzed.
Due to the lengthy nature of a 256-bit key, it is not conducive to analysis. Therefore, the
256-bit key will be split into 32 groups of 8-bit data. Autocorrelation coefficients will be
calculated for each group of 8-bit data, resulting in 32 sets of autocorrelation coefficients.

According to the autocorrelation coefficient formula,

cor = ∑n
i=1 (xi−x)(xi+1−x)

∑n
i=1 (xi−x)2

Calculation of the autocorrelation coefficients for each group of 8-bit data can be per-
formed using the autocorrelation coefficient formula. These coefficients represent the correlation
between each byte of the 256-bit key. The specific results are illustrated in Figure 10 below:
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Figure 10. Autocorrelation Coefficient Analysis of chain-key and IPsec in One Cycle.
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From this, it can be observed that within the same IPsec cycle, the correlation coefficients
of chained keys are essentially stable within the range [−0.005, 0.005]. This indicates that the
correlation between each byte of these keys is very low, with almost no linear correlation. In
contrast, for IPsec, where the key is not updated, the correlation coefficient remains at 1.0.

5.5.2. Entropy

Entropy is a concept used to measure the uncertainty of a random variable and is
typically employed to assess the randomness of a sequence. Higher entropy implies better
randomness, while lower entropy suggests that the values of the random variable are more
easily determined. For a discrete sequence like chained keys, the definition of entropy is
as follows:

H(X) = −∑i p(xi)log2 p(xi)

An explanation will be provided for the keys used for data encryption within a single
IPsec cycle (1 min). Similarly, keys with a length of 256 bits will be divided into 32 groups
of 8-bit bytes for independent analysis of each byte. The test analysis results for the entropy
of each part are shown in Figure 11:
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Figure 11. Autocorrelation Coefficient Analysis of chain-key and IPsec in One Cycle.

For uniformly distributed data with values ranging from 0 to 255, its entropy value
Hmax = log2(n) = log2(256) = 8. As shown in the Figure 11, the entropy value is
approximately 7.9980, indicating that there is very little correlation between values in the
sequence. The sequence tends to be highly random or uniformly distributed. In terms of
randomness, this can be considered a positive feature. Overall, the entropy value of the
chained keys suggests that the sequence exhibits characteristics very close to a uniform
distribution and randomness in information theory. In contrast, due to the lack of key
updates, the entropy value for IPsec is 0, indicating that the key remains fixed within a
single lifecycle.

5.6. Experimental Conclusions

In this section, we quantitatively validated the efficiency of the aforementioned mem-
orable communication method through experimental studies.

First, we compared the communication time overhead of methods based on MFPHC,
MFRSA, and TCP/IP protocols. The results indicated that the time consumption for all
three methods was of a similar order of magnitude, confirming the correctness of the
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theoretical analysis. Additionally, the increase in the number and length of transmitted
messages resulted in a linear increase in communication time, consistent with the analysis.

Second, we tested the evidence generation and verification time of MFRSA under dif-
ferent message lengths and quantities. The results demonstrated that evidence generation
time exceeded verification time, and evidence generation was independent of message
length but positively correlated with the number of messages. This suggests the method’s
efficient traceability.

Next, we examined the time required for batch signature verification at different
signature intervals. The results showed that longer signature intervals consumed less time.
However, the choice of batch signature intervals should consider network communication
load, as excessively large intervals may result in some packets not being signed and verified
for an extended period.

Finally, we evaluated the randomness of the chain keys based on memory values, and
the results showed that the chain keys exhibit good randomness.

From the experiments in this section, we can conclude that the memorable commu-
nication method indeed possesses the anticipated advantages in terms of communication
efficiency and traceability. This provides a solid foundation for practical applications.
Future work may involve conducting performance tests under larger-scale conditions to
obtain a more comprehensive assessment.

6. Conclusions

This paper proposes a memorable communication method based on cryptographic
accumulators. In this method, both communicating parties can verify the message data sent
and received arbitrarily by the memory value, and the strong consistency of all message data
can be guaranteed simply by comparing the memory value. This paper demonstrates the
synchronization, traceability, batch signature, and authentication characteristics of the mem-
orable communication method through theoretical proofs. Comparative analysis shows
that the memorable communication method with a signature has more security advantages
than IPsec and more efficiency advantages than a packet-by-packet signature. The memo-
rable communication method with signature can not only guarantee the non-tampering
and integrity of the transmission but also guarantee the non-repudiation, traceability, and
synchronization of the transmission. Based on the memorable communication method,
batch signature, and authentication can be realized, and the security of multiple messages
can be guaranteed through one signature, which greatly improves the security transmission
efficiency. Based on MFRSA, batch signature is about 40% more efficient than signing each
packet individually, while based on MFPHC, the efficiency improvement is approximately
450% due to the advantages brought by hash operations and batch signature. This paper
also demonstrates the communication efficiency of the memorable communication method
based on MFPHC and MFRSA and the evidence generation and verification efficiency of
MFRSA through experimental analysis. The memorable communication method can be
used as a network protocol in the Internet of Things, mobile communication, and other
fields. How to improve the efficiency of message tracing further can be used as the next
stage of research work.
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