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Abstract

:

Today voltage source inverters (VSIs) operate with high switching frequencies (let us assume higher than 50 kHz) owing to the fast Si (Silicon) or SiC (Silicon Carbide) switching transistors. However, there are some applications, e.g., with slower switches (e.g., IGBT—Isolated Gate Bipolar Transistor) or when lower dynamic power losses are required when the switching frequency is low (let us assume about 10 kHz). The resonant frequency of the output filter is usually below 1 kHz. The measurements of Bode plots of the measurement traces of various microprocessor-controlled VSIs show that in this frequency range, the characteristics of these channels can be simply approximated through two or three switching periods delay. For the high switching frequency, it is not noticeable, but for the low frequency it can cause some oscillations in the output voltage. One of the solutions can be to use the predictor of the measured state variables based on the full-state Luenberger observer or the linear Kalman filter. Both solutions will be simulated in MATLAB/Simulink and the chosen one will be tested in the experimental VSI. The research aims to omit delays in the measurement channels for the low switching frequency by using the predictions for the measured state variables and finally increasing the gains of the controller to decrease the output voltage distortions.
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1. Introduction


The standard single-phase voltage source inverter (VSI) consists of the H-bridge (Si, SiC MOS-transistors, GaN hybrid transistors or IGBT transistors) and the output LC filter. The most important load for low-power voltage source inverters (<3 kW) is the nonlinear rectifier RC load according to the IEC 62040 standard [1] for UPS systems [1]. It defines that this load should have a power factor PF = 0.7 (calculated using Budeanu theory [2]). This load causes distortions of the output voltage that should be decreased by the control loop to the required total harmonic distortion (THD) level [1,3].



The approach to the control presented in this paper should be easily applicable in the microprocessor-controlled loops. There are many solutions for the control of the nonlinear plants (e.g., the inverter). The nonlinear control function can be approximated by a Fourier series [4] or the nonlinear inverter can be modelled using the Hammerstein approach [5]. However, modelling the inverter as a linear system for small increments around the operating point has been successfully practiced for many years [6] and is much easier in microprocessor implementation when the output voltage distortions are sufficiently low.



Every conventional control requires a model of the plant. The easiest continuous model is simply the transfer function of the output LC filter (1) and the transfer function of the PWM modulator, H(s) = exp(−sTs), a simple one switching-period delay (in the current switching-period delay we store the width of the next period pulse) for the resistive RLOAD. The equivalent series resistance (ESR) RC (Figure 1) of the filter MKP capacitor CF is neglected. The serial equivalent resistance RL is a sum of all of the serial resistances in the VSI including the result of the power loss in the core of the filter coil. More sophisticated is the quasi-continuous transfer function of the inverter (2), taking into account the Zero-Order-Hold method (in the discrete control) and the delay Ts of the PWM modulator [7].
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In both approaches of modelling, (1) and (2), the load resistance RLOAD is a model component. It means that the inverter model depends on the load. The solution is to measure the load current and treat it as an independent disturbance or the state variable [8,9,10,11,12,13]. The disadvantage of such a solution is losing the dependence between the output voltage and the output current. However, it is the most commonly used approach to inverter modelling.



Today the control is only digital, using microprocessors or FPGA. We need a discrete model [14,15,16,17] of the inverter where the output voltage, the inductor current and the output current are state variables and the output voltage is an output variable of the inverter model.



The design of the output LC filter depends on the demands of damping the output ripple voltage in the steady state and decreasing overvoltage during dynamic load changes (mainly step decreasing the load).



The control loop can be a single-input single-output (SISO) type when only the output voltage is measured and controlled or a multi-input single-output (MISO) when the measured output voltage, output current and the output filter inductor current are inputs of the controller and the output voltage is controlled [16,17]. MISO control is more effective [15] because in SISO control, the output current is the unmeasured disturbance. One of the MISO control systems that seems to be predicted for power systems is passivity-based control [18,19,20,21,22,23,24,25]. This is based on the idea that the stable system should be passive (energy stored is less than energy supplied). The idea of this control is to “inject” appropriate damping (resistance) to get the passivity of the system. The energy of the system is presented as the Hamiltonian function.



The last problem is the transfer function of the measurement and control traces. The PWM modulator has one switching-period delay. The currents and voltage measurement traces are a kind of low-pass filter. The output filter transfer function usually has a resonant frequency below 1 kHz. As a result, the transfer function of the measurement traces is important below this frequency. All three measurement traces are the same except for the first isolation stage. Current traces have LEM transducers, and the voltage trace has an isolation amplifier. It is possible to assume that all three traces have the same transfer function in the frequency range up to 1 kHz. It will be shown that in this frequency range, this transfer function can be modelled by the two or three switching periods delay, which means that the transfer function depends more on the digital sampling and data conversion than on the analogue properties of the trace.



We consider two switching frequencies: 12,800 Hz assumed as the low switching frequency and 51,200 Hz as the high switching frequency. For the high switching frequency, the delay is so low that it does not matter in control [17]. For the low switching frequency, the control can cause an oscillation component in the output sinusoidal voltage. Sometimes the preferable operation is the one with a low switching frequency that requires higher LC filter values but has lower switching losses (particularly for IGBT transistors in H-bridge).



There are many solutions for control in systems with delay [26,27,28,29,30]. One of the most common solutions is the Smith Predictor [28]. However, we want to solve the problem in a simplified way—to design an MISO PBC controller for the system without delay in the measurement traces and implement it in the system with delays using the prediction of the measured state variables. This approach was shown in [17] where the simplified Luenberger observer was used for prediction. Only output voltage was used as the output variable in this prediction. The result of the control with this prediction was promising [17]. However, in this paper the Luenberger observer with all the three measured variables treated as outputs in the prediction will be used, giving lower distortions of the output voltage. For comparison, the Kalman filter was used for the prediction, but its implementation in the standard microprocessor can be troublesome. The simulation of the system with the Kalman filter as a predictor will be shown to compare it with the Luenberger observer.



Section 2 presents the design of VSI, Section 3 presents the discrete model of VSI, Section 4 presents the Bode plots of the measuring traces (channels), Section 5 presents the design of the MISO PBC controller, Section 6 presents the design of the predictor with the full-state Luenberger observer, Section 7 presents the simulation of the low switching frequency VSI control with the linear Kalman filter, Section 8 presents the comparison of the results of the simulations and the choice of the predictor, Section 9 presents the experimental verification of the simulations, Section 10 presents the description of the general results of the simulations and breadboard verification, Section 11 presents discussion on the advantages of predictor usage and Section 12 presents a short conclusion.




2. Design of the VSI


2.1. PWM Scheme


Figure 2 presents the idea of the so-called 1-scheme of 3-level modulation [31]. The upper H-bridge transistors of both bridge legs (S1 and S3) are driven with the pulse series shifted with half of the fundamental period. Both waveforms are sinusoidal summed with a constant value equal to half of their amplitude. The characteristic feature of this PWM scheme is the double switching frequency 2fs in the output.




2.2. The Output Filter Design


The fundamental problem of VSI design is to calculate the values of the output filter inductor and capacitor (the whole model of VSI depends on them). Fundamental frequency fm = 50 Hz. The idea presented in [32] and further in [14] was to calculate the LFCF product to restrict output voltage ripple (an approximately parabolic waveform that has switching frequency fs’ equal to fs or 2 fs depending on the modulation scheme) amplitude hnmax (fs’) to 3% of the fundamental amplitude (IEEE-519 [3]). Then the cost function, which is the sum of modules of reactive powers in the inductor and capacitor, is created. It was shown that the output impedance of the VSI depends mainly on the inductance of the filter coil in the low-frequency range (below the resonant frequency of the output filter). Some authors [33,34] multiply the module of the reactive power in the inductor by the coefficient over unity. In the presented Equations (3) and (4) there were no coefficients. These dependencies are calculated for the 3-level PWM modulation [14].


   L F  ≈  1   f s  ′      V  O U T r m s      I  O U T r m s     =  1   f s  ′    R  O U T n o m    



(3)






   C F  ≈  1   f s  ′    1   V  O U T r m s   /  I  O U T r m s     =  1   f s  ′    1   R  O U T n o m      



(4)







Let us assume fs = 12,800 Hz, and that for the 1-scheme of modulation the output filters operate at fs’ = 2fs = 25,600 Hz. For RLOAD = 50 Ω, the calculated values of LF = 2 mH, CF = 0.8 μF and LFCF = 1.6 × 10−9 s2 are suitable for the static load.



The feedback does not respond during one switching period Ts (the pulse width data are calculated and stored in one switching period and set the pulse width in the next switching period) and we can treat the filter inductor LF as the current source in one switching period. For the step load current decrease, e.g., ΔiOUT = −5 A, the overvoltage pulse will be TsΔiOUT/CF = 500 V. When the value of the CF capacitor was increased to 50 μF, the overvoltage was 7.8 V. The value of LF can be decreased to 1 mH. The resonant frequency of the filter is 712 Hz. The capacitor is an MKP type with a low ESR [35,36]. The coil LF requires a low power loss core. Ferrites (MnZn or NiZn) have low saturation flux density. It seems that the best choice would be an alloy-powder material [37,38] with low power losses [39], allowing the almost constant inductance value of the filter coil in the wide switching frequency range.




2.3. The H-Bridge


The H-bridge has MOSFET IRFP360LC switches driven by IR2184 circuits. The serial drain-source on-state resistance is 0.2 Ω. An STM32V407VG microprocessor controls the VSI. The highest frequency fCOMP on the input of the comparator in the PWM unit is 84 MHz. For fs = 12,800 Hz, we can set fCOMP/fs = 6562 signal levels. This means that the resolution of the generated sinusoidal signal (amplitude of the reference waveform is 3281), equal to 0.000305, is almost equal to the smallest change 0.000301 of the exact sinusoidal waveform during one switching period, close to π/2 or 3π/2 (the worst case). In the case of fs = 25,600 Hz, we can set fCOMP/fs = 3281 signal levels (1640 per amplitude). This means that the resolution of the generated signal, equal to 0.00061, causes the clustering of some of 512 pulses per fundamental period. However, this kind of error for fCOMP = 84 MHz is negligible.



The DC serial resistance of the filter coil (with Super-MSS core [37]) is 0.2 Ω but the power losses [39] cause its increase for the AC magnetising current (with fs’ switching frequency) [38]. A serial equivalent resistance for the used switching frequencies was assumed, for the load current range RL = 1 Ω. The used drivers introduced 0.5 μs of dead time Tdt. Dead time decreases the PWM pulse width by the constant value. It makes the short pulses vanish. For the 3-level PWM, the absolute value of the output voltage is decreased when the output current changes its sign. This effect increases the output voltage distortion (total harmonic distortion THD) proportionally to the switching frequency for the simulated PWM voltage. THD is calculated to the 15 harmonics (750 Hz) because it will be the resonant frequency of the output LC filter. It is presented in Figure 3 for the modulation index M = 0.8, neglecting the output filter impact. With Tdt = 0.5 μs, for fs = 12,800 Hz, ΔTHD = 0.46%; for fs = 25,600 Hz, ΔTHD = 0.93%; and for fs = 51,200 Hz, ΔTHD = 1.90%. There are some solutions to decrease the influence of dead time, e.g., properly shaping the reference voltage but this is not a subject of this paper. The higher the switching frequency, the higher the additional distortions.





3. The Discrete Model of VSI


The continuous description of the VSI using state equations is simple. For the state-space variables x = [vOUT iLF iOUT]T, input variable u = vFIN (Figure 1) and output variable y = vOUT, the state equations (for RC = 0) are (5) and (6).


     x ˙   =  A x  +  B u    ,    y  =  C x    



(5)




where


    A  =      0     1   C F        −  1   C F          −  1   L F        −    R L     L F       0     0   0   0        ,    B  =      0       1   L F         0        ,  C  =      1   0   0        



(6)







The state-space equations can be solved in the switching period [6]. The solution is the exponential function of TON time, which depends on the PWM modulation type. For 3-level, double-edge modulation the exponential matrix can be approximated


   e   A   T  O N k   / 2   =  I  +  A   T  O N k   / 2 +   A  2   T  O N k  2  / 4 … ≈  I  +  A   T  O N k   / 2  



(7)







The final linearized discrete state-space equations [14] are (8) where vCTRL is the input of the PWM modulator.


   x  ( k + 1 ) =   A  D   x  ( k ) +   G  D   T  O N   ( k ) =   A  D   x  ( k ) +   G  D     T s     V  D C      v  C T R L   ( k )  



(8)






   y  ( k + 1 ) =   C  D   x  ( k )  








where the matrixes are (9).


    A  D  =  Φ  (  T s  ) =        ϕ  11        ϕ  12        ϕ  13          ϕ  21        ϕ  22        ϕ  23          ϕ  31        ϕ  32        ϕ  33         ,     G  D  =        g  11          g  21          g  31         ,     C  D  =  C   



(9)






    ω  F 0   =  1     C F   L F        ,    ξ F  =  1 2   R  L F e        C F     L F        ,    E φ  = exp ( −  ξ F   ω  F 0    T s  )   ,    E g  = exp ( −  ξ F   ω  F 0    T s  / 2 )  ,  










    ϕ  11   = [ cos    ω  F 0    T s    +  ξ F  sin    ω  F 0    T s    ]  E φ    ,    ϕ  12   =  1   ω  F 0    C F    sin (  ω  F 0    T s  )  E φ    ,    φ  13   = −  φ  12   +  R L  (  φ  11   − 1 )   










    ϕ  21   = −    C F     L F     φ  12     ,    ϕ  22   = [ cos (  ω  F 0    T s  ) −  ξ F  sin (  ω  F 0    T s  ) ]  E φ    ,    ϕ  23   = 1 −  φ  11    ,  










    ϕ  31   = 0   ,    ϕ  32   = 0   ,      ϕ  33   = 1  ,  










    g  11   =  V  D C    ω  F 0   sin (  ω  F 0    T s  / 2 )  E g    ,    g  21   =    V  D C      L F    [ cos (  ω  F 0    T s  / 2 ) −  ξ F  sin (  ω  F 0    T s  / 2 ) ]  E g    ,    g  31   = 0  .  











The presented (8) discrete state-space equations enable the design of the controller and predictor presented in Figure 1.




4. Bode Plots of the Measuring Traces


There are two current and one voltage measuring traces. All of them have similar designs except the input. The fast transducers are in the current traces and the isolation amplifier is in the voltage trace. In the measured frequency range of 50–5000 Hz, their frequency-dependent characteristics do not notably make a difference in the whole-trace Bode plots. As a result, Bode plots of one voltage measuring channel will be shown. The idea of measuring Bode plots of the voltage channel in the VSI is shown in Figure 4. In the experimental VSI, the PWM signal and this signal shifted with half of the fundamental period are driving two digital-to-analogue converters (internal DAC1 and DAC2 from STM32F407VG), and the difference between their outputs was connected to the input of the voltage measuring trace. The output signal of the trace was measured. There are different units for the input signal, volts, and the output measured using analogue-to-digital converter ADC, units of the 13-bit converter (12-bits and the sign, −4095 to 4095). As a result, it is not possible to compare the output signal in units and the input signal in volts. The solution presented in [40] for measuring the real parameters of VSI is the “relative” way of measuring. The quotient of the ratios of excitation and the fundamental waveform in the output and input were measured (Figure 4). The assumption was that the fundamental waveform was not suppressed or shifted. However, in this way, it is not possible to measure the “proportional gain” (Figure 5). In the real VSI, this gain was adjusted to get the amplitude of the measured signal to about ¾ of the full scale of the ADC for the nominal load. Adjusting the channel gain is called scaling and is described in [41].



For k = 1 to fs/fm, the amplitude of the fundamental harmonic A was set to 0.95 and the amplitude of kfm excitation was 1 − A (10).


   V  C T R L   ( k ) = r o u n d ( M · f l o o r    1 2     f  C O M P      f s      ( A sin ( k   2 π    f s  /  f m    ) + ( 1 − A ) sin ( n k   2 π    f s  /  f m    ) ) )  



(10)







The magnitude Bode plot is as in (11).


     K  I N V   ( n  f n  )   = 20 log      V  O U T   ( n  f m  )   /    V  O U T   (  f m  )        V  C T R L   ( n  f n  )   /    V  C T R L   (  f m  )      



(11)







The phase Bode plot is as in (12).


  arg ( n  f m  ) = [ arg (  V  O U T   ( n  f m  ) ) − arg (  V  O U T   (  f m  ) ) ] − [ arg (  V  C T R L   ( n  f m  ) ) − arg (  V  C T R L   (  f m  ) ) ]  



(12)







Finally, it was shown in Figure 5 that for the low and middle switching frequencies (fs = 12,800 Hz and fs = 25,600 Hz), the Bode plots in the frequency range below 1000 Hz can be approximated by the simple delay exp(−jωnTs), where n = 2 or 3. This demonstrates that the Bode plots in this frequency range depend much more on the digital signal processing in the microprocessor than on the analogue properties of the measuring channel.




5. The MISO PBC Controller


The passivity-based control [18,19,20,21,22,23,24,25] considers the energy stored in the system (considering Hamiltonian function (13), similar to the Lyapunov function [23]) that should be lower than the energy delivered to the system. The basic solution was only “injecting” the additional “resistance” (treated as the current error gain) into the system. The output voltage was relatively controlled. The newer solution [23,24] was the direct implementation of the output voltage error gain to the control system.


  H ( x ) =  1 2  (  L F     i  L F    2  +  C F     v  O U T    2  )  



(13)







The discrete control laws of PBC [16,17] according to Figure 1 where we consider the predicted state variables    x ^   , are (14) and (15).


    v ^   C T R L   ( k ) = −  R i    i ^   L F   ( k ) + (  R i  +  R  L F   )   i ^   L F r e f   ( k ) +  L F      i ^   L F r e f   ( k ) −   i ^   L F r e f   ( k − 1 )    T c    +  v  O U T r e f   ( k )  



(14)






    i ^   L F r e f   ( k ) =  K v  [  v  O U T r e f   ( k ) −   v ^   O U T   ( k ) ] +  C F     v  O U T r e f   ( k ) −  v  O U T r e f   ( k − 1 )    T c    +   i ^   O U T   ( k )  



(15)







In the control law, there are two gains—basic current gain Ri (“injected” damping) and the additional voltage gain Kv. It was shown for the continuous version of PBC that for RL + Ri > 0 and Kv > 0, the roots of the characteristic equation of the closed loop system with PBC are always in the left half-plane s and the system is stable. For positive values of gains, this condition is always met. However, the discrete 3-level modulation PWM modulator has a limit for the output voltage increase in speed of VDC/Ts. The increase in the control voltage from (14) cannot be faster than the modulator possibility [16,17,41]. This means that Equation (16) should be filled.


      d  v  C T R L   ( k  T s  )   d t     ≤    V  D C      T s     



(16)







The restriction [16,17,41] calculated from (14) and (15) for the worst case of the inverter load RLOAD = ∞ is (17).


   K v  [  L F  + (  R i  +  R L  )  T s  ]  1   L F   C F    +    R i     L F    <  f s   



(17)







It is obvious from (17) that the product RiKv is restricted and its tolerable maximum value is proportional to the switching frequency. The convergence of error is faster for the higher values of error gains. However, the higher values of the gains cause the saturation of the PWM modulator and can cause oscillations. The conclusion is that the PBC control results in lower distortions of the output voltage for the standard loads for the higher switching frequency. Figure 6 presents the results of Equation (17)—the possible operating areas of PBC as a function of gains Ri and Kv. However, a serious approximation was made when creating (17) and we can treat its result as the initial adjustment to make fine adjustments in the experimental model.




6. Predictor with the Luenberger Observer


The predictor should predict the state variables of the model in future switching periods using the state-space equations with the correction component. The full-order state Luenberger observer [42,43,44,45,46,47,48] or linear Kalman filter (MATLAB/Simulink) will be used. It will be shown in the simulation and experimental verification that prediction is important for the low switching frequency (it was assumed fs = 12,800 Hz) and is useless for the high switching frequency (it was assumed fs = 51,200 Hz) when a delay is low.



The state equations are described in (5)–(9). The difference of the current study from [17] is that 3 measured outputs (18) are assumed (previously only one: vOUT).


y = x, CD = eye(3)



(18)







The predicted state variables using the Luenberger observer are described in (19).


    x ^   ( k + 1 ) =   A  D   x ^  ( k ) +   G  D   T  O N   ( k ) +  L  [  y  ( k ) −   C  D    x ^   ( k ) ]  



(19)







The error system is described by Equation (20).


   e  ( k + 1 ) = (   A  D  −  L    C  D  ) [  x  ( k ) −   x ^   ( k ) ] = (   A  D  −  L    C  D  )  e  ( k )  



(20)




where for 3 measured outputs and 3 state variables the matrix of Luenberger gains is (21).


   L  =        l 1     0   0     0     l 2     0     0   0     l 3         



(21)







The characteristic equation of the full-state Luenberger observer is (22).


  det ( z  e y e  ( 3 ) −   A  D  +  L    C  D  ) = 0  



(22)







The roots of the characteristic equation of the observer (22) are independent of the closed-feedback-loop control system. This is the “separation theorem” [45]. The observer eigenvalues should enable a faster convergence to zero of the observation error than that of other transient processes in a closed-loop system. Better observer dynamics are obtained if the roots of their characteristic Equation (22 are closer to zero on the z-plane (their absolute value is lower) than the roots of the characteristic equation without estimation   det ( z  1  −   A  D  ) = 0  . Different examples demonstrate this assumption. The observer poles are selected to be closer to the origin than the open-loop poles at the same phase angle. In [45], the Luenberger observer was designed with its dynamics three times faster than the fastest pole of the plant. In [46,47,48] there is a similar approach in that the choice of observer gains should be a compromise between the bandwidth and noise elimination while the dynamics of the observer should be much faster than the open loop dynamics of the system.



The characteristic Equation (22) of the full-state Luenberger observer is shown in (23) and (24).


  det       z −  φ  11   +  l 1      −  φ  12       −  φ  13         −  φ  21       z −  φ  22   +  l 2      −  φ  23        0   0    z − 1 +  l 3        = 0  



(23)






  ( z − 1 +  l 3  ) [ ( z −  φ  11   +  l 1  ) ( z −  φ  22   +  l 2  ) −  φ  12    φ  21   ]  



(24)







The aim is to find the l1, l2 and l3 gains for which the system (20) is stable and possibly fast. There are 3 roots of characteristic Equation (24). All roots zi should be inside the unity circle in the z-plane (25).


     z i    < 1  



(25)







The first root is z1 (26).


   z 1  = 1 −  l 3   



(26)







The second z2 and the third z3 roots will be calculated from (27).


   z 2  + z (  l 1  +  l 2  −  φ  11   −  φ  22   ) + (  l 1   l 2  −  φ  22    l 1  −  φ  11    l 2  +  φ  11    φ  22   −  φ  12    φ  21   ) = 0  



(27)







The roots z2 and z3 are described by Equation (28).


   z  2 , 3   = [ ±     [ (  l 1  −  l 2  ) + (  φ  22   −  φ  11   ) ]  2  + 4  φ  12    φ  21     − (  l 1  +  l 2  −  φ  11   −  φ  22   ) ] / 2  



(28)







Figure 7 presents the area in which (25) is filled for z2 and z3 using (28) for fs =12,800 Hz, LF = 1 mH and CF = 51 μF.



The presented analysis shows that it can initially be assumed that l1 = 1, l2 = 1 and l3 = 0.5. Figure 8 presents the MATLAB/Simulink model of the low switching frequency VSI with prediction with Luenberger observer realising Equation (19).




7. Simulation of the Low Switching Frequency VSI Control with the Linear Kalman Filter


The Kalman recursive filter [45,49,50,51,52,53,54] in its basic linear version can be used for the prediction of the state variables. In the state equation vk represents discretized process noise (29).


    x   k + 1   =   A  D    x  k  +   G  D    u   k   +   v  k   



(29)







The measurement model with measurement noise is (30). Hk is the measurement matrix and wk is the measurement noise at the current k time step (30).


    z  k  =  H    x  k  +   w  k   



(30)







The prediction process is the first stage of the recursive algorithm of filtering. At the beginning of the filtering process, there is the state, x0/0, and the assumed state covariance, P0/0. The Kalman filter proceeds to the next steps in the closed loop. It will begin the “a priori” estimate (31) where the k + 1 step is propagated from the previous step k, which is notated as subscription k + 1/k.


    x   k + 1 / k   =   A  D    x   k / k   +   G  D   T  O N k    



(31)







The covariance matrix P is propagated in a similar way (Q—process noise covariance matrix) (32).


    P   k + 1 / k   =   A  D    P   k / k       A  D   T  +  Q   



(32)







The measurement vector is predicted for the next k + 1 period (33).


    z   k + 1 / k   ( k ) =  H    x   k + 1 / k    



(33)







The correction process proceeds in a closed loop of filtering to correct the predicted values of state variables. The measurement prediction covariance is now computed (R—measurement noise covariance matrix) (34).


    S   k + 1   =  H    P   k + 1 / k     H  T  +  R   



(34)







The Kalman gain is computed (35).


    K   k + 1   =   P   k + 1 / k     H  T    S   k + 1   − 1    



(35)







The difference between the actual measurement zk+1 and the predicted measurement zk+1/k is used to correct the state variables in the next period. The estimation after correction uses the subscript notation, k + 1|k + 1. The corrected state is called the “a posteriori” estimate.


    x   k + 1 / k + 1   =   x   k + 1 / k   +   K    k + 1    (   z   k + 1   −   z   k + 1 / k   )  



(36)







The state covariance matrix is now corrected:


    P   k + 1 / k + 1   =   P   k + 1 / k   −   K   k + 1     S   k + 1       K   k + 1    T   



(37)







Comparing the computed measurement based on the corrected state and the actual measurement it is possible to estimate the performance of the filter. Now the processes of prediction/correction are repeated. The initial conditions can be x0/0 = [0 0 0] and P0/0 = p*eye(3) (p is adjusted). The selection of coefficient values of covariance matrices Q and R of the Kalman filter is problematic [52]. A Simulink Kalman filter block was used with Q and R matrices equal to 0.05*eye(3) (Figure 9).



The basic steps of the computational procedure for the discrete-time Kalman estimator were as follows:




	
Compute Pk+1/k using Pk/k, ADk and Qk (32).



	
Compute Kk+1 using Pk+1/k (computed in step 1), Hk+1, and Rk+1 (34) and (35).



	
Compute Pk+1/k+1 using Kk+1 (computed in step 2) and Pk+1/k (from step 1), (37).



	
Compute successive values of xk+1/k+1 recursively using (36) the computed values of Kk+1 (from step 3), the given initial estimate x0 and the input data zk+1.









8. Comparison of the Simulation Results


Figure 10 presents the results of the prediction in the control of the low switching frequency VSI. The results of using the Luenberger observer and the linear Kalman filter are almost the same. In both cases, the gains of controller Ri and Kv were adjusted to get the lowest output voltage distortions defined by the THD coefficient. The final decision was to use the Luenberger observer because it is much easier to realise in microprocessor software than the recursive Kalman filter where there are a lot of matrix operations.




9. Breadboard Verifications of the Simulations


The presented problem of PBC control for the low switching frequency was experimentally checked. The example of control for the high switching frequency (51,200 Hz) where no prediction was necessary was presented in [17]. In all the cases, the maximum (without oscillations) gains Ri and Kv were set after initial adjustment based on Figure 6. It was noticed that the area of the stable operation is as in Figure 6 but the voltage gain Kv requires additional restriction. The fastest way to conduct the experimental verification was to use the Real Time Interface for MATLAB/Simulink 2021b, e.g., RTI1202 MicroLabBox with dSpace libraries for Simulink [17,41]. Scaling the gain of the measurement traces is a very important but often neglected problem [41]. In the case of RTI1202, it is easy to use dSpace Control Panel 7.5. For the open loop, for the nominal output voltage and the assigned resistive load, we set the gains in Simulink to get equal amplitude values for all of the voltage and current waveforms. Further, both current values were divided by the value of the existing resistive load (Figure 11). Each of the 3 independent ADCs were triggered by PWM events. The first ADC channel 1 interruption, when data are ready, calls the whole function block, which is seen in Figure 11. The PBC controller directly realises control laws (14) and (15). The predictor from Figure 11 realises Equation (19). The modulation scheme is from Figure 2. The compiled file is transmitted to MicroLabBox which measures the output voltage, output current and inductor current signals and drives two legs of the H-bridge described in Section 2.3.



The experimental VSI output voltage and harmonics spectrum without control (Figure 12a), with PBC control without prediction (Figure 12b) and with PBC control and prediction with the full state Luenberger observer (Figure 12c) are presented. The gains Ri and Kv for the PBC controller without predictor were adjusted to 4 and 0.1, respectively, to get the lowest distortion of the output voltage without oscillations. The higher values of the gains caused output voltage oscillations. For the system with a predictor, it was possible to increase the gains Ri and Kv to 13 and 0.25, respectively, without oscillations. The Luenberger observer l1, l2 and l3 gains were set to 1, 1 and 0.5, respectively. The laboratory VSI controlled with the MicroLabBox is shown in Figure 13.




10. Results


The results of the simulated and experimental research are presented in Table 1. The linear Kalman filter was only simulated because the distortions of the output voltage were very similar to the results of using the full-state Luenberger observer while the complexity of the calculations is much higher (the matrix operations). For the open loop, the THDVOUT of the experimental inverter was higher than in simulations because the additional output voltage ripple was included in the calculations. In the case of PBC feedback with or without a predictor, THDVOUT was lower for the experimental VSI because the real delay can be slightly lower than assigned in simulations. The current Ri and voltage gains Kv were, in each case, set to the maximum values that resulted in the lowest output voltage distortions without noticeable oscillations.




11. Discussion


The presented simulations and measurements of the experimental model controlled by the RTI1202 (MicroLabBox) showed that the measurement traces can be modelled as the simple delay and using the prediction can decrease the output voltage distortions. In this research, the full-state Luenberger observer of the measured output voltage, output current and inductor current was used and compared in simulations with the linear Kalman filter, used for state variables prediction. With almost the same results, the Luenberger observer was chosen for the experimental verification. The output voltage waveforms are presented in Figure 10 and Figure 12. The results of the simulation and experimental verification were compared in Table 1. An additional estimation for the solutions used can be performed based on the harmonics spectrum for each case from Figure 12. The PBC controller with the Luenberger observer reduces harmonics four to five times (Figure 12c vs. Figure 12a). The PBC controller without predictor reduced some low-frequency harmonics but increased some of the harmonics, including the particularly disadvantageous even harmonics that change the symmetry of the waveform in the fundamental period.



The current and voltage maximum gains (without output voltage oscillations) were possibly highest for the usage of the Luenberger observer, which reduces the distortions in this case. However, all of their sets are from the operating area presented in Figure 6. The strong restriction of the voltage gain (the higher Kv causes oscillations) can be an aim of further discussion but it can possibly be a result of the scaling of the measurement traces.



The gains of the Luenberger observer were chosen from the allowable area presented in Figure 7 and Equation (26). The low output voltage distortions seen with the use of the Luenberger observer testify that the observer has faster dynamics than the inverter.




12. Conclusions


The presented research showed the utility of using the full-state Luenberger observer to predict the state variables when a simple delay can model the measurement traces in the case of a low switching frequency (e.g., 12,800 Hz). Using the Kalman filter requires very complex matrix calculations and the output voltage distortions are almost the same as for the Luenberger observer. In the previous research in [17], it was shown that the state variable predictions have no utility for the high switching frequency (e.g., 51,200 Hz). Now, all of the three state variable measurements were used in the predictor and as a result of this, the gains of the Luenberger observer could be higher, resulting in the possibly faster dynamics of the Luenberger observer than the dynamics of the plant (the inverter). The presented research should help in the design of the low switching frequency VSI controlled by the microprocessor system when measurement traces can be modelled as a simple delay in the low-frequency range. The delays of the measurement channels in the control without the prediction can cause an asymmetry of the fundamental period owing to the existing even harmonics in the spectrum of the output voltage (Figure 12b). The prediction of the state variables enables an increase in the gains of the PBC controller (Table 1), approximately up to the border of the stable area (Figure 6) for the used switching frequency, and seriously decreases the distortions of the VSI output voltage for the standard (IEC 62040 [3]) load.
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Figure 1. Single-phase MISO VSI control described in the paper. 
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Figure 2. The idea of driving H-bridge transistors in the 1-scheme of PWM. 
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Figure 3. The increase in the simulated PWM output voltage THD caused by dead time. 
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Figure 4. Measuring the Bode plots of the output voltage channel. 






Figure 4. Measuring the Bode plots of the output voltage channel.



[image: Electronics 13 01469 g004]







[image: Electronics 13 01469 g005a][image: Electronics 13 01469 g005b] 





Figure 5. The Bode plots of two VSIs’ measurement traces and their approximation. (a,b) The first VSI, approximation function: exp(−jω3Ts). (c,d) The second VSI, approximation function: exp(−jω2Ts). 
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Figure 6. Operating area of PBC (a) for different switching frequencies and filter induction LF and (b) for the assigned output filter parameters. 
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Figure 7. The allowable values of l1 and l2 for fs =12,800 Hz, LF = 1 mH and CF = 51 μF. 
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Figure 8. The MATLAB/Simulink model of the low switching frequency VSI with prediction with the Luenberger observer and modelled delays in the measurement traces. 
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Figure 9. The MATLAB/Simulink model of the low switching frequency VSI with prediction with the linear Kalman filter. The Q, R and N matrixes of the Kalman filter and the VSI discrete model matrixes A, B and C are in the right side of the figure. 
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Figure 10. Comparison between distortions of the output voltage (a) for an open loop; (b) for the PBC without prediction; (c) for the PBC and the Luenberger prediction and (d) for the PBC and the linear Kalman filter. 
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Figure 11. The schema of the control system transmitted to the MicroLabBox (version with the predictor). The PBC controller and the predictor are grey (assembled from standard Simulink blocks). Multichannel PWM and ADC blocks are from dSpace library. 
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Figure 12. The VSI output voltage and current for fs = 12,800 Hz, RL = 1 Ω, LF = 1 mH, CF = 51 μF, rectifier load R = 100 Ω, C = 430 μF, (a) for the open loop, (b) for PBC controller without prediction and (c) for PBC controller with prediction. 
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Figure 13. The experimental laboratory VSI. 
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Table 1. THDVOUT of the output voltage of the simulated and experimental VSI for fs = 12,800 Hz, RL = 1 Ω, LF = 1 mH, CF = 51 μF, rectifier load R = 100 Ω, C = 430 μF. There was not experimental verification of the prediction with the Kalman filter.
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	Simulation VSI

Rimax, Kvmax
	Simulation VSI THDVOUT
	Experimental

Rimax, Kvmax
	Experimental VSI THDVOUT





	No feedback
	none
	4.68%
	none
	7.27%



	PBC controller
	Rimax = 5, Kvmax = 0.01
	3.98%
	Rimax = 4, Kvmax = 0.1
	2.73%



	PBC controller with the full-state Luenberger observer
	Rimax = 2, Kvmax = 0.1,

l1 = 1, l2 = 1, l3 = 0.5
	3.0%
	Rimax = 13, Kvmax = 0.25,

l1 = 1, l2 = 1, l3 = 0.5
	2.20%



	PBC controller with the linear Kalman filter
	Rimax = 7, Kvmax = 0.01
	2.77%
	not used
	not checked
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