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Abstract: Brain tumor detection and its analysis are essential in medical diagnosis. The proposed
work focuses on segmenting abnormality of axial brain MR DICOM slices, as this format holds
the advantage of conserving extensive metadata. The axial slices presume the left and right part
of the brain is symmetric by a Line of Symmetry (LOS). A semi-automated system is designed to
mine normal and abnormal structures from each brain MR slice in a DICOM study. In this work,
Fuzzy clustering (FC) is applied to the DICOM slices to extract various clusters for different k. Then,
the best-segmented image that has high inter-class rigidity is obtained using the silhouette fitness
function. The clustered boundaries of the tissue classes further enhanced by morphological operations.
The FC technique is hybridized with the standard image post-processing techniques such as marker
controlled watershed segmentation (MCW), region growing (RG), and distance regularized level sets
(DRLS). This procedure is implemented on renowned BRATS challenge dataset of different modalities
and a clinical dataset containing axial T2 weighted MR images of a patient. The sequential analysis of
the slices is performed using the metadata information present in the DICOM header. The validation
of the segmentation procedures against the ground truth images authorizes that the segmented objects
of DRLS through FC enhanced brain images attain maximum scores of Jaccard and Dice similarity
coefficients. The average Jaccard and dice scores for segmenting tumor part for ten patient studies of
the BRATS dataset are 0.79 and 0.88, also for the clinical study 0.78 and 0.86, respectively. Finally, 3D
visualization and tumor volume estimation are done using accessible DICOM information.

Keywords: MR brain segmentation; fuzzy clustering; object extraction; silhouette analysis; DICOM
processing; 3D modeling
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1. Introduction

Brain tumor detection is crucial in medical diagnosis as it provides adequate information about
anomalies present in the tissues. This information is necessary to understand the prognosis of the
disease and also for treatment planning [1]. Magnetic Resonance Imaging (MRI) procedures help to
sense the irregularities of human bodies in three dimensions, non-invasively. In particular, various
segmentation techniques are applied to MR brain images by radiographers to identify the extent of
abnormality present [2,3]. Recently, many Computer-Aided Detection (CAD) methods are employed
for brain tumor detection [4–6]. Subsequently, radiologists anticipate that usage of CAD schemes over
brain MR images can advance the diagnostic capabilities with their collaborative effects [7,8].

The Digital Imaging and Communications in Medicine (DICOM) standard image format delivers
increased diagnostic relevance. DICOM-compliant MR imaging devices adhere to a specific protocol
for archiving and communication of digital medical images. DICOM (.dcm) files afford metadata
information such as patient study, equipment settings, and image characteristics-modality, size,
bit depth, and dimensions. The DICOM header object is organized as a standard series of tags.
These tags are categorized as groups such as image pixel, the image plane, MR/CT Image, and patient
information [9,10].

The size of this header differs depending on data elements in each group. For, eg: the image
plane module contains various vital parameters, which include image position, slice location,
and pixel spacing. From these parameters, the spatial relationship between the slices is computed.
DICOM facilitates to create private tags that define data elements accessed within the application
created. Various imaging modalities stores digital images in DICOM format, which provides better
volume of metadata compared to other formats. DICOM provides harmonization through which the
patient under study is wholly analyzed and it also compatible with many commercial toolkits.

The patient dataset is inherently acquired by DICOM-compliant devices. Many methods had
been proposed by researchers to segment desired features from the digital images. Intensity-based
segmentation methods rely on fixing thresholds and are easier to implement [11]. However, due to
high-intensity variations of MR images, the methods yield poor performance and lacks in piecewise
continuity. Clustering techniques are standard iterative algorithms that is based on the minimization
of an objective function. It considers the pixel intensity values for precisely classifying the image
pixels. The extraction of cells or tissues based on morphology, clustering algorithms are used
extensively. Many algorithms existing in the literature have the objective to yield better segmentation.
With the K-means clustering algorithm [12], a large set of structures is distributed into disjoint and
homogeneous clusters. Dhanachandra has attempted image segmentation using a hybrid combination
of K-means clustering and the Subtractive Clustering Algorithm [13]. Abdel-Maksoud attempted a
combined approach of K-means and Fuzzy C-means clustering technique for brain tumor detection [14].
Kim proposed quantization of full/partial (thickness) tear of rotator cuff tendon using Fuzzy C-Means
based classification [15]. Dehariya proposed the segmentation of images using Fuzzy K-means
clustering [16]. Gasch implemented Fuzzy k-means clustering as an analytical tool for mining
biological perceptions from yeast gene-expression data [17]. Even clustering techniques perform faster
computation, a wrong choice of k may produce inaccurate results.

Markov random fields (MRFs) benefit more straightforward implementation by encoding spatial
data which expresses a set of parameters for specifying tumor voxels [18,19]. This method is very
robust for MR images and their performance entirely depends on spatial constraints and hence not
suitable for heterogeneous tissue classes. Statistical pattern recognition based methods also known
as atlas-based segmentation methods, are effective only for bi-level segmentation. These approaches
require healthier brain atlas that is modified significantly to accommodate the tumor part which
may lead to poor results. Hybrid methods utilize the advantage of many models which is used in
numerous applications by integrating different models within a system to enhance segmentation
accuracy. Fuzzy clustering exhibits excellent performance on images containing homogeneous and



Electronics 2020, 9, 475 3 of 23

heterogeneous tissue classes [20]. However, fuzzy clustering produces better results by choosing the
proper selection of the number of clusters ‘k’.

In the literature, to assess the number of clusters, a metric-based method called silhouette score is
used. It evaluates the number of clusters based on their proximity. The silhouette score is interpreted
as excellent, moderate, weak and bad splits based on cluster selection. Lleti had attempted to optimize
the silhouettes using a genetic algorithm in choosing variables for the K-means cluster examination [21].
Muca determined the optimal number of clusters based on the silhouette index for the K-means
algorithm [22]. Robust segmentation based on the finest silhouette scores is performed on a set of
DICOM slice sequences that assists in the segregation of abnormal portions from the brain tissue.

Numerous approaches have been proposed for the detection of various objects of interest
after segmentation is performed. Zeng proposed K-means with a hybrid active contour model to
generate an initial segmentation for segmenting thick-vessels in liver images [23]. Koulountzios
developed a simple pipeline for segmenting the whole thoracic aorta into contours such as arch,
descending, and ascending aorta from MR DICOM files containing thoracic region [24]. Nekooeimehr
proposed a method for tracking and segmenting organ contours using k-means clustering with prior
information [25]. Wang has attempted contour refinement using an active contour model to segregate
candidate cavernoma sections from brain MR slices [26]. An improved performance utilizing local and
global image information for contour detection into a hierarchical region tree [27]. Essadike suggested
Van der Lugt correlator-based initial contour to assist an active contour model in extracting tumor
boundaries [28].

Morphology is a broad set of non-linear operations that process images that rely on shape and texture
classification [29,30]. Ali attempted the K-Means Clustering technique for accounting pixel intensities
and locations [31]. The author had applied to dilate and erode morphological operations to abstract the
tumor part from the brain tumors, which also aided to eliminate small isolated points. Deng employed
morphological operators to enhance the extracted ulcer area from ocular staining images [32].

A comparative investigation between the mined region of interest (ROI) and master segmented
(Ground Truth) images is carried out with the well-known image similarity measures [33,34]. The Jaccard
and Dice coefficients are calculated to validate the segmentation performed on each slice against their
corresponding ground truth object. Modeling 3D view of a patient study requires resampling and
image interpolation methods [35] to align the abnormal intensities in the spatial domain geometrically.

The key contributions of this work are summarized as follows:

• This research study uses the advantage of fuzzy clustering (for image enhancement) hybridized
with Distance Regularized Level Set technique to effectively mine the region of interest form the
brain slices.

• In this work, for each brain slice we have utilized the attributes of DICOM standards such as Image
position patient, Pixel spacing and Image orientation patient, which is essential for generating the
3D model of brain structures and volumetric analysis.

• For image enhancement in identifying the objects of interest, fuzzy clustering is employed through
proper selection of the number of clusters ‘k’ validated using the silhouette metric. The appropriate
k is chosen based on the silhouette metric among the number of clusters (k) ranging from 2 to 9.

• The proposed work is initially tested on the brain MR series of BRATS dataset for anomaly
extraction; its segmentation quality is assessed with image quality, similarity and statistical
measures. The average dice scores over ten patient studies for tumor segmentation has given
promising results. Further, the procedure is also tested on the clinical MR brain series and
validated against expert ground truth.

In this work, the proposed tool is implemented using python open-source language. The proposed
methodology is described in Section 2. The obtained results and their relevant findings are demonstrated
in Section 3. The conclusions and future scope are discussed in Section 4. A brief video describing the
proposed method, its key contributions’ and results, is provided in the Supplementary Materials.
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2. Materials and Methods

Two different brain slice datasets were used in this work. Firstly, the real-world clinical dataset,
which comprises 22 brain slices (axial T2 MR DICOM slices), obtained from the Proscans Diagnostics
Centre (Chennai, India). Secondly, the benchmark BRATS dataset was used for evaluating the
performance of the proposed model. Further, in this work, the BRATS dataset comprised of ten patients
and around 200 brain slices were acquired from each patient. This section specifies that the proposed
approach was deployed to segment and analyze the axial MR DICOM slices. Initially, the DICOM
slices are subjected to pre-processing. The segmentation of preprocessed DICOM slices is subjected to
fuzzy clustering for image enhancement. In order to select the best clusters, the silhouette metric is
employed. The enhancement of extracted structures is carried out using morphological operations.
Finally the ROI is extracted using image post-processing procedures such as MCW, RG, and DRLS,
and the extracted tumor is validated using similarity measures. The complete architecture is shown in
Figure 1. Also volumetric quantification of tumor and 3D visualization is generated from the slices
involved in the real-time clinical study. The decision making capability of the proposed approach is
tested and validated using 2D slices of the considered image dataset.
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Figure 1. The Architecture of the Proposed Hybrid Model.

2.1. Pre-Processing

The considered slices are presented to the system as (.dcm) files. Rescale correction is performed on
all the slices which provide a 512*512 pixel array for each image. The DICOM tags Rescale Intercept (RI)
and Rescale Slope (RS) postulates the linear transformation of pixels to their memory representation.
The Rescale Correction [36] of the slices is given by:

RC = I*RS + RI (1)

where RC is the rescaled units, I is the intensity value. In MR DICOM metadata, the attributes rescale
slope and rescale intercept are not available as tags. For the computational purpose, the tag values are
engaged as one and 1024, respectively. The available slice location header attribute in MR allows brain
slices to be added for processing sequentially.

Abnormality identification in the brain requires removal of the skull or non-brain tissues such as
dura, arachnoid, pia mater for effective extraction of ROI. The skull portions possess a low solidity area.
Solidity is the proportion of the contour area to its convex hull area. Regions having the least solidity
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are removed, leaving only the region occupied by the actual brain tissue. The slices which have high
solidity objects were retained after rescaling correction, thereby eliminating the non-brain matter.

2.2. Fuzzy Clustering Based Object Extraction from DICOM Slices

The fuzzy clustering (FC) technique is performed to extract the best segmentation in a feature
space containing varying cluster intensities and shapes. Fuzzy clustering classifies a set of data points
p1, p2, p3, . . . , pm of a DICOM slice into k (≤m) clusters, which minimizes the total distortion. Each data
point in the feature space has a degree of membership (aij) to its own cluster. The points closest to
cluster centroids has a higher degree compared to the points in the cluster edge. For a data point i
assigned to cluster j, gives ai j coefficient value for being in the jth cluster. The sum of ai j coefficient is
always 1. The fuzzy assisted clustering algorithm based on minimization of the following objective
function (Fw) concerning A (fuzzy k partition) and B (k set of clusters) and it is given by:

Fw(A, B) =
m∑

j=1

k∑
i=1

(
ai j

)w
d2

(
P j, Bi

)
; k ≤ m (2)

where, w(>1), is the weighting exponent acts as a control parameter for the fuzziness in ai j, P j is the jth

point in the feature vector of N-dimensional space, Bi being the centroid for cluster i, ai j is the degree
of membership of the pixel P j in cluster i, d2

(
P j, Bi

)
is the distance measure between P j and Bi, m and k

represent the number of data points and the number of clusters, respectively.
The degree of membership of all feature vectors is associated with the inverse of the distance to

the cluster center:

ai j =

[
1

d2(P j,Bi)

]1/w− 1

∑k
i=1

[
1

d2(P j,Bi)

]1/w− 1
(3)

The Euclidean distance measure is used to compute the degree of membership (aij) is given as:

d2
(
P j, Bi

)
=

(
P j − Bi

)T
I
(
P j − Bi

)
(4)

where I denotes the identity matrix. The new centroid positions are computed based on the mean of all
the points, weighted by its corresponding degree of membership (aij) to the cluster:

B̂i =

∑n
j=1

(
ai j

)w
P j∑n

j=1

(
ai j

)w (5)

Based on new centroid positions the updated degree of membership
(
âi j

)
, is computed according

to ai j shown in Equation (3). This process is repeated until the sum of distances of each point in the
slice to the centroid of the cluster is minimum, i.e., a termination criterion ‘∈’ is reached, which ensures
maximum accuracy. Other stopping criteria include no further improvement in the variance over some
iterations. The structures of the brain are segmented from the set of DICOM slices for a set of ‘k’ values
ranging from 2 to 9.

2.3. Selection of the Best (k) Using Silhouette Index

Fuzzy clustering renders the clustered image for the preferred number of clusters (k). However,
optimal ‘k’ should be chosen in order to place cluster labels within the centroid. In literature,
a well-balanced coefficient named silhouette score, presented by Rousseeuw [37], has shown higher
performance in finding optimal clusters. The silhouette score pertains to the deviation between the
within-class tightness and separation. Specifically, the silhouette value for a pixel in the slice pixel
array is given by,
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sil( j) =
b( j) − a( j)

max(a( j), b( j))
(6)

where, a( j) = 1/|Vi| − 1
∑

y∈Vi
d(x, y), be the mean distance of pixel point ‘x’ with other pixels (y) within

the cluster Vi and b( j) = min {1/Vi
∑

y∈Vi
d(x, y)}, be the average dissimilarity of a point ‘x’ to about

any cluster Vi of which chosen point ‘y’ is not associated with it.
The maximum value of s(j) reflects the optimal number of clusters. Correspondingly, the minimum

of b(j) is taken for computing s(j). If b(j) is larger, then the point is very far from its next neighboring
cluster. The squared Euclidean distance provides the distance metric d(x, y) between clusters for
computing the silhouettes.

K-means clustering with silhouette analysis is executed to find out the optimal ‘k’ ranging from
2 to 9.

Silhouette always lies between −1 to 1, and it is defined as:

sil( j) =


1− a( j)/b( j), i f a( j) < b( j)

0 , i f a( j) = b( j)

b( j)/a( j) − 1, i f a( j) > b( j)

(7)

If the silhouette values are approaching either +1 or −1, the pixel points are well clustered or
misclassified, respectively. If zero, the points could be assigned to another cluster also.

Further, to validate the segmented slices, the entire pixel array of each slice is considered, and the
average silhouette width is computed. The average silhouette width for every slice is calculated from
mean of all the distinct cluster silhouettes is given by:

Savg(si) =

∑n
i sil( j)

k
(8)

where, n denotes the number of clusters segmented. The Savg is used to find the best k for a slice si.
The silhouette coefficient (kbest,i) is defined as the maximum average silhouette width which is given by,

kbest,i = max
{
Savg(si)

}
(9)

The algorithmic steps of incorporating fuzzy clustering and silhouette metric to the set of DICOM
slices are illustrated in Algorithm 1.

Algorithm 1 Silhouette-enabled Fuzzy Clustering

1: Let S = {s1, s2, s3, . . . , sm} (Set of Dicom Slices)
2: P =

{
p1, p2, p3, . . . , pm

}
(Set of data points to be clustered)

3: Kr, r ∈ cluster_range [2:10]
4: kbest = Best K value of the clustered image
5: B = {b1, b2, b3, . . . , bk} (Set of cluster Centroids)
6: for each si ∈ S

for each k in Kr

for each pi ∈ P
Compute fuzzy Clustering by iteratively updating the degree of membership

(
âi j

)
and cluster

centroids B̂i
end

7: for every k in Si

8: Compute averagesilhouettewidth from individual cluster silhouettes (finding best k from r.)
9: end
10: Compute kbest,i = max(averagesilhouettewidth) (Calculate kbest for Slice i)
11: End
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2.4. Morphological Operations for Objects Enhancement

Image masking is used to specify the foreground, background, or probable background /foreground.
Contour masking separates the objects from the original images, and it is essential for further analysis.
It is eliminating the outliers such as air, from the actual brain slices. The fuzzy clustering process
discovers the best-segmented clusters. These clusters form a binary mask that overlaid on the actual
slices to acquire the respective contour intensities. Mutual information (I) is computed between the
contour mask with the corresponding slice for ensuring similarity [38,39]. The weighted contribution
(Wi) of the contour mask (CMi) to the original slice (Si) is calculated as:

Wi =
1

CMi
e−

Ii − Imin
Imax − Imin (10)

where Ii represents the mutual information between CMi and Si. Imax, Imin are the maximum and
minimum mutual information for the overall CMi. After the extraction of structures from the fuzzy
clustering process, the obtained binary mask of the chosen slices may be distorted due to noise
and texture. Mathematical morphology, a kind of contrast enhancement technique, assists selective
enhancement of the small diagnostic contour features that are overlaid on a composite background.
Hence, the binary mask representing the extracted structures is further practiced with non-linear
operations such as morphological erode and morphological dilate for removing the inadequacies
in order to retain the form and structure of the extracted objects. Erosion is a reverse process to
dilation-erosion strips pixel layer over the edges, contradictorily dilation augments pixel layer over
the edges.

Dilation adds pixels to the contour boundaries in the slices. The number of supplementary
pixels integrated into the mask image is subject to the shape and size of the structuring element.
Dilation process is done by:

CM⊕ SE = {z|(ŜE)z ∩ CM , ϕ} (11)

where CM is the set of pixels representing the binary mask, SE be the structuring element initially
reflected as ŜE then the reflected element is translated by z. This process enlarges the binary mask in
all directions not to miss any pixels, particularly at contour edges. Similarly, erosion is performed by:

CM	 SE =
{{

z
∣∣∣(SE)z ⊆ CM

}}
(12)

Stating that z confined in CM shifts the SE. Erosion removes pixels, thus sharpening the object
boundary. The number of pixels stripped is subject to the size of the SE. Erosion strips the connected
normal and abnormal contours, which aid in the effective extraction of ROI in the post-processing stages.

2.5. Tumor Quantization and Validation

The extracted objects possess high solidity ventricles and the tumor region. In order to extract the
ROI from the brain structures, image post-processing approaches are utilized to mine the ROI from the
extracted objects. After determining the abnormal regions, the size of the tumor is quantified based on
its area and perimeter.

The validation metrics are used to evaluate the spatial intersection of ground truth (GT) of the
clinical slices with the extracted ROI [40]. The performance of the segmentation procedure is validated
using similarity measures such as Dice, Jaccard, false positive (FPR), and false negative (FNR) rates.

These measures are mathematically conveyed as:

Jaccard
(
Igt, IROI

)
= (Igt ∩ IROI)/(Igt ∪ IROI) (13)

Dice
(
Igt, IROI

)
= 2(Igt ∩ IROI)/(Igt ∪ IROI) (14)

FPR
(
Igt, IROI

)
= (Igt/IROI)/(Igt ∪ IROI) (15)
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FNR
(
Igt, IROI

)
=

(
IROI/Igt

)
/(Igt ∪ IROI) (16)

where, Igt expresses to the ground truth (GT) and IROI points for the segmented image with the
proposed strategy. Other related works implemented on brain MRI can be found in [41–49].

2.6. Volume Assessment and 3D Modeling

The clinical slices considered in this work have the cubical stack format [SC ×W ×H], SC signifies
the number of slices (22), W, and H indicates the width and height of a slice [512 × 512] in pixels,
respectively. The slices are processed in DICOM format, which holds adequate slice information.
In DICOM metadata, it is identified that ‘slice thickness (ST)’ is 5 mm, ‘pixel spacing (PSx/PSy)’ is
(0.4492 mm/0.4492 mm) and ‘spacing between slices (SS)’ is 6.5 mm. The original stack [22 × 512 × 512]
migrated to a resampled stack [110 × 230 × 230] based on the spacing information presented in the
DICOM header. Resampling is achieved by cubic spline interpolation function. The tumor volume is
estimated as:

Volume = Tumor Voxels ∗Voxel size (17)

where tumor voxels are the number of voxels that contributes to tumor and voxel size is measured
based on pixel spacing and slice thickness.

Visualization of tumor voxels in the complete study is achieved by merging the tumor containing
slices to form a voxel mesh in all three anatomical planes. Further, this exemplifies an interconnected
set of triangular faces of tumor voxels [50].

3. Results and Discussions

This section illustrates the results achieved with the proposed procedure. Figure 2 demonstrates a
brief overview of the proposed procedure for brain MR examination. Initially, the DICOM slices of the
patient study are pre-processed with rescaling correction. Moreover, this creates the intensity of the
similar tissues in the study to confirm across the image slices. Then the non-brain tissues are stripped
from the brain matter, leaving the brain pixels, which contain the brain tissues. Figure 3 shows the
representative image of slice 12 before extraction (a) of brain tissue after removing (b) the non-brain
portions. This procedure avoids non-brain tissues to add unnecessary information, thereby enhancing
the efficacy of extracting the ROI. The combination of Fuzzy clustering with validated silhouette index
(as the criterion for choosing best k) discovers the precise number of clusters from the slices. Figure 4
shows the extracted objects of Slice-14 and its corresponding mask image for ‘k’ clusters (k ranges from
2 to 9).

Table 1 shows the silhouette scores Savg for the considered slices for the chosen k values. A more
substantial silhouette value gives a high split over the data points. For slice10 in Table 1, the optimal
k is elected as two, since Savg(si) holds the maximum value 0.45571. Similarly, the optimal kbest,i is
selected from the range of slices (Slice11-Slice14) based on the average silhouette width.

Table 1. Silhouette scores for Slices (10–14).

Slices k = 2 k = 3 k = 4 k = 5 k = 6 k = 7 k = 8 k = 9

Slice 10 0.45571 0.37847 0.3974 0.40063 0.40432 0.40568 0.411 0.35408
Slice 11 0.42842 0.41451 0.44141 0.43435 0.43878 0.4262 0.43644 0.43349
Slice 12 0.44109 0.45273 0.4498 0.46001 0.47158 0.4616 0.46032 0.46397
Slice 13 0.47107 0.50479 0.51933 0.50445 0.51069 0.50843 0.50041 0.43237
Slice 14 0.48988 0.53767 0.54796 0.55355 0.58523 0.53146 0.52066 0.52847

The maximum silhouette score (kbest,i) obtained for the cluster range are highlighted in bold.

In slice14 the maximum Savg(s14) = 0.58523 when k is six, but a minimum value resulted when k is
two, (Savg(s14) = 0.48988). Further, this shows the loss of tumor information in Figure 4 when k is two,
and an optimal segmentation is obtained when k is six.
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Figure 5a shows the graph with silhouette scores versus the number of clusters ‘k’ for a
representative sample image ‘slice14.dcm’. The average silhouette width for the slices, which are more
than 0.48, confirms a good split for all k clusters. As shown in the graph, a reasonable peak is obtained
when k = 6 and also possess a maximum value (Savg(s12) = 0.58523).

Figure 5b depicts the silhouette plot for slice14. The selection of an optimal k provides better
separation in feature space with more similar thickness and sizes. This increase in Savg(s14) is due to
the distinct separation from their neighboring clusters except for the background. The well-diversified
information is obtained from the slices since the proper selection silhouette index was made. From the
achieved outcomes, it is clear that silhouette analysis plays a significant role in the identification of
best-clustered objects. After FC, the pixels representing abnormalities are spatially identified and
segmented. The mask image is produced from the objects extracted from each slice, in order to
distinguish from outliers/ background. The mask image holds the pixel intensity values of abnormal
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and normal pixel intensities. The mask is applied to the corresponding slice for the extraction of
clustered intensities from the actual slices. The objects are further enhanced by morphological processes
by performing morphological open, dilate, erode and close operations in a sequential order to obtain
a smoother object boundary without speckles. The experimental results of Figure 3 confirms a
superior image enhancement step; as a result, it shows the best separation of objects obtained from
composite backgrounds.
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Each slice in the MR sequence is distinctly examined using the eminent state-of-art segmentation
methods such as watershed [51], Chan-Vese [52], and fuzzy clustering (FC). The image quality measures
obtained from these methods are portrayed in Table 2. From the segmented results of FC, it is perceived
that FC based segmentation offers distinct separation of objects and aids a better confidant for the
image post-processing stages.
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Further, for measuring the supremacy of the segmentation approaches, the well-known image quality 
measures [53] such as peak signal to noise ratio (PSNR), normalized cross-correlation (NCC), normalized 
absolute error (NAE) and structural similarity index (SSIM) are calculated and are presented in Table 3. From 
the table values, it is perceived that the FC method discovers the vital prominent structures and thus preserves 
the segmentation quality. Also, the average image quality measures attained through FC is superior compared 
to the other state-of-art approaches reflected in this work. 
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Slice 13 20.8065 0.4192 0.7121 0.7148 
Slice 14 21.7631 0.4031 0.7231 0.7219 
Average 21.28854 0.43468 0.71592 0.72818 
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Slice 10 24.0187 0.5102 0.6712 0.7083 
Slice 11 23.0823 0.5802 0.6328 0.7153 
Slice 12 22.0176 0.4979 0.6693 0.6983 
Slice 13 25.2131 0.5374 0.6501 0.7213 
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Average 23.46892 0.5307 0.65892 0.70582 

Fuzzy Clustering 

Slice 10 20.9234 0.4865 0.7091 0.6995 
Slice 11 28.6764 0.7681 0.4065 0.8204 
Slice 12 30.5289 0.7548 0.3773 0.8143 
Slice 13 32.3411 0.7917 0.3961 0.8968 
Slice 14 31.5401 0.7842 0.3843 0.8412 
Average 28.80198 0.71706 0.45466 0.81444 
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normalized absolute error (NAE) and structural similarity index (SSIM) are calculated and are presented
in Table 3. From the table values, it is perceived that the FC method discovers the vital prominent
structures and thus preserves the segmentation quality. Also, the average image quality measures
attained through FC is superior compared to the other state-of-art approaches reflected in this work.

Table 3. Image quality measures for segmentation methods.

Segmentation Slice PSNR NCC NAE SSIM

Watershed

Slice 10 21.3173 0.4923 0.6852 0.7955
Slice 11 19.8605 0.3846 0.7571 0.7095
Slice 12 22.6953 0.4742 0.7021 0.6992
Slice 13 20.8065 0.4192 0.7121 0.7148
Slice 14 21.7631 0.4031 0.7231 0.7219
Average 21.28854 0.43468 0.71592 0.72818

Chan-vese

Slice 10 24.0187 0.5102 0.6712 0.7083
Slice 11 23.0823 0.5802 0.6328 0.7153
Slice 12 22.0176 0.4979 0.6693 0.6983
Slice 13 25.2131 0.5374 0.6501 0.7213
Slice 14 23.0129 0.5278 0.6712 0.6859
Average 23.46892 0.5307 0.65892 0.70582

Fuzzy Clustering

Slice 10 20.9234 0.4865 0.7091 0.6995
Slice 11 28.6764 0.7681 0.4065 0.8204
Slice 12 30.5289 0.7548 0.3773 0.8143
Slice 13 32.3411 0.7917 0.3961 0.8968
Slice 14 31.5401 0.7842 0.3843 0.8412
Average 28.80198 0.71706 0.45466 0.81444

The proposed approach had been tested for its performance by validating it against the grand
challenge benchmark image dataset called the BRATS (size: 236 × 216 pixels). In this dataset, ten
patient studies of T2 and T1C modalities had been taken up for analysis, which contains axial brain MR
image series. The sample image series of patient studies and their corresponding GT that are obtained
are shown in Figure 6. The BRATs dataset that had been considered in the proposed research has a
number of advantages, few of those are–The desirable amount of 2D slices of a patient study can be
easily extracted from its skull stripped 3D brain MRI, modalities like Flair, T1, T1C, and T2 are easily
supported, contains ground truth images for all modalities offered by an expert member. Due to these
reasons that most researchers had adopted the BRATS images for testing their disease examination tool.
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For a comparative analysis in the post-processing stage, the ROI mining technique, marker
controlled watershed segmentation (MCW), Seed region growing (RG) and distance regularized level
sets (DRLS) are adopted and implemented to extract the anomalous section from the segmented objects
(shown in Figure 4). MCW is a well-known segmentation technique associated with marker controlled
morphological function and Sobel’s edge detection. This procedure detects ROI with the assistance of
priori provided whole alike image intensities [54].

In contrast to MCW, the level sets the implicit active contour models, uses gradient information of
the image, and thus naturally handles topological deviations by merging or splitting the contours [55].
The parameters for DRLS is assigned as follows; number of iterations = 100, scale parameter = 1.5,
potential function = single-well and timestamp = 5.

RG is an operator instigated semi-automated method, extensively used to extract the desired
(abnormal) structures from medical images [56]. RG requires a seed point (pixel position) to be
initialized somewhere within a contour or ROI. From the seed point, the RG procedure will start
mining the similar intensities of possible connected neighboring pixels accessible in the ROI.

The images chosen are initially subjected to FC for objects enhancement before applying the
post-processing. The image quality gets enhanced through the validated FC technique and provides an
ideal platform for the post-processing that is performed using MCW, RG, and DRLS. Figure 7 depicts
the brain abnormality segmentation results extracted from the 2D slices of T2 modality images through
FC assisted MCW, RG, and DRLS techniques. Correspondingly, results of segmented ROI from 2D
slices of T1C modality are shown in Figure 8.

The segmentation methods (MCW, RG, and DRLS) that had been implemented were assessed
for their performance by carrying out a comparative analysis that was executed between the ROI
and GT. The extracted ROI and GT were initially compared on T2 modality images, followed by
T1C modality images. The results obtained from these comparisons were recorded in Tables 4 and 5.
The recordings were made based on image similarity measures like Jaccard, Dice, FPR, and FNR.
Figure 9 shows the comparative analysis of assessed similarity measures of T2 and T1C weighted
images. The corresponding average scores of Tables 4 and 5 are depicted in the graph.

 
Figure 7. Segmentation results of BRATS T2 series. 
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Table 4. Image similarity measures for BRATS T2 MRI series.

Slice Jaccard Dice FPR FNR

FC+MCW

S100 0.8625 0.9201 0.00617 0.0487
S110 0.7623 0.8587 0.00126 0.1327
S120 0.7162 0.828 0.00427 0.1117
S130 0.7428 0.7048 0.002044 0.2123

FC+RG

S100 0.8914 0.9421 0.00796 0.0742
S110 0.7785 0.8691 0.00127 0.1566
S120 0.7189 0.8299 0.00144 0.1951
S130 0.7478 0.7868 0.00923 0.3995

FC+DRLS

S100 0.8958 0.9334 0.00288 0.083
S110 0.7939 0.9091 0.00119 0.179
S120 0.7427 0.8525 0.00176 0.1925
S130 0.7592 0.7951 0.00159 0.2636

Table 5. Image similarity measures for BRATS T1C MRI series.

Slice Jaccard Dice FPR FNR

FC+MCW

S100 0.6645 0.8284 0.0047 0.1904
S110 0.5154 0.9067 0.0064 0.1868
S120 0.6923 0.8643 0.0069 0.1628
S130 0.7187 0.8322 0.0061 0.1954

FC+RG

S100 0.7071 0.9123 0.0051 0.1962
S110 0.8293 0.8045 0.0058 0.1895
S120 0.761 0.8999 0.0052 0.1552
S130 0.7127 0.9034 0.0043 0.2001

FC+DRLS

S100 0.7628 0.8655 0.0054 0.2467
S110 0.8376 0.9116 0.0057 0.0994
S120 0.8187 0.9003 0.0059 0.1567
S130 0.7357 0.8477 0.0054 0.1886
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obtained from these comparisons were recorded in Tables 4 and 5. The recordings were made based on image 
similarity measures like Jaccard, Dice, FPR, and FNR. Figure 9 shows the comparative analysis of assessed 
similarity measures of T2 and T1C weighted images. The corresponding average scores of Tables 4 and 5 are 
depicted in the graph. 

Table 4. Image similarity measures for BRATS T2 MRI series. 
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Furthermore, the suggested procedure is attempted on clinical MRI brain study of a patient [57]. The 
patient study considered contains axial T2 MR DICOM slices. The DICOM slices between the ranges Slice-10 
to Slice-14 are considered in this approach for tumor analysis, as they hold enough tumor information. Slice15 
and above are excluded from the examination as it does not contain any tumor region. Initially, the considered 
series are enhanced using FC, then at the post-processing stage, the mining techniques MCW, RG, and DRLS 
are adopted. Figures 12a,b embody the slice number with an optimal k and the original (actual) middle slices. 
Figure 12c represents the ground truth provided by an expert member. Figures 12d–f signify the ROI extracted 
from the validated fuzzy clustering-assisted MCW, RG, and DRLS procedures. 

The validation of the FC-aided mining procedures against GT images is performed using well-known 
image similarity measures such as Dice, Jaccard, false-negative, and false-positive rates. These parameters stay 
as an aid to assess the efficacy of the segmentation procedure. 

From Table 6, it is observed that maximum similarity is attained between ROI and GT by the suggested 
FC+DRLS procedure shown on the Jaccard and Dice metric scores. FPR values indicate that typical pixels of 
the brain are misclassified as tumor pixels. Similarly FNR values depict pixels which contribute as tumor are 
misclassified as normal pixels of the brain. 
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Furthermore, the suggested procedure is attempted on clinical MRI brain study of a patient [57].
The patient study considered contains axial T2 MR DICOM slices. The DICOM slices between the
ranges Slice-10 to Slice-14 are considered in this approach for tumor analysis, as they hold enough
tumor information. Slice15 and above are excluded from the examination as it does not contain any
tumor region. Initially, the considered series are enhanced using FC, then at the post-processing stage,
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the mining techniques MCW, RG, and DRLS are adopted. Figure 12a,b embody the slice number with
an optimal k and the original (actual) middle slices. Figure 12c represents the ground truth provided by
an expert member. Figure 12d–f signify the ROI extracted from the validated fuzzy clustering-assisted
MCW, RG, and DRLS procedures.

 
Figure 12. Segmented results of the clinical dataset (middle slices only). 

The minimum values of FPR and FNR guarantee the efficiency of the FC+DRLS segmentation method 
against MCW and RG in the set of DICOM slices. Figure 13 shows the comparative analysis of assessed 
similarity measures using the average scores of the slices depicted in Table 6. Therefore it is evident that in the 
proposed approach, the FC+DRLS based segmentation technique produces superior results for the clinical 
study as well. 

Table 6. Image similarity measures for clinical T2 MRI series. 

 Slice Jaccard Dice FPR FNR 

FC+MCW 

S10 0.6932 0.7832 0.1027 0.0612 
S11 0.8223 0.8828 0.1075 0.0311 
S12 0.8185 0.8569 0.1579 0.0424 
S13 0.8137 0.8761 0.1683 0.0422 
S14 0.7314 0.8168 0.1544 0.1201 

FC+RG 

S10 0.7209 0.7767 0.1123 0.0723 
S11 0.8149 0.8934 0.1099 0.0793 
S12 0.7953 0.8491 0.1184 0.0683 
S13 0.8054 0.7962 0.1163 0.0923 
S14 0.7821 0.8021 0.1201 0.0876 

FC+DRLS 

S10 0.6874 0.7949 0.1336 0.0642 
S11 0.8104 0.8972 0.1253 0.032 
S12 0.8256 0.8625 0.1368 0.0296 
S13 0.8179 0.8879 0.1374 0.038 
S14 0.7555 0.8596 0.1164 0.0958 

Figure 12. Segmented results of the clinical dataset (middle slices only).

The validation of the FC-aided mining procedures against GT images is performed using
well-known image similarity measures such as Dice, Jaccard, false-negative, and false-positive rates.
These parameters stay as an aid to assess the efficacy of the segmentation procedure.

From Table 6, it is observed that maximum similarity is attained between ROI and GT by the
suggested FC+DRLS procedure shown on the Jaccard and Dice metric scores. FPR values indicate that
typical pixels of the brain are misclassified as tumor pixels. Similarly FNR values depict pixels which
contribute as tumor are misclassified as normal pixels of the brain.

Table 6. Image similarity measures for clinical T2 MRI series.

Slice Jaccard Dice FPR FNR

FC+MCW

S10 0.6932 0.7832 0.1027 0.0612
S11 0.8223 0.8828 0.1075 0.0311
S12 0.8185 0.8569 0.1579 0.0424
S13 0.8137 0.8761 0.1683 0.0422
S14 0.7314 0.8168 0.1544 0.1201

FC+RG

S10 0.7209 0.7767 0.1123 0.0723
S11 0.8149 0.8934 0.1099 0.0793
S12 0.7953 0.8491 0.1184 0.0683
S13 0.8054 0.7962 0.1163 0.0923
S14 0.7821 0.8021 0.1201 0.0876

FC+DRLS

S10 0.6874 0.7949 0.1336 0.0642
S11 0.8104 0.8972 0.1253 0.032
S12 0.8256 0.8625 0.1368 0.0296
S13 0.8179 0.8879 0.1374 0.038
S14 0.7555 0.8596 0.1164 0.0958
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The minimum values of FPR and FNR guarantee the efficiency of the FC+DRLS segmentation
method against MCW and RG in the set of DICOM slices. Figure 13 shows the comparative analysis
of assessed similarity measures using the average scores of the slices depicted in Table 6. Therefore
it is evident that in the proposed approach, the FC+DRLS based segmentation technique produces
superior results for the clinical study as well.

 
Figure 13. Average picture similarity measures of clinical study with expert’s ground Truth. 
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captured tumor information is clearly visible from slice10 to slice14. In Table 7, the parameters, area, and 
perimeter are calculated based on the tumor information extracted from the ROI. The parameters gradually 
increase up to slice13, which holds the maximum tumor part and then decreases. The overall study of a patient 
is determined from the entire DICOM slices. 

Table 7. Quantization features Area and Perimeter for best ‘K’. 

  

Figure 13. Average picture similarity measures of clinical study with expert’s ground Truth.

Further, the ROI (tumor) is extracted to acquire the geometrical properties such as area and
perimeter. The captured tumor information is clearly visible from slice10 to slice14. In Table 7,
the parameters, area, and perimeter are calculated based on the tumor information extracted from the
ROI. The parameters gradually increase up to slice13, which holds the maximum tumor part and then
decreases. The overall study of a patient is determined from the entire DICOM slices.

Table 7. Quantization features Area and Perimeter for best ‘K’.

Slices FC Enhancement ROI by DRLS Area Perimeter

Slice 10
(k = 2)

 

Slices FC Enhancement ROI by DRLS Area Perimeter 

Slice 10 
(k = 2) 

 

 
 

 

2268 192.5097 

Slice 11 
(k = 4) 

 

 
 

 

4842 324.60 

Slice 12 
(k = 6) 

 

 
 

 

6090 366.74 

Slice 13 
(k = 4) 

 

 
 

 

6091 375.90 

Slice 14 
(k = 6) 

 
 
 
 

 
 

 

6008 320.1680 

(a) (b) (c) (d) (e) 

The slices are reconstructed to a cubical stack based on in-stack position attribute of DICOM. The extracted 
objects of the clinical study undergo volumetric estimates and 3D reconstruction. Table 8 shows the volume of 
tumor calculated for DICOM and resampled stack. 

Tumor volume is calculated for the DICOM grid using the physical spacing metadata available in the 
DICOM header. The inter-slice resolution of the considered patient study is coarse, as the slice thickness is 5 
mm, which is considerably higher than the in-plane pixel size, i.e., 0.4492 mm. This anisotropic characteristic 
results in appalling issues for modeling 3D and image analysis. Thus resampling is often considered as a vital 
step to transform DICOM stack to an isotropic stack. In the resampled stack, the accuracy of integrating the 
contours of individual slices not degraded; also, it interpolates the z dimension with lower resolution and in-
plane dimensions with higher resolution. 

Table 8. Volume calculation of DICOM and Resampled stack. 

Stack No. of Voxels Voxel Size Volume(mm3) 
DICOM 21623 1.0089032 21,815.5 

Resampled 26911 0.9998 26,905.6 

 

Slices FC Enhancement ROI by DRLS Area Perimeter 

Slice 10 
(k = 2) 

 

 
 

 

2268 192.5097 

Slice 11 
(k = 4) 

 

 
 

 

4842 324.60 

Slice 12 
(k = 6) 

 

 
 

 

6090 366.74 

Slice 13 
(k = 4) 

 

 
 

 

6091 375.90 

Slice 14 
(k = 6) 

 
 
 
 

 
 

 

6008 320.1680 

(a) (b) (c) (d) (e) 

The slices are reconstructed to a cubical stack based on in-stack position attribute of DICOM. The extracted 
objects of the clinical study undergo volumetric estimates and 3D reconstruction. Table 8 shows the volume of 
tumor calculated for DICOM and resampled stack. 

Tumor volume is calculated for the DICOM grid using the physical spacing metadata available in the 
DICOM header. The inter-slice resolution of the considered patient study is coarse, as the slice thickness is 5 
mm, which is considerably higher than the in-plane pixel size, i.e., 0.4492 mm. This anisotropic characteristic 
results in appalling issues for modeling 3D and image analysis. Thus resampling is often considered as a vital 
step to transform DICOM stack to an isotropic stack. In the resampled stack, the accuracy of integrating the 
contours of individual slices not degraded; also, it interpolates the z dimension with lower resolution and in-
plane dimensions with higher resolution. 

Table 8. Volume calculation of DICOM and Resampled stack. 

Stack No. of Voxels Voxel Size Volume(mm3) 
DICOM 21623 1.0089032 21,815.5 

Resampled 26911 0.9998 26,905.6 

2268 192.5097

Slice 11
(k = 4)

 

Slices FC Enhancement ROI by DRLS Area Perimeter 

Slice 10 
(k = 2) 

 

 
 

 

2268 192.5097 

Slice 11 
(k = 4) 

 

 
 

 

4842 324.60 

Slice 12 
(k = 6) 

 

 
 

 

6090 366.74 

Slice 13 
(k = 4) 

 

 
 

 

6091 375.90 

Slice 14 
(k = 6) 

 
 
 
 

 
 

 

6008 320.1680 

(a) (b) (c) (d) (e) 

The slices are reconstructed to a cubical stack based on in-stack position attribute of DICOM. The extracted 
objects of the clinical study undergo volumetric estimates and 3D reconstruction. Table 8 shows the volume of 
tumor calculated for DICOM and resampled stack. 

Tumor volume is calculated for the DICOM grid using the physical spacing metadata available in the 
DICOM header. The inter-slice resolution of the considered patient study is coarse, as the slice thickness is 5 
mm, which is considerably higher than the in-plane pixel size, i.e., 0.4492 mm. This anisotropic characteristic 
results in appalling issues for modeling 3D and image analysis. Thus resampling is often considered as a vital 
step to transform DICOM stack to an isotropic stack. In the resampled stack, the accuracy of integrating the 
contours of individual slices not degraded; also, it interpolates the z dimension with lower resolution and in-
plane dimensions with higher resolution. 

Table 8. Volume calculation of DICOM and Resampled stack. 

Stack No. of Voxels Voxel Size Volume(mm3) 
DICOM 21623 1.0089032 21,815.5 

Resampled 26911 0.9998 26,905.6 

 

Slices FC Enhancement ROI by DRLS Area Perimeter 

Slice 10 
(k = 2) 

 

 
 

 

2268 192.5097 

Slice 11 
(k = 4) 

 

 
 

 

4842 324.60 

Slice 12 
(k = 6) 

 

 
 

 

6090 366.74 

Slice 13 
(k = 4) 

 

 
 

 

6091 375.90 

Slice 14 
(k = 6) 

 
 
 
 

 
 

 

6008 320.1680 

(a) (b) (c) (d) (e) 

The slices are reconstructed to a cubical stack based on in-stack position attribute of DICOM. The extracted 
objects of the clinical study undergo volumetric estimates and 3D reconstruction. Table 8 shows the volume of 
tumor calculated for DICOM and resampled stack. 

Tumor volume is calculated for the DICOM grid using the physical spacing metadata available in the 
DICOM header. The inter-slice resolution of the considered patient study is coarse, as the slice thickness is 5 
mm, which is considerably higher than the in-plane pixel size, i.e., 0.4492 mm. This anisotropic characteristic 
results in appalling issues for modeling 3D and image analysis. Thus resampling is often considered as a vital 
step to transform DICOM stack to an isotropic stack. In the resampled stack, the accuracy of integrating the 
contours of individual slices not degraded; also, it interpolates the z dimension with lower resolution and in-
plane dimensions with higher resolution. 

Table 8. Volume calculation of DICOM and Resampled stack. 

Stack No. of Voxels Voxel Size Volume(mm3) 
DICOM 21623 1.0089032 21,815.5 

Resampled 26911 0.9998 26,905.6 

4842 324.60

Slice 12
(k = 6)

 

Slices FC Enhancement ROI by DRLS Area Perimeter 

Slice 10 
(k = 2) 

 

 
 

 

2268 192.5097 

Slice 11 
(k = 4) 

 

 
 

 

4842 324.60 

Slice 12 
(k = 6) 

 

 
 

 

6090 366.74 

Slice 13 
(k = 4) 

 

 
 

 

6091 375.90 

Slice 14 
(k = 6) 

 
 
 
 

 
 

 

6008 320.1680 

(a) (b) (c) (d) (e) 

The slices are reconstructed to a cubical stack based on in-stack position attribute of DICOM. The extracted 
objects of the clinical study undergo volumetric estimates and 3D reconstruction. Table 8 shows the volume of 
tumor calculated for DICOM and resampled stack. 

Tumor volume is calculated for the DICOM grid using the physical spacing metadata available in the 
DICOM header. The inter-slice resolution of the considered patient study is coarse, as the slice thickness is 5 
mm, which is considerably higher than the in-plane pixel size, i.e., 0.4492 mm. This anisotropic characteristic 
results in appalling issues for modeling 3D and image analysis. Thus resampling is often considered as a vital 
step to transform DICOM stack to an isotropic stack. In the resampled stack, the accuracy of integrating the 
contours of individual slices not degraded; also, it interpolates the z dimension with lower resolution and in-
plane dimensions with higher resolution. 

Table 8. Volume calculation of DICOM and Resampled stack. 

Stack No. of Voxels Voxel Size Volume(mm3) 
DICOM 21623 1.0089032 21,815.5 

Resampled 26911 0.9998 26,905.6 

 

Slices FC Enhancement ROI by DRLS Area Perimeter 

Slice 10 
(k = 2) 

 

 
 

 

2268 192.5097 

Slice 11 
(k = 4) 

 

 
 

 

4842 324.60 

Slice 12 
(k = 6) 

 

 
 

 

6090 366.74 

Slice 13 
(k = 4) 

 

 
 

 

6091 375.90 

Slice 14 
(k = 6) 

 
 
 
 

 
 

 

6008 320.1680 

(a) (b) (c) (d) (e) 

The slices are reconstructed to a cubical stack based on in-stack position attribute of DICOM. The extracted 
objects of the clinical study undergo volumetric estimates and 3D reconstruction. Table 8 shows the volume of 
tumor calculated for DICOM and resampled stack. 

Tumor volume is calculated for the DICOM grid using the physical spacing metadata available in the 
DICOM header. The inter-slice resolution of the considered patient study is coarse, as the slice thickness is 5 
mm, which is considerably higher than the in-plane pixel size, i.e., 0.4492 mm. This anisotropic characteristic 
results in appalling issues for modeling 3D and image analysis. Thus resampling is often considered as a vital 
step to transform DICOM stack to an isotropic stack. In the resampled stack, the accuracy of integrating the 
contours of individual slices not degraded; also, it interpolates the z dimension with lower resolution and in-
plane dimensions with higher resolution. 

Table 8. Volume calculation of DICOM and Resampled stack. 

Stack No. of Voxels Voxel Size Volume(mm3) 
DICOM 21623 1.0089032 21,815.5 

Resampled 26911 0.9998 26,905.6 

6090 366.74

Slice 13
(k = 4)

 

Slices FC Enhancement ROI by DRLS Area Perimeter 

Slice 10 
(k = 2) 

 

 
 

 

2268 192.5097 

Slice 11 
(k = 4) 

 

 
 

 

4842 324.60 

Slice 12 
(k = 6) 

 

 
 

 

6090 366.74 

Slice 13 
(k = 4) 

 

 
 

 

6091 375.90 

Slice 14 
(k = 6) 

 
 
 
 

 
 

 

6008 320.1680 

(a) (b) (c) (d) (e) 

The slices are reconstructed to a cubical stack based on in-stack position attribute of DICOM. The extracted 
objects of the clinical study undergo volumetric estimates and 3D reconstruction. Table 8 shows the volume of 
tumor calculated for DICOM and resampled stack. 

Tumor volume is calculated for the DICOM grid using the physical spacing metadata available in the 
DICOM header. The inter-slice resolution of the considered patient study is coarse, as the slice thickness is 5 
mm, which is considerably higher than the in-plane pixel size, i.e., 0.4492 mm. This anisotropic characteristic 
results in appalling issues for modeling 3D and image analysis. Thus resampling is often considered as a vital 
step to transform DICOM stack to an isotropic stack. In the resampled stack, the accuracy of integrating the 
contours of individual slices not degraded; also, it interpolates the z dimension with lower resolution and in-
plane dimensions with higher resolution. 

Table 8. Volume calculation of DICOM and Resampled stack. 

Stack No. of Voxels Voxel Size Volume(mm3) 
DICOM 21623 1.0089032 21,815.5 

Resampled 26911 0.9998 26,905.6 

 
Figure 13. Average picture similarity measures of clinical study with expert’s ground Truth. 

Further, the ROI (tumor) is extracted to acquire the geometrical properties such as area and perimeter. The 
captured tumor information is clearly visible from slice10 to slice14. In Table 7, the parameters, area, and 
perimeter are calculated based on the tumor information extracted from the ROI. The parameters gradually 
increase up to slice13, which holds the maximum tumor part and then decreases. The overall study of a patient 
is determined from the entire DICOM slices. 

Table 7. Quantization features Area and Perimeter for best ‘K’. 

Slices FC Enhancement ROI by DRLS Area Perimeter 

Slice 10 
(k = 2) 

  

2268 192.5097 

Slice 11 
(k = 4) 

  

4842 324.60 

Slice 12 
(k = 6) 

  

6090 366.74 

Slice 13 

(k = 4) 
  

6091 375.90 

Slice 14 
(k = 6) 

  

6008 320.1680 

(a) (b) (c) (d) (e) 

The slices are reconstructed to a cubical stack based on in-stack position attribute of DICOM. The extracted 
objects of the clinical study undergo volumetric estimates and 3D reconstruction. Table 8 shows the volume of 
tumor calculated for DICOM and resampled stack. 

6091 375.90

Slice 14
(k = 6)

 

Slices FC Enhancement ROI by DRLS Area Perimeter 

Slice 10 
(k = 2) 

 

 
 

 

2268 192.5097 

Slice 11 
(k = 4) 

 

 
 

 

4842 324.60 

Slice 12 
(k = 6) 

 

 
 

 

6090 366.74 

Slice 13 
(k = 4) 

 

 
 

 

6091 375.90 

Slice 14 
(k = 6) 

 
 
 
 

 
 

 

6008 320.1680 

(a) (b) (c) (d) (e) 

The slices are reconstructed to a cubical stack based on in-stack position attribute of DICOM. The extracted 
objects of the clinical study undergo volumetric estimates and 3D reconstruction. Table 8 shows the volume of 
tumor calculated for DICOM and resampled stack. 

Tumor volume is calculated for the DICOM grid using the physical spacing metadata available in the 
DICOM header. The inter-slice resolution of the considered patient study is coarse, as the slice thickness is 5 
mm, which is considerably higher than the in-plane pixel size, i.e., 0.4492 mm. This anisotropic characteristic 
results in appalling issues for modeling 3D and image analysis. Thus resampling is often considered as a vital 
step to transform DICOM stack to an isotropic stack. In the resampled stack, the accuracy of integrating the 
contours of individual slices not degraded; also, it interpolates the z dimension with lower resolution and in-
plane dimensions with higher resolution. 

Table 8. Volume calculation of DICOM and Resampled stack. 

Stack No. of Voxels Voxel Size Volume(mm3) 
DICOM 21623 1.0089032 21,815.5 

Resampled 26911 0.9998 26,905.6 

 

Slices FC Enhancement ROI by DRLS Area Perimeter 

Slice 10 
(k = 2) 

 

 
 

 

2268 192.5097 

Slice 11 
(k = 4) 

 

 
 

 

4842 324.60 

Slice 12 
(k = 6) 

 

 
 

 

6090 366.74 

Slice 13 
(k = 4) 

 

 
 

 

6091 375.90 

Slice 14 
(k = 6) 

 
 
 
 

 
 

 

6008 320.1680 

(a) (b) (c) (d) (e) 

The slices are reconstructed to a cubical stack based on in-stack position attribute of DICOM. The extracted 
objects of the clinical study undergo volumetric estimates and 3D reconstruction. Table 8 shows the volume of 
tumor calculated for DICOM and resampled stack. 

Tumor volume is calculated for the DICOM grid using the physical spacing metadata available in the 
DICOM header. The inter-slice resolution of the considered patient study is coarse, as the slice thickness is 5 
mm, which is considerably higher than the in-plane pixel size, i.e., 0.4492 mm. This anisotropic characteristic 
results in appalling issues for modeling 3D and image analysis. Thus resampling is often considered as a vital 
step to transform DICOM stack to an isotropic stack. In the resampled stack, the accuracy of integrating the 
contours of individual slices not degraded; also, it interpolates the z dimension with lower resolution and in-
plane dimensions with higher resolution. 

Table 8. Volume calculation of DICOM and Resampled stack. 

Stack No. of Voxels Voxel Size Volume(mm3) 
DICOM 21623 1.0089032 21,815.5 

Resampled 26911 0.9998 26,905.6 

6008 320.1680

(a) (b) (c) (d) (e)



Electronics 2020, 9, 475 18 of 23

The slices are reconstructed to a cubical stack based on in-stack position attribute of DICOM.
The extracted objects of the clinical study undergo volumetric estimates and 3D reconstruction. Table 8
shows the volume of tumor calculated for DICOM and resampled stack.

Table 8. Volume calculation of DICOM and Resampled stack.

Stack No. of Voxels Voxel Size Volume (mm3)

DICOM 21623 1.0089032 21,815.5
Resampled 26911 0.9998 26,905.6

Tumor volume is calculated for the DICOM grid using the physical spacing metadata available
in the DICOM header. The inter-slice resolution of the considered patient study is coarse, as the
slice thickness is 5 mm, which is considerably higher than the in-plane pixel size, i.e., 0.4492 mm.
This anisotropic characteristic results in appalling issues for modeling 3D and image analysis. Thus
resampling is often considered as a vital step to transform DICOM stack to an isotropic stack. In the
resampled stack, the accuracy of integrating the contours of individual slices not degraded; also, it
interpolates the z dimension with lower resolution and in-plane dimensions with higher resolution.

Figure 14 shows the 3D models of DICOM and resampled grid for the patient study. The three
anatomical planes are used, and their dimensions are set in mm. For the DICOM grid in Figure 14a, it
is observed that the dimensions [X × Y × Z] are set as [512 × 512 × 22]. Similarly, the resampled grid in
Figure 14b the dimensions are viewed as [230 × 230 × 110]. The model permits to visualize the object
interactively in all the three directions specified.

Figure 14 shows the 3D models of DICOM and resampled grid for the patient study. The three anatomical 
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From Figure 14a,b, it is clear that the resampled grid offers a smoother surface than the DICOM
grid. Resampled grid offers a smoother iso-surface and better 3D visualization.
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The proposed work had been validated against various modalities of the BRATS dataset and
clinical slices. The performance progression is carried out at each stage of the suggested segmentation
procedure. The fuzzy clustering technique had given prominent results in the enhancement phase
that aids in effective extraction in post-processing stages. The proposed work had considered two to
nine classes (k) that were applied on each slice of the patient under study for ascertaining the most
prominent k that could yield the best segmentation. The silhouette score is taken as validation metric
results in the optimal enhancement of slices since it considers the kbest,i measure for making up the
number of required classes. This validated clustering process helps in minimizing the loss of tumor
intensities over the patient study. Also, a comparative segmentation analysis had been carried out
against Chan-Vese and watershed algorithms for ensuring the segmentation quality of FC. To overcome
the computational complexity, the proposed work had considered k = 9 as the upper limit for the
number of clusters. For DRLS post-processing, imparting single well potential function and Gaussian
kernel value as 1.5 had yielded better extraction of tumor part than RG and MCW techniques. In the
future, the proposed procedure can be pondered on brain slices containing diffused boundaries and
other image modalities in addition to magnetic resonance angiograms (MRA).

4. Conclusions

In this work, a hybrid procedure is implemented, which uses fuzzy clustering with silhouette
analysis followed by MCW, RG, and DRLS procedures. Moreover, this proposed method applied to
the entire slices of abnormal patient studies obtained from the BRATS challenge and the Proscans
Diagnostics Centre. This investigation delivered better segmentation of the regions where the
concentration of tumor was high. The best-segmented objects are obtained using clustering techniques
which are further evaluated by silhouette metrics. The tumor objects from the enhanced slices are
segmented based on MCW/RG/DRLS techniques. The quantification results of the mined anomalies
ensure the progression of counterpart tumors at different treatment stages. The clinical significance
of the proposed hybrid approach gives a better prognosis identification against the ground truth.
The use of python open source technologies in implementing the work can visualize, analyze and
interact with the slice data claim to be cost-effective. Hence, the proposed framework on MR DICOM
slices requires less user intervention in extracting tumor heterogeneity from typical brain structures.
Quantification and 3D modeling procedure help in finding a spatial identity and tumor concentration.
By knowing the size, shape and spatial location of the tumor, the process of treating the tumor might
be improved. The future work could include the implementation of advanced artificial intelligence
methodologies for early, efficient, and real-time diagnosis of malignant brain tumors [58–65].

Supplementary Materials: The video abstract can be found at the following link: https://drive.google.com/file/
d/1ddr0DxPNP1cX7aMC-dvSx12sQJ4fuH59/view?ts=5e452180. Video: An Efficient Hybrid Fuzzy-Clustering
Driven 3D-Modeling.
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