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Abstract: Radar mainlobe jamming has attracted considerable attention in the field of electronic
countermeasures. When the direction of arrival (DOA) of jamming is close to that of the target,
the conventional antijamming methods are ineffective. Generally, mainlobe antijamming method
based on blind source separation (BSS) can deteriorate the target direction estimation. Thus in
this paper, a high precision sparse reconstruction scheme for multiple radar mainlobe jammings is
proposed that does not suffer from failure or performance degradation inherent in the traditional
method. First, the mainlobe jamming signal and desired signal components are extracted by using the
joint approximation diagonalization of eigenmatrices (JADE) method. Then, oblique projection with
sparse Bayesian learning (OP-SBL) method is employed to reconstruct the target with high precision.
The proposed method is capable of suppressing at most three radar mainlobe jammers adaptively
and also obtain DOA estimation error less than 0.1◦. Simulation and experimental results confirm the
effectiveness of the proposed method.

Keywords: mainlobe jamming; jamming suppression; DOA estimation; oblique projection; sparse
Bayesian learning

1. Introduction

Radar systems detect the presence of targets in the background-environment and measure the
characteristics of the targets. The purpose of electronic counter-countermeasure (ECCM) is to protect
radar systems from electronic countermeasures (ECM) which is often provided by enhanced radar
system characteristics, operation and signal processing [1]. In ECM systems, jammings will mask low
radar cross-section (RCS) target echoes and degrade radar detection performance. In a conventional
phased array radar system, a uniform linear array (ULA) receives a target echo from a surveillance
area with the beams pointing towards the interested directions. Jamming signals introduced in the
mainlobe direction result in target returns being masked and prevent the weapon system from reaching
a launch solution [2,3]. To this end, ECCM is countering the enemy’s ECM to ensure success in the
intended mission. Therefore, methods need to be found to suppress mainlobe jamming for a practical
radar system. Particularly, the ECCM capability of radar has become a significant indicator of the
survivability of modern radar systems.

Mainlobe jamming scenario is illustrated in Figure 1. Various efficient approaches are applied to
interfere with the radar mainlobe. Jammings can impinge on the mainlobe or sidelobe of the beam at
different beam dwell times. For advanced phased array radar systems, traditional jamming suppression
mainly focuses on sidelobe jamming suppression. A variety of techniques can be employed to suppress
sidelobe jamming, such as sidelobe blanking, sidelobe cancellation, and ultra-low sidelobe techniques.
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For the mainlobe jamming, the method of using the blocking matrix processing (BMP) is proposed
in [4], but this method will reduce the effective degrees of freedom. The jamming suppression method
using eigenprojection matrix processing (EMP) [5] can suppress jamming without loss of freedom,
but such a method is also invalid when the jamming is close to the target echo in the arrival direction.
Moreover, the application of EMP is limited by the number of jammers. The performance is poor
in the case of multiple jammings and aggregation of jamming types. In [6], an adaptive algorithm
consisting of adaptive digital beamforming (ADBF) and mainlobe jamming canceller is proposed. This
method can suppress both the mainlobe and sidelobe jamming. However, these methods utilizing
the spatial sparsity of jamming have a common deficiency in the suppression of multiple mainlobe
jammings. For the polarization domain antijamming, it needs every element containing orthogonal
polarization channel [7]. However, this method increases the cost and complexity of a practical radar
system. The multiple-input–multiple-output (MIMO) radar system with frequency diversity array
(FDA) [8,9] was used to suppress mainlobe jamming. However, the FDA-MIMO radar system is limited
in practical engineering applications. In [10,11], adaptive sequential estimation was explored to resist
mainlobe jamming, however, which is invalid when the waveform of the jamming signal is unknown.
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Recently, the blind source separation (BSS) has a good performance on suppressing the mainlobe
jamming when the mathematical model fails to be established between the signal source and the sensor,
or the prior knowledge is unobtainable. The key idea of BSS is to separate the source signal of the
interested target for detection improvement according to the statistical independence of the source
signals [12]. When the separated channel of the real target signal is obtained, the antijamming process
can be realized.

Three different algorithms based on BSS have been applied to signal separation. The independent
component analysis (ICA) algorithm [13] is most widely used to minimize the dependence between
the individual signal components [14]. The output vector of principal component analysis (PCA) [15]
is obtained by singular value decomposition (SVD) which is used to whiten the input signals and
reduce the dimensionality. It has been proved that the PCA algorithm can be used to separate the
signals under orthogonal constraints. The key idea of entropy maximization (ME) [16] is to measure
the entropy of output information and to maximize the output entropy through iterative optimization.

Some BSS-based approaches have been adopted for mainlobe jamming suppression, a joint
approximation diagonalization of eigenmatrices (JADE) algorithm was proposed in [17], which contains
the preliminary source processing. However, such a method can suppress the jamming effectively
and fail to estimate the correct DOA of the target. The method in [18] has been addressed to obtain
the DOA estimation of a low RCS target for phased array radar. However, this method destroys the
spatial information of the target. BSS methods have been widely used in resisting multiple mainlobe
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jammings [19–21]. However, these approaches only employ BSS to separate the jamming signals and
target returns, which cannot derive the correct DOA of the target. A sparse signal recovery with
subarray configuration is capable of suppressing different kinds of jammings and estimating the DOA
of the target [22]. However, the accuracy of DOA estimation is not enough.

The main contributions of this work are highlighted as follows:
(1) In the mainlobe jamming suppression field, the key challenge lies in the DOA estimation of the

target after jamming suppression. Proposed methods in [4–6] can suppress one mainlobe jamming at
most in a practical radar system. To overcome this issue, we propose a method using a combination of
JADE and OP-SBL [23]. It is shown that using this method the DOA of the target in multiple jammings
can be estimated with high precision.

(2) According to the literature, research on BSS can effectively be performed on separating jamming
and interested signals. Unfortunately, the BSS method destroys the spatial information of the target.
On that basis, we present the OP-SBL method which can suppress the jammings and retain the spatial
information of the target dwell time.

(3) Multiple mainlobe jamming suppression capabilities become more important in modern
phased array radar systems. In this paper, we take advantage of the source sparse characteristics and
spatial adaptive processing. The new method can resist at most three mainlobe jammers and obtain a
high accuracy of DOA estimation.

In this paper, a high precision sparse reconstruction scheme for multiple radar mainlobe jammings
is proposed. The fourth-order cumulant matrix [24] can be adopted to estimate the steering vector as
the preprocessing of mainlobe jamming suppression. Oblique projection operator has been applied to
construct the sparse matrix in the next step with the estimated steering vectors. The SBL algorithm has
been used to solve the challenging problem of DOA estimation with high precision.

This paper is organized as follows. Section 2 introduces the impact of mainlobe jamming on target
detection. The steering vector estimation and sparse reconstruction based on the OP-SBL method are
proposed in Section 3. Section 4 offers the results of the simulation to prove the feasibility of the method
proposed by the paper, and experimental data collected from a practical radar system is applied to
analyze the performance of the suppression method. Finally, the conclusion is drawn in Section 5.

2. Problem Statement

Considering that multiple radar mainlobe jamming suppression and DOA estimation of the target
with high precision cannot be achieved simultaneously on a current practical radar model, we propose
the following model for analysis. We use a multiple radar mainlobe jammings model based on a
practical radar system, which is easy to access.

Suppose that there are P narrowband target signals and Q narrowband mainlobe jamming signals
with higher power located at the far-field. P and Q are assumed to know at the receiver. A ULA is
focused with M received antennas and d is the spacing between elements of the antenna array.

The target signals and jamming signals are statistically independent. The received signal of m-th
array element can be expressed as

xm(t) =
P∑

p=1

αT,psp(t) exp
[
− j(m− 1)

2πd
λ

sinθT,p

]

+

Q∑
q=1

αJ,q jq(t) exp
[
− j(m− 1)

2πd
λ

sinθJ,q

]
+ nm(t), m = 1, 2, . . . , M

(1)

where αT,p is the complex amplitude parameter accounting for the p-th target RCS, channel propagation
effects involved in the radar range equation, sp(t), p = 1, 2, · · · , P and jq(t), q = 1, 2, · · · , Q are target
signals and jamming signals, θT,p is the DOA of the p-th target signal, αJ,q and θJ,q are the complex
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amplitude parameter and the DOA of the q-th mainlobe jamming, nm(t) denotes the zero-mean additive
white Gaussian noise with variance σ2

m and λ is the operating wavelength.
The received signals are collected into a vector which can be expressed by

X(t) = ATST(t) + AJSJ(t) + N(t) = AhybridS(t) + N(t) (2)

where X(t) = [x1(t), x2(t), · · · , xM(t)]T denotes array received signal vector and [·]T denotes transpose,
AT = [a(θT,1), · · · , a(θT,P)] represents the steering vector of the target and

a
(
θT,p

)
=

[
−1,− j 2πd

λ sin
(
θT,p

)
, · · · ,− j(m− 1) 2πd

λ sin
(
θT,p

)]T
is the steering vector of the p-th target.

ST(t) = [αT,1s1(t), · · · ,αT,PsP(t)]
T stands for the target signal vector, AJ =

[
a
(
θJ,1

)
, · · · , a

(
θJ,Q

)]
represents the steering vector of the jamming, SJ(t) =

[
αJ,1 j1(t), · · · ,αJ,Q jQ(t)

]T
stands for the jamming

signal vector, Ahybrid is a M × (P + Q) dimensional hybrid matrix which can be represented as

Ahybrid = [AT, AJ], S(t) =
[
αT,1s1(t), · · · ,αT,PsP(t),αJ,1 j1(t), · · · ,αJ,Q jQ(t)

]T
is a P+Q dimensional

received signal vector denoted as S(t) =
[
ST(t), SJ(t)

]T
and N(t) denotes the Gaussian white

noise vector.

3. Methodology

In this section, a steering vector estimation method is proposed that relies on a diagonalized
fourth-order cumulant matrix to separate the target and jamming signals. Then, the OP-SBL method is
applied to construct the sparse reconstruction matrix and estimate the DOA of the target.

3.1. Steering Vector Estimation Based on Fourth-Order Cumulant Matrix

The JADE algorithm uses the fourth-order cumulant property of multi-dimensional data to separate
the independent signals and the eigenvalue decomposition of the fourth-order cumulant matrix is used
to estimate the hybrid matrix. The algorithm transforms the objective function maximization problem
into diagonalizing a set of fourth-order cumulant matrix eigenvalues. The joint diagonalization
approach improves the efficiency of our algorithm.

For the premise of the JADE algorithm to effectively separate the sources, we suppose that the
number of the sources is less than the number of receiving channels, i.e., (P + Q) ≤M, and the hybrid
matrix has a full column rank.

The basic flowing diagram of the algorithm is shown in Figure 2.
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Step 1: Sample the received signal X(t) in the time domain and it can be written as X(n) =

AhybridS(n) + N(n), where n is the discrete sample point.
Step 2: Whiten the received signal X(n):Z(n) = WX(n) where W is the whitening matrix.

The covariance matrix of the received signal can be written as

RX = E
[
X(n)XH(n)

]
(3)
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Perform eigenvalue decomposition on the received signal covariance matrix RX, RX = ΓΛΓH will
be obtained, while the covariance matrix of Z(n) should be an identity matrix by the whitening process.

I = RZ = E
[
Z(n)ZH(n)

]
= E

[
WX(n)XH(n)WH

]
= WRXWH = WΓΛΓHWH (4)

Denote a whitening matrix W = Λ−1/2ΓH, where Λ is the eigenvalue matrix and Γ is the
corresponding eigenvector matrix.

The signal after the whitening process can be written as

Z(n) = WX(n) = US(n) + WN(n) (5)

where the unitary matrix is denoted as U = WAhybrid.
Hence, the covariance matrix RZ can be written as

RZ= E
[
Z(n)ZH(n)

]
= E

[
(US(n) + WN(n))(US(n) + WN(n))H

]
= E

[
US(n)SH(n)UH + WN(n)NH(n)WH

] (6)

The amplitude of the source signals is represented by the column vector of the hybrid matrix and
we suppose there are K source signals. Hence, the source signals have a unit variance E

[
sk(n)sH

k (n)
]
= 1

for k = 1, · · · , K, the covariance matrix RZ can be rewritten as

RZ = UUH + σ2
NWIWH (7)

where σ2
N is the power of noise, ignore the effect of noise and (7) can be approximated as

RZ ≈ UUH (8)

According to (8), the unitary matrix U should be estimated for recovering source signals.
Step 3: Estimate unitary matrix
Let um be the m-th column of the unitary matrix U, hence um can be written as

um =
[

um1 um2 . . . umK
]T

(9)

Assume that Ω = umuT
m, the k-th raw and l-th column element of a matrix Ω can be written as

Ωkl = umkuml.

S(n) =
[
s1(n), · · · , sq(n), · · · , sK(n)

]T
(10)

where sq(n) is the q-th source of S(n).
The eigenmatrix and eigenvector can be obtained by eigendecomposition of fourth-order cumulant

matrix [QZ(Ω)]i j which can be written as

[QZ(Ω)]i j = UΣU
H

(11)

where Σ is the eigenmatrix of the fourth-order cumulant matrix. Then the unitary matrix U can be
obtained. The proof of the eigendecomposition of the fourth-order cumulant matrix is provided in
Appendix A.

Step 4: Achieve the estimation of the steering vector

Âhybrid = W−1U (12)

Accordingly, the estimation of the hybrid matrix Âhybrid can be dealing with the unitary matrix U.
The steering vector of target and jamming can be obtained by the estimated hybrid matrix.
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3.2. Sparse Reconstruction with Jamming Suppression Based on OP-SBL Algorithm

After hybrid matrix estimation, we can get Ŝ(n) from the source signals which consist of a target
signal’s estimation ŜT(n) and the jammings’ estimation ŜJ(n). Besides, the estimated hybrid matrix
Âhybrid is composed of the estimated steering vectors ÂT(θ) of the target and the estimated steering
vectors ÂJ(θ) of the jamming. Then, the oblique projection operator is applied to suppress the jamming.

Let us denote
Q , ÂT(θ)
H , ÂJ(θ)

(13)

The difference between the steering vectors of target and jammings can be obtained by pulse

compression. Denoting PQ = QQ+ is the projection matrix of Q, where Q+ = (QHQ)
−1

QH. P⊥Q =

I− PQ is the orthogonal projection matrix of Q. The oblique projection matrix EQH is the projection
operator from subspace H to Q, which is denoted as

EQH =
[

Q 0
][ QHQ QHH

HHQ HHH

]†[
QH

HH

]
= Q(QHP⊥HQ)

−1
QHP⊥H

(14)

where P⊥H = I−H
(
HHH

)−1
HH is the orthogonal projection operator and {·}† denotes the generalized

inverse of the matrix.
Hence, the oblique projection processing can be expressed as

Xob(n) = EQHX(n) (15)

The results after oblique projection processing are reconstructed to estimate the angular parameters
by the SBL method.

When the JADE algorithm is applied to obtain the steering vector and the estimated signal of the
target, the whitening characteristic is also affecting the recovery of the amplitude of the original signal.
Conventional methods fail to obtain the DOA information of the target. The energy of target will
also be weakened owing to the separation process. Therefore, it leads to a large error in the direction
estimation of the target by using the separated channel data for subsequent processing. The purpose
of oblique projection is to suppress the jamming energy and maximize the detection probability of
the target.

However, the unsuppressed jammings and noise are still contained in Xob(n). This part of the
signal can be regarded as noise uniformly. SBL is used to obtain target parameters that contain the
DOA of the target.

The residual noise is considered in the Xob(n) and the noise is denoted as V(n), (15) can be
rewritten as

Xob(n) = ÃT(θ)S̃T(n) + V(n) (16)

where ÃT(θ) stands for the steering vector of a recovered signal of the target, S̃T(n) represents the
estimation of real target echo.

Then, the SBL is performed to estimate the angular parameter of the target and an overcomplete
basis dictionary is represented as

Φ =
[
a(θ̃1), · · · , a(θ̃N)

]
(17)

where
{
θ̃n

}N

n=1
represents the samples of the spatial-temporal features, the sampling range is [−π/2,π/2]

and the sparse expression of the direction estimation can be obtained as

r(n) = Φω(n)+e(n) (18)
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where the steering vector corresponding to θ̃ is composed of the array manifold Φ andω represents
the sparse coefficient matrix. Assume that the angle of incidence is fixed during the entire observation
period. When θm of the m-th signal equals to the θ̃k, the k-th row elements of X is nonzero. Once
the nonzero position of X is determined, the DOA of the signal can be calculated from the position
corresponding to θ̃. This relation forms the basis of the sparse representation algorithm.

The objective function of the conventional sparse expression is written as

ωopt(λ) = argmin
ω

(
‖r−Φω‖22

)
+ λ‖ω‖1 (19)

where ‖·‖2 denotes the l2 norm, ‖·‖1 denotes the l1 norm and λ is the positive regularization parameter.
The sparse Bayesian learning central idea is based on the empirical Bayesian principle and

specifically converts the objective function of conventional sparse expression into the objective function
of sparse Bayesian expression.

ωopt(λ) = argmax
ω

p(ω|r) (20)

where p(ω
∣∣∣r) represents the posterior probability distribution ofω.

Assume that the observation noise is complex Gaussian white noise, the likelihood function of the
observation model can be expressed as

p(r|ω; σ2) =
(
2πσ2

)−ML/2
exp

− 1
2σ2

L∑
l=1

‖rl −Φωl‖
2
2

 (21)

where L represents the training number of the observation samples, rl is the l-th column sample of the r,
ωl is the sparse coefficient and σ2 is the variance of the noise. Each column of theω is assumed to follow
a zero-mean complex Gaussian distribution defined as ωl ∼ N(0,ψ), where 0 ∈ CM×1, ψ = diag(γ),
γ = [γ1, · · · ,γN]

T represents the variance of sparse coefficient in a different angle. Therefore, the prior
distribution about the sparse coefficient can be expressed as

p(ω;ψ) = π−NLψ−L exp

− L∑
l=1

ωH
l ψ
−1ωl

 (22)

According to the joint likelihood function and the prior distribution, the obtained posterior
probability distribution can be derived as

p
(
ω

∣∣∣r;ψ, σ2
)
=

p
(
r,ω;ψ, σ2

)∫
p(r,ω;ψ, σ2)dω

=
p
(
r
∣∣∣ω; σ2

)
p(ω;ψ)∫

p
(
r
∣∣∣ω; σ2

)
p(ω;ψ)dω

(23)

The problem of direction estimation can be solved when obtaining the nonzero elements in the
sparse coefficient. The variance represents the energy of the signal.

The method of expectation maximization (EM) is used to estimate the sparse coefficient and the
variance of the noise. The likelihood estimation is corrected by iterative updating.

Suppose that ψi and σ2
i are known, the posterior probability distribution of the sparse coefficient

calculated from the posterior probability density distribution can be represented as

p
(
ωi+1

∣∣∣r;ψi, σ
2
i

)
=

p
(
r
∣∣∣ωi+1; σ2

i

)
p(ωi+1;ψi)∫

p
(
r
∣∣∣ωi+1; σ2

i

)
p(ωi+1;ψi)dωi+1

=
∣∣∣πΣi+1

∣∣∣−NL
exp

{
−tr[(ωi+1 −Ui+1)

H
·Σ−1

i+1(ωi+1 −Ui+1)]
} (24)
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where Σi+1 is the covariance matrix in the i + 1-th step which is denoted as

Σi+1 = ψi −ψiΦ
H
(
σ2

i I + ΦψiΦ
H
)−1

Φψi (25)

Ui+1 is the average vector denoted as

Ui+1 = ψiΦ
H
(
σ2

i I + ΦψiΦ
H
)−1

r (26)

In the EM step, it is required to maximize the expectation in the case of obtaining the posterior
distribution. The following optimization objective function equation can be obtained.[

γi+1, σ2
i+1

]
= argmax

ψ,σ2
E
[
ln p

(
ωi+1

∣∣∣r;ψi, σ
2
i

)]
(27)

Employing the valuesγ andσ to update until the iteration stopping criterion ‖γi+1 − γi‖2/‖γi+1‖2 ≤

δ is satisfied.
γn,i+1 =

1
L
‖U(l)

n,i+1‖
2

2
+ Σn,i+1 (28)

σ2
i+1 =

1/L‖r−Φωi+1‖
2
2

M
+
σ2

i
∑N

n=1

(
1− Σn,i/γn,i

)
M

(29)

ω̃(n) corresponding to the DOA of the target can be obtained by the SBL algorithm.
The flowchart of the method is summarized as Figure 3. According to the statistical independence

between the source signals, they are separated by the JADE algorithm. The OP-SBL algorithm is used
to suppress the jamming and estimate the DOA of the target efficiently.
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4. Experimental Results

To assess the performance of the proposed method, we conduct computer simulations based on a
PC with Intel i5-8250u CPU and RAM 8 GB, employing MATLAB (version R2018a, 64 bit).

In this section, numerical simulation results and experimental data verification results are shown
to evaluate the effectiveness of jamming suppression and the accuracy of DOA estimation.

4.1. Simulation Study

Let us suppose a linear array which has 16 elements placed half a wavelength apart. The transmitted
signal is the pulsed LFM signal, with bandwidth 5 MHz, pulse width 30 µs, and sampling rate 10
MHz. The target comes from the azimuth angle of 0.2◦ and is located at 17.79 km. The noise in each
channel follows the additive white Gaussian noise. The 3 dB azimuth beamwidth is 6.33◦. The number
of spatial channels is 16. The initial phase of the target and jamming observe uniform distribution
U(−π,π).

Assume the barrage jamming signal in the mainlobe is a noise amplitude modulated signal. They
can be expressed as

jBA(t) =
[
αJ + χ(t− τJ)

]
exp

(
j2π f0(t− τJ) + jϕJ

)
(30)

where χ(t) is the amplitude modulation of the barrage jamming signals which is a wide-sense stationary
random process with Rayleigh distribution. τJ and ϕJ is the time delay and initial phase of the jamming.

Suppose that there is one target and one mainlobe jammer received from the far-field. The SNR of
the target is set at 5 dB and the JSR is set at 30 dB. The mainlobe jamming coming from 0.2◦ is assumed.
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Besides, the SNR of the target is defined as

SNR = 10 log10

α2
T

σ2
N

 (31)

JSR of the barrage jamming can be defined as

JSR = 10 log10

α2
J + χ2

α2
T

 (32)

The root mean square error (RMSE) is defined as

RMSEθ =

√√√√ D∑
d=1

P∑
p=1

(
θ̂p(d) − θp

)2
/PD (33)

where θ̂p(d) is the estimation of θp in the d-th trial and D is the number of the Monte Carlo simulation.
First, the time domain output result of the synthesis linear array beam is presented in Figure 4. It

can be seen from Figure 4 that the target is completely submerged in the jamming. The two channel
results after separation processing are given in Figure 5. The target and jamming are well separated by
the JADE algorithm. However, the amplitude information of the target has also been changed. DOA
estimation will be affected by the amplitude error.
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From Figure 6, the purple curve plots the result of the original signal after the matched filter. It is
shown the target is submerged in the jamming. The green curve plots the result of oblique projection
processing. As expected, the output of the target echo appears as peaks so that the target can be easily
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detected. It is found that the amplitude information of the target can be obtained successfully and
suppression of the jamming has been achieved. Therefore, the OP method can successfully achieve
high power barrage jamming suppression.
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The OP-SBL method is used to estimate the DOA of the target. As we can see from Figure 7,
the target locates at an azimuth angle of 0.2◦ which amplitude is over 20 dB. The estimated DOA of the
target is basically consistent with the simulation parameters.
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Figure 7. Sparse reconstruction of the target.

To further verify the validity of the proposed method in jamming suppression. Assume that the
jamming environment exists two barrage jammers as Figure 8 shows. The SNR of the target is 5 dB at
0.5◦ where it is located. The JSRs are 32 dB and 35 dB of the jammers, respectively. The angles are set at
−1.3◦ and 1.5◦. The angle between the target and the second jammer in azimuth is 1◦ which is 1/6 of
the mainlobe beamwidth.

As is shown in Figure 9, the accuracy of DOA estimation is compared under the condition of
different SNR input of the target. Compared with the proposed method, EMP, BSS-OMP-SC and the
method proposed in [22] about the DOA estimation of the target. It is obvious that the proposed
method illustrates the RMSE of our method less than 0.1◦ when SNR input of the target is higher than
−5 dB. The RMSE of target estimation by using the BSS-L1SVD-SC method is less than 0.1◦ when the
SNR input of the target is greater than 5 dB. EMP is unable to estimate the DOA of the target while
there are two mainlobe jammers. Specifically, the RMSE of the proposed method is lower than other
methods under high SNR.
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Figure 9. Accuracy of target’s direction of arrival (DOA) estimation.

Then, we analyze the performance of DOA estimation in every direction when the target is moving.
The jamming environment is shown in Figure 10. The target moved from −1.5◦ to 1.5◦ which is 1/2 of
the mainlobe beamwidth and the SNR input of the target is 5 dB. The JSRs of two barrage jammers
are 32 dB and 35 dB, respectively. The angles are set at −1.3◦ and 1.5◦. We use the RMSE to evaluate
the accuracy of DOA estimation of the target which is analyzed in Figure 11. All the results are the
statistical average of the 100 times of Monte Carlo simulation.
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Figure 11. The DOA estimation of the target.

As Figure 11 shows, the proposed method depicted by a blue line is compared with EMP,
BSS-L1SVD-SC and BSS-OMP-SC. Obviously, it can be seen the proposed method maintains a good
performance in DOA estimation while the other methods have failed when the angle between the
target and jamming decreases. The BSS-L1SVd-SC is applicable when the target moves around 0◦ and
the angle between target and jammer is over 1/4 mainlobe beamwidth. The proposed method can
successfully estimate the DOA of the target in two barrage jammers and the RMSE of the proposed
method is lower than other methods. Moreover, the RMSE of the proposed method keeps stable with
the angle between target and jamming decreasing.

We fix the target located at 0.5◦, prepare 20 experiments by using randomized locations for
jammers within the mainlobe beamwidth and repeat the performance analysis of DOA estimation.
The jammers’ locations are shown in Figure 12. All the results are the statistical average of the 100
times of Monte Carlo simulation.
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Figure 12. The randomized jamming environment.

As shown in Figure 13, the method in this paper is still effective and superior to other algorithms.
EMP method fails to estimate the DOA of the target while BSS-L1SVD-SC and BSS-OMP-SC have
a large error in DOA estimation when the jammer approaches to the target. We conclude that the
proposed method has the ability to resist strong mainlobe jammings.

In Figure 14, we compare the result of DOA estimation and SNR output of the target in a single
mainlobe jammer, two and three jammers. We can see in the case of a single jammer where it can
accurately estimate the DOA of the target, the target SNR output is stable at around 25.8 dB. Therefore,
the method we proposed has a good performance in DOA estimation for a single mainlobe jammer.
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Compared with a single jammer in the mainlobe, the DOA measurement precision of the target is
below 0.1◦ when there are two jammers. We assume that there is a third jammer near the target. When
the number of jamming is greater than or equal to three, the error of DOA estimation is below 0.15◦.
The SNR output of the target is still at a level that can be detected. As more jammers aim at the radar
mainlobe, the SNR output of the target decreases. It is proved that the number of jamming has a great
influence on the DOA estimation of the target. The method presented in this paper has a certain resist
effect on the mainlobe jamming within three.

4.2. Experimental Data Verification Results

In this section, experimental results will be employed to verify the performance of the proposed
method. The performance of the proposed method is compared with other traditional methods,
including EMP and BSS.

The real data is selected for the second experiment. The main system parameters have been listed
in Table 1. In this scenario, there is a mainlobe jammer and three targets. The mainlobe jamming is
digital radio-frequency memory (DRFM) jamming, which can be expressed by the following equation.

Table 1. Radar parameters.

Parameter Name Value

Radar center frequency 10 GHz
Signal bandwidth 2.5 GHz

Pulse duration 150 µs
Sampling frequency 3 MHz

Modulation form LFM

The DRFM jamming can be generated by DRFM and contains I subwaveform. The DRFM jamming
signal can be written by

jDRFM(t) =
I−1∑
i=0

p1

(
t− i

Tp

I

)
(34)

where Tp is the time-width of the signal, I is the number of pulse duplication and p1(t) can be written as

p1(t) = exp
(
j2π

(
f0(t− τJ) +

1
2
µ′(t− τJ)

2
))

(35)

where µ′ = Iµ is the chirp rate of the subwaveform, τJ is the time delay of the jamming. Different
from barrage jamming, DRFM jamming appear at periodic locations. Three targets marked by a
discontinuous red circle are considered in this test. The output of the pulse compression result is
shown in Figure 15a. As can be seen from Figure 15b–d, the mainlobe jammings have been suppressed
by the proposed method. The DOA of the target can be effectively estimated by the proposed method.

As Figure 16 shows, the detection of the target is unable to be accomplished and the target peaks
are also masked by the remainder jamming after the jamming suppression based on the BSS algorithm.
It can be found that the DOAs of jammers and targets exist simultaneously. In Figure 16b,d, the target
has been extracted from the jamming environment. The DOAs of the target are estimated and a better
DOA estimation can be obtained by the proposed method. However, the energy of the target located at
38◦ is weakened by the EMP method. The EMP suppresses both the jamming and target.
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where p
T  is the time-width of the signal, I  is the number of pulse duplication and 1

( )p t  can be 

written as 
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where Im m¢ =  is the chirp rate of the subwaveform, J
t  is the time delay of the jamming. Different 

from barrage jamming, DRFM jamming appear at periodic locations. Three targets marked by a 
discontinuous red circle are considered in this test. The output of the pulse compression result is 
shown in Figure 15a. As can be seen from Figure 15b–d, the mainlobe jammings have been 
suppressed by the proposed method. The DOA of the target can be effectively estimated by the 
proposed method. 
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Figure 15. Results of mainlobe jamming suppression: (a) raw data; (b) proposed method; (c) blind 
source separation (BSS); (d) eigenprojection matrix processing (EMP). 

Figure 15. Results of mainlobe jamming suppression: (a) raw data; (b) proposed method; (c) blind
source separation (BSS); (d) eigenprojection matrix processing (EMP).
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As is shown in Figure 17a, the target is masked by the noise jamming before the jamming
suppression. The results of pulse compression with the proposed method are shown in Figure 17b.
With the comparison, the results of jamming suppression through the method of EMP are shown in
Figure 17c. Distinctly, we plot the proposed method in Figure 17b which presents a better detection
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performance compared with the EMP method. The method proposed owns a high performance
compared with the amplitude of the reconstructed target.
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For further comparison, one azimuth data of the target is shown in Figure 18a,b. The peak-
sidelobe-level (PSL) after processing of the proposed method is analyzed. As expected, the PSL after
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the proposed method is about 8 dB lower than that after the EMP method. The comparison result
indicates that the method proposed by this paper achieves accurate DOA estimation.
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5. Conclusions

In the phased array radar, the array antenna collects echoes by forming multiple beams towards
multiple surveillance areas. When the mainlobe jamming affects the collected echoes, the target will be
masked completely by mainlobe jamming.

Aiming at the suppression of mainlobe jamming, a method using sparse reconstruction is proposed
in this paper. The preprocessing ability of the JADE algorithm is to separate the multichannel data
blindly and obtain the estimated hybrid matrix. The OP-SBL method is used to suppress the mainlobe
jamming and retain the spatial information of the target. With an estimated sparse matrix, the DOA
of the target can be obtained in high precision. The proposed method in this paper can accurately
estimate the target in the case of three mainlobe jammers. The DOA estimation error of the target is
less than 0.1◦, and the SNR output is above 18 dB. The results of the proposed method have a better
performance than the existing mainlobe antijamming methods.

Simulation results are presented to show the effectiveness of the method at performing the
assigned task of mainlobe jamming suppression. Real radar data processing also proved the rationality
of the proposed method quite well. It shows significant prospects for practical applications.
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Appendix A

Eigendecomposition of the fourth-order cumulant matrix.
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A fourth-order cumulant matrix denoted as QZ(Ω) is defined as

[QZ(Ω)]i j=
K∑

k,l=1

ΩklKi jkl(Z)

=
K∑

k,l=1

Ωklcum
(
Zi(n), Z j(n), Zk(n), Zl(n)

)
=

K∑
k=1

K∑
l=1

umkumlcum
(
Zi(n), Z j(n), Zk(n), Zl(n)

)
=

K∑
k=1

K∑
l=1

umkuml·cum

 K∑
c=1

ucisc(n),
K∑

d=1

udjsd(n),
K∑

e=1

uekse(n),
K∑

f=1

u f ls f (n)


=

K∑
k=1

K∑
l=1

K∑
c=1

K∑
d=1

K∑
e=1

K∑
f=1

umkuml·
[
uciudjueku f lcum

(
sc(n), sd(n), se(n), s f (n)

)]

(A1)

where Ωkl is the k-th row and l-th column element of Ω, Ki jkl(Z) is the fourth-order cumulant of the
source signal. Because the source signals are mutually independent if and only if c = d = e = f ,
cum

(
sc(n), sd(n), se(n), s f (n)

)
is not equal to zero. Hence, (A1) can be rewritten as

[QZ(Ω)]i j=
K∑
k

K∑
l

K∑
c

umkuml·
[
uciucjuckuclcum(sc(n), sc(n), sc(n), sc(n))

]
=

K∑
c=1

K∑
k=1

(umkuck)
K∑

l=1

(umlucl)
[
uciucjcum(sc(n), sc(n), sc(n), sc(n))

]
=

K∑
c=1

uT
mucuT

muc
[
uciucjcum(sc(n), sc(n), sc(n), sc(n))

]
(A2)

Because U is a unitary matrix, uT
muc = 1 holds if and only if c = m, hence [QZ(Ω)]i j can be

rewritten as
[QZ(Ω)]i j = umiumjcum(sc(n), sc(n), sc(n), sc(n)) (A3)

The eigenmatrix and eigenvector can be obtained by eigendecomposition of fourth-order cumulant
matrix [QZ(Ω)]i j which can be written as

[QZ(Ω)]i j = UΣU
H

(A4)

where Σ is the eigenmatrix of the fourth-order cumulant matrix. Then the unitary matrix U can
be obtained.
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