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Abstract

:

This paper presents an inverse kinematic controller using neural networks for trajectory controlling of a delta robot in real-time. The developed control scheme is purely data-driven and does not require prior knowledge of the delta robot kinematics. Moreover, it can adapt to the changes in the kinematics of the robot. For developing the controller, the kinematic model of the delta robot is estimated by using neural networks. Then, the trained neural networks are configured as a controller in the system. The parameters of the neural networks are updated while the robot follows a path to adaptively compensate for modeling uncertainties and external disturbances of the control system. One of the main contributions of this paper is to show that updating the parameters of neural networks offers a smaller tracking error in inverse kinematic control of a delta robot with consideration of joint backlash. Different simulations and experiments are conducted to verify the proposed controller. The results show that in the presence of external disturbance, the error in trajectory tracking is bounded, and the negative effect of joint backlash in trajectory tracking is reduced. The developed method provides a new approach to the inverse kinematic control of a delta robot.
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1. Introduction


The study of robot kinematics and dynamics is crucial for robot design, control, and simulation; however, kinematic and dynamic modeling can be computationally expensive and time consuming [1,2]. The kinematic model of a robot can be derived analytically based on the physics and structure of the robot. The mathematical process for computing the joint coordinates for a given set of end-effector coordinates is called inverse kinematics and involves solving a set of non-linear and complex equations [3].



Recent studies on neural networks and deep learning have proven that robotic control can benefit from this method, and neural networks can replace the complicated mathematical modeling of some systems [2,4,5,6]. Neural networks can learn from data. They can identify non-linearity between input and output data, which makes them good candidates for estimating the mathematical modeling of a system [7]. For instance, Yang et al. [8] successfully estimated the inverse kinematics of a redundant seven degree of freedom (DOF) manipulator based on a radial basis function neural network. In another study, Zhou et al. [9] developed a neural network method to estimate the kinematic pose from an image with prior knowledge of the geometric model of the object.



A delta robot is a parallel manipulator with three DOF in which the base platform of the robot is connected to a moving platform by three parallel identical kinematic chains, as shown in Figure 1. Each chain consists of an arm connected by a revolute joint to a four-bar parallelogram link. A rotary motor actuates the arm of the delta robot on the base platform. The four-bar parallelogram links restrict the movement of the moving platform along the three Cartesian axes without rotation [10,11,12,13,14,15].



Over the years, many controllers have been developed to control delta robots. Le and Kang [16] implemented an adaptive tracking controller for parallel robots. By utilizing a fully tuned radial basis function in the controller system, they aimed to compensate for the uncertainties in modeling a parallel robot and external disturbances in the control system. However, a dynamics model of the robot is required to develop the controller. Hernandez et al. [17] applied a Proportional-Derivative (PD) controller with a feed-forward artificial B-Spline neural network (BSNN). The main advantage of this controller is that it can work with little knowledge of the dynamics parameters of the robot. Xu and Li [18] estimated the forward kinematics of a parallel manipulator with neural networks. Neural networks are utilized as an observer to approximate the current position of the end-effector in the control algorithm. Uzunovic et al. [19] investigated the control of a parallel robot with neural networks-based inverse kinematics. They used the neural networks for kinematics estimation and converted the desired trajectory to the desired actuated joints angle. The estimated actuated joints angles were used as a reference input to the controller system. Mohammed and Li [20] proposed using neural networks to solve the optimization problem in kinematic control of the parallel Stewart platform. Zhang et al. [21] proposed a fuzzy control method for delta robot motion control in which the prior knowledge of the robot is not required.



The accuracy of controllers developed based on the mathematical models depends on the accuracy of these models and the sensors in the control loop [22]. However, the mathematical modeling of a robot can be different from the actual modeling after manufacturing and assembly or because of joint wear and backlash after long operation [19].



This project aims to design a control system that does not depend on the kinematic and dynamic modeling of the delta robot and can adapt to the changes in the system. To achieve this goal, first, the kinematics of the delta robot is estimated by using neural networks. Then, the neural networks are configured in our system as a controller to achieve optimal trajectory tracking. Our specific contributions include the following:




	
Development of a neural network model that learns the kinematics of a delta robot;



	
Demonstration of the effect of updating the parameters of neural networks in inverse kinematics control of a delta robot with consideration of joint backlash.








The remainder of this paper is organized as follows. Previous related work is presented in Section 2. Section 3 describes the architecture of the neural networks in order to approximate the kinematic modeling of the delta robot, and an overview of the configuration of the neural networks as a controller in the system is given. The simulation and experimental results of the proposed method for the different trajectories tracking are presented in Section 4, and the feasibility of the method is verified in the presence of external disturbance. Moreover, in Section 4.3, the developed method is compared with recently published algorithms. Finally, in Section 5, we present our conclusions and future work.




2. Related Work


In recent years, many studies have focused on using neural networks to solve the kinematics of robots [7,23,24,25]. These research studies intended to estimate the kinematics of different serial manipulators. Based on the studies, this method can be applied to any general serial manipulator. Moreover, reasonable accuracy can be achieved along any desired path. As an instance, Aggarwal et al. [23] used neural networks to find the inverse kinematics solution of a PUMA 560 robot. They reported the error percentage of   4.930  ,   7.292  , and   3.738   along the   X −  ,   Y −  , and   Z −   coordinates. In a different study, Almusawi et al. [25] showed that including the current position of the end-effector in the inverse kinematics estimation of a Denso VP6242 robot reduces the error percentage to less than   0.5   in Cartesian space.



Thus, it would be of interest to investigate if neural networks can be employed to approximate the kinematics of a parallel manipulator. Furthermore, it is still unclear how well this idea can be generalized to a system in the presence of disturbance and uncertainty. In addition, the capability of neural networks in reducing the negative impact of joints backlash in a system is still unknown.




3. Material and Methods


Radial Function Basis (RFB) and Multilayer Perceptron (MLP) are the two main neural networks used in robot model estimation. Despite the greater accuracy of the RFB in kinematics estimation, RFB is more computationally expensive [26]. Training an offline MLP neural network is more straightforward; however, the trained neural networks parameters cannot be adjusted after implementation onto the manipulator. Therefore, online training is needed in order to adjust to the changes in the robot model. [27].



3.1. Delta Robot Kinematics Estimation Using Neural Networks


In many applications, the robot moves on a predefined trajectory along sequential points. Including the current position of the robot in neural networks has beneficial outcomes in the estimation of joint angles to move to the next desired position [25]. To approximate the kinematic modeling of the delta robot, sufficient data for representing the workspace of the robot (a total of 2000 pairs of data) were collected based on randomly moving the arms, recording the joints, and moving platform positions. The neural network is trained with a Levenberg–Marquardt backpropagation, a popular curve-fitting algorithm. The inputs to the neural networks are the current position of the moving platform   P  [ k ]  =   [  X k  ,  Y k  ,  Z k  ]  T    together with the current angular position of each arm   θ  [ k ]  =   [  θ  1 k   ,  θ  2 k   ,  θ  3 k   ]  T    and the position of the moving platform at next time step   P  [ k + 1 ]  =   [  X  k + 1   ,  Y  k + 1   ,  Z  k + 1   ]  T   . The output of the neural networks is the estimated change in angular position of each arm   Δ  θ ^   [ k ]  =   [ Δ  θ 1  , Δ  θ 2  , Δ  θ 3  ]  T   . In other words, the neural networks predict the input to the delta robot in order to move the end-effector to the desired point. The output of the neural networks can be represented by Equation (1):


  Δ  θ ^   [ k ]  = f  ( P  [ k ]  , P  [ k + 1 ]  , θ  [ k ]  )   



(1)




where k represents the time step. The neural network model is trained to minimize the mean squared error of the neural network prediction versus the true data, as shown in Equation (2):


  J =  1 n   ∑  j = 1  n    ( Δ θ  [ j ]  − Δ  θ ^   [ j ]  )  2   



(2)




where   Δ θ   is the actual data, and   Δ  θ ^    is the neural networks output.



The grid search algorithm is used to find the optimum number of hidden layers and the neurons of the hidden layers and the activation function of the neural networks. While straightforward, this technique is relatively inefficient since many networks need to be trained before an acceptable one is found [28]. The neural networks parameters are selected based on having the lowest mean square error while keeping the training time less than a second to ensure real-time control is achievable. The grid search algorithm is performed in two steps. First, the search algorithm takes the below parameters as inputs:




	
Number of hidden layers: [1, 2, 3];



	
Number of neurons in each layer:   [ 1 , 2 , 4 , 8 , 16 , 32 , 64 , 128 ]  ;



	
Activation functions: {Sigmoid, Hyperbolic tangent, Softmax, Linear}.








A total of 20 networks were trained for each combination of inputs in the grid search. The neural networks are trained in the Matlab environment using a deep learning Toolbox. The average of neural networks mean square error and the average of neural network training time for each combination are calculated. A neural network with three hidden layers of 8, 16, and 16 neurons, with sigmoid as an activation function, provides the lowest mean square error with minimum training time, where the mean square error is   0.7007   and the time of training is   0.5497   s.



For the second step, a fine search around the selected number of neurons in each layer is conducted. In this case, a neural network (Figure 2) with an input layer of 9 neurons, three hidden layers of 8, 20, and 15 neurons respectively, with sigmoid as an activation function, and an output layer of 3 linear neurons is selected. The mean square error is   0.5658  , and the time of training is   0.6893   seconds.




3.2. Structure of Control System


The trained neural network is then implemented to predict the actuated joint angles of the robot in real-time. As shown in Figure 3, the block diagram of the robot trajectory tracking control consists of a trained neural network block, an online neural network training block, a driving unit, and the robot. The input to the neural network is the desired trajectory and the feedback of the current active joint angles and the current position of the moving platform. Take into account that the desired trajectory is acting as the future position input for the neural network. In the online neural network training block, while the robot is working, at each time step, the angular position of the arms and the moving platform position are sampled online. As a new data point is sampled, it is inserted in the initial 2000 data sets collected for neural network training. Adding more data points increases the size of the training set; thus, the time of training increases as well. Hence, it is necessary to remove another data point from the initial data set. Adding and removing data points in the data set can result in a biased training set for the neural network. To prevent this, the initial data set, which represents the delta robot workspace, is divided into several segments. As a new data point is sampled, based on the current position of the end-effector (or the first three features of the data point), the new sampled data point is inserted in the corresponding segment, and we randomly deleted another data point from that segment. After collecting ten new data points, the neural network will be retrained, and the neural network weights and biases in the trained neural network block are updated.



We divided the workspace of the delta robot into nine segments (Figure 4). The workspace is split using the three symmetry planes of the workspace and two equally spaced planes in   Z −   direction. Dividing the workspace into very small segments increases the processing time of data replacement.



To accelerate the retraining process, the initial weights and biases in the neural network training will be set to the previous weights and biases; therefore, the weights and biases will be optimized faster, making the algorithm practical for real-time training processes. Toshani and Farrokhi [29] employed this algorithm for updating the parameters of neural networks in real-time in their proposed method as well. Furthermore, they ranked this algorithm as a low computational time technique. The overview of the algorithm for the neural network online training is shown in Algorithm 1.



	Algorithm 1: Overview of the algorithm for the neural network online training
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4. Simulation and Experimental Results


Experimental and simulation results are presented and discussed in this section to validate the effectiveness of the proposed inverse kinematic controller on a delta robot with the parameters summarized in Table 1. Simulation tests are performed in MATLAB/Simulink environment by using the Simscape Multibody Toolbox. An external disturbance, i.e., white noise with the power of noise samples equal to   0.01   is added to the system to evaluate the robustness of the algorithm. The experimental tests are carried out on the delta robot (Figure 1a) actuated by geared Nema 23 closed-loop stepper motors with holding torque of 30 Nm. The VL53L1X, a Time-of-Flight (ToF) laser-ranging sensor, is used to measure the position of the moving platform in Cartesian space. Three laser-ranging sensors are attached to the end-effector facing the   X −  ,   Y −  , and   Z −   directions. Each sensor measures the distance to the boards attached to the frame of the delta robot.



Two different paths are defined to show and verify the performance of the proposed neural network in inverse kinematic modeling and trajectory tracking. For the first reference trajectory, a spiral is defined by the following equations (Equation (3)):


  {     X = 0.2 cos ( α )       Y = 0.2 sin ( α )       Z = ( − 0.2 α ) / ( 4 π − 0.4 )      



(3)




where  α  varies between 0 and   4 π  . The delta robot starts from a steady state with a random initial position.



For the second trajectory, we evaluate a non-smooth trajectory tracking using a square with an edge length of 0.4 m and   Z = − 0.5 + 0.1 cos ( α )  , where  α  varies between 0 and   2 π  . Following a square is different from tracking a smooth circular motion because the desired square path is non-smooth at the four corners, which challenges the proposed controller system on its real-time performance.



The accuracy of the controller is measured by calculating the Euclidean distance error, as represented in Equation (4):


  e =    e X 2  +  e Y 2  +  e Z 2     



(4)




where   e X  ,   e Y  , and   e Z   are the error in   X −  ,   Y −  , and   Z −   directions, respectively.



4.1. Joint Backlash and Kinematics Estimation Performance


In order to evaluate the performance of estimated delta robot kinematics, the neural network trained to estimate the kinematics of the robot in Section 3.1 is used as the controller in trajectory tracking. The parameters of the neural network do not change during the path following. Furthermore, a joint backlash of 2 degrees is added to one of the delta robot active joints to examine its effect on estimated delta robot kinematics. The joint backlash is modeled in the simulation by using the backlash block in Simulink.



Figure 5 shows the Euclidean distance error in the spiral tracking simulation. It is evident that, if the joint backlash is not considered in the structure of the robot, the neural network trained to estimate the kinematics of the delta robot, works fine in trajectory tracking, and the tracking error is bounded. By using the same control configuration, the tracking error is higher when the joint backlash of two degrees is added to the delta robot. This is expected because the neural network is trained with no backlash in the system.



Figure 6 demonstrates the Euclidean distance error in square trajectory tracking. Similarly to the spiral path following, it can be observed that the neural network trained to estimate the kinematics of the delta robot works more precisely when the joint backlash is not in the system. The peak spotted in tracking error could be because enough data points are not collected in that part of the working space for training the neural network kinematics estimator. Therefore, collecting more data might be helpful to reduce the overshoot in trajectory tracking.




4.2. Tracking Performance


This part presents the simulation and experimental results of the neural network online training algorithm during path following and when adapting to the joint backlash.



The results of the spiral tracking are illustrated in Figure 7. Figure 8 shows the simulation and experimental tracking error in   X −  ,   Y −  , and   Z −   directions and the Euclidean distance error.



In Figure 8, it is observed that the position errors in all directions are restricted to a small vicinity of the origin. The maximum Euclidean distance errors in the simulation and the experiment are 6.79 mm and 10.56 mm, respectively. The reason behind this difference is that, in the experimental setup, multiple joints backlash might exist. The peaks observed in the figure could be because the neural network is not trained very well during the online training, but this is temporary. From the presented result, it can be observed that the proposed controller achieves better tracking performance compared to using a neural network with fixed weights and biases.



The square paths following outcomes are demonstrated in Figure 9. It can be observed that the proposed control system does not have any problem following the edges.



As represented in Figure 10a, the precision of the trajectory tracking has been improved compared to using a neural network without updating in Figure 6. Similarly to the spiral path investigation, the position errors in all directions are bounded. Maximum Euclidean distance errors are 8.54 mm and 15 mm in simulation and experiment, respectively (Figure 10). The peaks in the tracking error figure could be because the parameters of the neural network are not optimized very well during online training.



In Table 2, the averages of the absolute tracking error in   X −  ,   Y −  , and   Z −   directions and the Euclidean distance error during the entire path are shown. It can be concluded that the act of collecting data and updating the neural network weights and biases has reduced the average of the absolute tracking error for each trajectory tracking when the joint backlash is added to the delta robot. By observing the result of several simulations and experiments, it can be argued that the overall performance of retraining the neural network during the process can enhance the tracking performance.



If the neural network output sign is the opposite of the correct movement of active joints, it may render the system locally unstable. In the closed-loop system, any significant oscillation cannot be observed; therefore, it can be argued that the neural network has been trained well with the cost function less than   0.56  , and it works well in the proposed configuration.




4.3. Comparison


In Table 3, a comparison between the proposed approach and the recently published methods is shown to help demonstrate the contribution of the proposed inverse kinematics control scheme. Zhou et al. [30] developed an adaptive position-force control using recurrent neural networks for redundant manipulators with uncertainties. In this approach, the kinematics modeling of the robot is needed, but the pseudo-inversion calculation is eliminated. Furthermore, the method works well with uncertainty in the modeling and environment. Li et al. [31] designed a dual neural network for manipulator control. The developed control scheme inherits all the dual neural network features. Moreover, it does not need model information and has tolerance to uncertainty. In another study, a recurrent neural network for manipulator control is proposed [32]. This research mainly focuses on using neural networks to reduce the effect of noise in the control system. In [33], a model-free dual neural network for controlling the end-effector of a parallel robot for trajectory tracking is established. In this approach, the unknown deterministic time-varying parameters of the system can be learned.





5. Conclusions


This paper proposes inverse kinematic control for a delta robot using a neural network algorithm in real-time. The neural network is first trained offline and based on no prior knowledge of the delta robot to approximate the kinematics of the robot. Then, the developed neural network is used as a controller to control the position of the moving platform. As the robot works, a new data stream is used to retrain the neural networks in order to adapt to the changes in the system. An advantage of this system is that it is not necessary to obtain knowledge about the dimension or the structure of the parallel manipulator. Moreover, the trained neural network parameters can be adjusted after implementation onto the manipulator, which helps adjusting to the robot kinematics changes. The simulation and experimental results show satisfactory trajectory tracking with joints backlash consideration in the delta robot. Moreover, it is evident that the developed system is robust in the presence of disturbance and noise. For future work, we intend to use the proposed inverse kinematics controller in a strawberry harvesting robot. We expect that this algorithm will be successful in controlling the delta robot in pick-up and place applications.
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Figure 1. Delta robot. 
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Figure 2. The structure of the neural networks in delta robot kinematics estimation. 
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Figure 3. Block diagram of trajectory tracking control of delta robot using a neural network in real-time. 
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Figure 4. The nine segmentations of the delta robot’s workspace. Each color represents one segment. 
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Figure 5. Simulation result of trajectory tracking errors for a spiral path using a neural network. 
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Figure 6. Simulation result of trajectory tracking errors for a square path using a neural network. 
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Figure 7. Tracking of a spiral path using a neural network in real-time. 






Figure 7. Tracking of a spiral path using a neural network in real-time.



[image: Robotics 10 00115 g007]







[image: Robotics 10 00115 g008 550] 





Figure 8. Trajectory tracking errors of the moving platform in a spiral path using a neural network in real-time. 
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Figure 9. Tracking of a square path using a neural network in real-time. 






Figure 9. Tracking of a square path using a neural network in real-time.



[image: Robotics 10 00115 g009]







[image: Robotics 10 00115 g010 550] 





Figure 10. Trajectory tracking errors of the moving platform in a square path using a neural network in real-time. 
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Table 1. Parameters of the delta robot.






Table 1. Parameters of the delta robot.





	Link
	Dimension (m)





	Active arm length
	   0.25   



	Passive arm length
	   0.5   



	Base platform radius
	   0.225   



	Moving platform radius
	   0.075   










[image: Table] 





Table 2. Average of the absolute tracking error.






Table 2. Average of the absolute tracking error.





	

	

	
     e x   ( mm )     

	
     e y   ( mm )     

	
     e z   ( mm )     

	
    e ( mm )    






	
Spiral path

	
Without backlash

	
   1.19   

	
   0.99   

	
   1.08   

	
   2.18   




	
With backlash

	
   1.78   

	
   4.17   

	
   2.08   

	
   5.08   




	
With backlash and NN update (simulation)

	
   0.98   

	
   2.55   

	
   1.58   

	
   3.48   




	
With backlash and NN update (experiment)

	
   1.96   

	
   1.68   

	
   2.54   

	
   4.16   




	
Square path

	
Without backlash

	
   1.34   

	
   1.31   

	
   0.76   

	
   2.40   




	
With backlash

	
   1.34   

	
   3.63   

	
   1.83   

	
   4.71   




	
With backlash and NN update (simulation)

	
   1.27   

	
   2.38   

	
   1.42   

	
   3.50   




	
With backlash and NN update (experiment)

	
   3.43   

	
   3.47   

	
   3.25   

	
   6.79   








NN: Neural Networks
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Table 3. Comparison among different methods for the control of manipulators.
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	This Paper
	[30]
	[31]
	[32]
	[33]





	Model information
	No
	Yes
	No
	Yes
	No



	Handling model uncertainty
	Yes
	Yes
	Yes
	No
	Yes



	Handling system change
	Yes
	Yes
	-
	No
	No



	Handling noise
	Yes
	-
	Yes
	Yes
	Yes



	Number of adjustable parameters
	L
	M
	L
	H
	M



	Complexity
	L
	M
	M
	M
	L



	Level of solving problem
	P
	F
	V
	V
	V







L: Low, M: Medium, H: High, P: Position, F: Force, V: Velocity.
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