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Abstract

:

Robotic manipulators can interact with large, heavy objects through whole-arm manipulation. Combined with direct physical interaction between humans and robots, the patient can be anchored in care. However, the complexity of this scenario requires control by a caregiver. We are investigating how such a complex form of manipulation can be controlled by nurses and whether the use of such a system creates physical relief. The use case chosen was washing the back of a patient in the lateral position. The operability of the remote control from the tele-nurse’s point of view, the change in the posture of the nurse on site, the execution times, the evaluation of the cooperation between human and robot, and the evaluation of the system from the nurse’s point of view and from the patient’s point of view were evaluated. The results show that the posture of the worker improved by 11.93% on average, and by a maximum of 26.13%. Ease of use is rated as marginally high. The manipulator is considered helpful. The study shows that remote whole-arm manipulation can anchor bedridden patients in the lateral position and that this system can be operated by nurses and leads to an improvement in working posture.






Keywords:


direct physical human–robot interaction; telemanipulation; whole-arm manipulation; nursing care












1. Introduction


New sensor technology and algorithms, as well as increasingly powerful hardware, have made it possible in recent years to reduce the distance between humans and robots to the point of direct physical contact [1].



Precisely this direct physical contact between humans and robots enables a wide range of new applications. If used consciously, it always entails some kind of direct physical human–robot interaction (D-P-HRI). Humans often use haptic support to change or support the body position of another person. For example, you can turn or move someone in the right direction or support them if they are too weak or unsteady to walk on their own. This haptic support is used in all age groups.



People in need of nursing care often benefit from this kind of interaction. Haptic support is usually provided by nurses or informal caregivers and can result in a very high physical strain for the executing person [2]. The lower back in particular is often overloaded, despite many different conventional options for optimization [3]. Bedridden patients represent a focal point here. They have to be moved to a new position in short intervals to prevent bedsores [4] or to assist with personal hygiene during the day [4], such as changing the sheets or washing the back. Activities that require high physical strain lead to high absenteeism and above-average incapacity to work among nursing staff [5]. On the other hand, there is a global nursing shortage and a steadily growing demand for nursing staff [6]. Here, technological support can provide relief [7]. Initial studies have already shown that robotic systems in particular have the potential to relieve the physical strain on caregivers [8]. However, nursing is a field in which robotic assistance systems face a high hurdle of primary rejection. Some of the reasons for this are that (1) technology development is not participatory with nurses and therefore does not meet nursing needs [9] and (2) nurses are fearful that the introduction of autonomous robots will lead to mechanized asocial care [10]. On the other hand, caregivers can well imagine robotic support for high-strain physical tasks and mobilization and consider it useful [11]. The German Ethics Council summarizes that robotics in care is desirable because of its potential, as long as it does not act autonomously [12]. As a consequence, for our work, we rely on semi-autonomous robotics, on a remote-controlled system, which provides audio and video channels in addition to the manipulation possibility.



Introducing a robot into nursing inevitably leads to a triangular relationship between the patient, the nurse, and the robot [13]. In our work, here, we concentrate on the nurse, who is to be physically relieved by the system we have developed. However, such a system can never be considered in isolation, so we also briefly consider the influences of the system on the patient–nurse and patient–robot relationship.



The focus, however, is on the relief of the nurse. Various studies show that nurses want to be supported in mobilizing patients [14]. To investigate the possibilities of a robotic system for this application, we select an activity and carry out our investigations on it. For this purpose, we have chosen a task from everyday nursing care that occurs very often: anchoring on the side. Bedridden patients are turned onto their side for many daily tasks, such as washing the back or making the bed. There are three state-of-the-art variants [15]:




	
If possible, the patient anchors themself on the side;



	
The use of anchoring cushions;



	
A second nurse anchors the patient.








However, there are many patients who can no longer anchor themselves to the side and a second nurse is often not available either. Anchoring cushions are also usually not available or impractical to use. Therefore, patients are often anchored by nurses with one hand on their side [16]. This leads to unhealthy working postures, which our system should improve by taking over the task of anchoring. For this purpose, we use a system developed by us that can anchor a bedridden patient on their side on a manipulator using whole-arm manipulation. A particularly fast calculation of the whole-arm configuration and the reduction in the controllable degrees of freedom to one allows a safe, practical evaluation.



We aim to investigate whether anchoring patients by a telemanipulator (robot) in the lateral position physically relieves nurses. We further investigate perceived trust in human–robot collaboration (HRC) experienced by nurses, how nurses assess patients’ reactions to the tele-manipulated anchoring, and how they rate its implementation in everyday practice.



For this purpose, pairs of nurses are invited to perform the washing of the back of a bedridden patient manikin with and without telerobotic support. The manipulator is remotely controlled by one nurse to hold and anchor the patient manikin in a lateral position while visual and audio communication with the bedside nurse is possible.



The object of the user study is to assess the physical relief potential of telerobotic-assisted positioning during personal hygiene maintenance. The associated changes in communication, duration, and usability of the robotic remote control will be investigated. We surveyed the nurses’ attitudes toward robots as well as their trust in HRC. In addition, the nursing assessment of the effect of such a system on people in need of care will be surveyed.



The contributions of this work are as follows:




	
Evaluation of a telemanipulation system for anchoring a patient in a lateral position with professional caregivers;



	
Demonstration of its physical relief potential;



	
Investigation of its acceptance and trust in human–robot collaboration experienced by nurses.









2. Materials and Methods


The study was performed at the Laboratory for Intensive Care Facility Experience (LIFE) in Oldenburg, Germany. This is a realistic replica of an intensive care unit room. The setup of the system and the design of the study are described below. The study was approved by the Ethics Committee of the University of Oldenburg (EK/2021/047) and the Study Board of OFFIS (2021G013).



2.1. System Design


The system is based on a manipulator that can anchor a bedridden patient on the side using whole-arm manipulation. The robotic manipulator is to be remotely controlled, as full automation is not yet feasible. Finally, patients have very individual allowed contact areas, for example, due to pain, surgical wounds, or pressure ulcers. However, the calculation of the whole-arm configuration with seven degrees of freedom (DOF) is fast and automatic based on the robot and patient geometries and is controllable by one-dimensional input. For this purpose, the system uses the algorithm we presented in [17]. It is the reduction in the complexity of robot control that makes practical evaluation possible. The purpose of the system is to allow a remote caregiver to easily fix a patient in the lateral position on site for physical relief of the caregiver. To coordinate where the robot is allowed to touch the patient and where the task makes the most sense, the system provides an audio-video communication channel. In addition, a point cloud of the situation on site is transmitted to the remote location. In this, the remote caregiver can position the robot along the longitudinal axis of the patient. The system automatically detects the patient’s position and displays a preview of the robot configuration for the selected contact position. The quick preview of the robot configuration is important so that the final holding position can be soundly negotiated between the on-site caregiver and the remote caregiver since the robot’s kinematics restrict its working space. We have sketched the structure of the system in Figure 1.



The manipulator we use has torque sensors in each joint. We use these to detect unintentional collisions in order to ensure safe interaction between humans and robots (see also Section 2.2.3). They are also used to limit the maximum force acting between the patient and the robot.



As soon as the robot has approached its multiple contact points on the patient, which results from the combination of the position specification of the remote controller and the local force control for establishing contact, it can hold and stabilize the patient on its own. The nurse on site can now let go of the patient and perform their task freely, moving and using both hands.



We divide the task of washing the back into five (without the robot) or seven (with the robot) phases [15]:




	
Preparation: Addressing and uncovering the patient, and preparation of washing utensils.



	
Mobilization to the side: Mobilize the patient onto the side so that the patient’s back is freely accessible.



	
Holding until the robot takes over (only when performed with robotic assistance): Communication between the bedside nurse and remote nurse to coordinate where the robot should hold the patient. The remote nurse then commands the robot into this position. If necessary, the position is corrected.



	
Washing patient’s back (main phase of examination): Washing the patient’s back while holding the patient on their side either manually or with the robot. The nurses’ postures are measured throughout this phase.



	
Holding until the robot has moved back into its parked position (only when performed with robotic assistance): Taking over the patient from the robot and requesting the release of the robot from the remote nurse. The remote nurse moves the robot to its parking position.



	
Mobilization to the back position: Mobilizing the patient onto their back.



	
Postprocessing: Covering up the patient and performing further follow-up work (such as disposal of washing utensils).









2.2. System Implementation


In this section, we describe the robot and algorithms used in our experiments to keep the patient manikin on its side to relieve the physical burden of the nurse.



Our system consists of one robot, four cameras (three on-site and one remote), one motion capture system, and two graphical user interfaces (GUIs).



2.2.1. The Robot


The robot Panda, from Franka Emika, is a manipulator. We use Panda with our end effector, as shown in Figure 2. The end effector used is a plastic tube with the same diameter (0.11 m) as that of Panda at the fifth joint and a length of 0.33 m. The end effector was designed in a cylindrical form to maximize the possibilities regarding the contact area at the point of use. In particular, this also allows for applications on other parts of the body. In this study, the last two links are used to contact the patient. The robot is positioned on a movable base next to the bed. The mobile base has a footprint of 0.60 m × 0.76 m and is 0.65 m high. Together, with the robot in the parking position, a total height of 1.60 m is achieved. It is centered on the longitudinal axis of the bed. The distance to the bed is selected to be as short as possible. See also Figure 2.




2.2.2. Pose Generation and Patient Anchoring


For the details of the pose generation algorithm for the robot, please reference our previous work [17]. For the implantation of the system, we used ROS [18]. We used a Joint Position Impedance Controller, the parameters of which are stated in Table 1. This ensured a safe hold and a certain tolerance and adaptability of the robot to measurement errors of the patient position. The speed of the movements is limited to 16.8% of the maximum robot speed. The MoveIt library [19] was used for path planning. The bed and the movable base are implied as static collision objects. The patient is represented by multiple collision objects, but they are smaller than the patient to allow path planning to contact. Their position is based on that of the patient.



In its standby position, the manipulator is aligned and the end effector points toward the ground; see Figure 2. Anchoring of the patient is initiated by the remote user after being requested by the nurse on-site. The robot then moves into a pre-pose. This is based on the target pose, but the robot is rotated away from the patient by 0.175 radians in the third joint. Subsequently, the remaining rotation is performed in the third joint to touch the patient. The first approach phase lasts approx. 3 s. Turning toward the patient takes approx. 1 s. The total time for applying the robot in the study was 114.9 s (SD = 77.75 s). Once the robot has reached its anchoring position, it attempts to hold this position but allows small movements due to impedance control.



At the end of the “hold”, the robot moves back to the preposition on command and then from there to the ready position. This takes approx. 47.9 s (SD = 51.4 s) including time to command.




2.2.3. Safety


Ensuring the safety of all persons involved during human–robot interaction (HRI) is very important. Especially when the robot is to make physical contact with a human, as required here in the optional task of the study, where the participant is held on their side by the robot. Therefore, throughout the study, a study leader was always ready to press the emergency stop button in case of an emergency or unexpected robot behavior. As a preventive measure, risk analysis was performed and the parameters for the safety cut-off were chosen such that, according to ISO TS 15066:2017-04, a collision of the robot with the human face would be possible. However, when holding, these values must be higher; therefore, the values for the hip were assumed. The change between the two safety modes takes place in each case in the preposition. For the Franka Emika Panda, this results in a maximum speed of 16.8% of its maximum. The maximum external force is limited to 20 N translatory and 25 N rotatory during movement and 110 N during holding. The resulting torque limits per joint can be found in Table 1.



As the study was conducted during the COVID-19 pandemic, it was subject to a strict hygiene concept, which was approved by the OFFIS occupational safety department. Thus, participation in the study was possible for fully vaccinated and additionally tested participants. In addition, an FFP2 mask was worn throughout the whole study.




2.2.4. User Interface


The user interface is implemented in rqt, the ROS graphical interface library. The user interface should enable the remote controller to make a well-founded decision about the positioning of the robot, send the selected position to the robot, correct it afterward, and finally move the robot back to its ready position. The GUI consists of these essential components:




	
Three-dimensional viewer displaying point clouds of the on-site scene;



	
Webcam interface.









2.2.5. Position Recognition and Measuring Dimensions


For this study, we use three on-site cameras: one Logitech C270 HD webcam, and two RGBD cameras (the Azure Kinect from Microsoft and one RealSense L515 from Intel). The Azure Kinect is located on the top left side of the bed and faces toward the center of the bed. The RealSense is located on the ceiling facing down and also toward the center of the bed. The spatial calibration between the cameras and the robot is carried out with ArUCo markers [20].



The position of the “patient” (Rescue Randy for the main study task and the participant for the optional study task) is approximated with the Azure Kinect BodyTracking SDK. The collision object that represents the patient is an elliptic cylinder. It is calculated by setting the hip joint as the center of the object since it is the root of the joint tree and also the most reliably detected joint [21]. The major axis of the ellipse was obtained by calculating the width of the shoulders and the minor axis by obtaining the depth of the “patient’s” body, calculated by the height difference between the bed and the highest detected point by the RealSense camera.





2.3. User Study


We conducted a within-subject study with nurses. To test our hypotheses, we defined an independent variable: robot support (with vs. without).



The subjects always performed the task without intervention first (without robotic assistance), so that this could be recorded uninfluenced as a baseline for the evaluations.



In the a priori case number estimate, an effect size of 1.3 was assumed. This was determined by comparing an Ovako Working Posture Analysing System (OWAS) [22] analysis of freely accessible video footage of the patient’s back washing and its execution with our system in a pretest. The case number estimate thus came to 8 participants at a significance level of 0.05 and a power of 0.95.



2.3.1. Conditions


To validate the objectives of this study, three conditions are established under which they can be measured:




	
Washing the back without robotic assistance;



	
Washing the back with robotic assistance;



	
Remotely controlling the robot.








Half of the participants started with the remote control and the other half started by washing the back without assistance. To measure posture quality, we use the OWAS [22] at each frame of the video recording and the motion capture system TEA CAPTIV where the joint positions are evaluated according to [23]. To measure the suitability of the human–robot interaction, we use the System Usability Scale [24]. The cooperation between humans and robots is evaluated subjectively according to [25] and in a guided interview. The negative attitude toward robots scale (NARS) [26] is used to measure the nurses’ attitudes toward the robot before they interact with the robot for the first time. The NARS is a self-assessment instrument in which the respondent rates the extent to which they agree with the statements of 14 items on a 5-point Likert scale. The NARS contains three subscales that express an attitude toward situations of the interaction of robots, an attitude toward the social influence of robots, and an attitude toward emotions in interaction with robots. The cross-cultural adaption of the Japanese original version of the NARS into the German language was carried out following recommendations for the cross-cultural adaption of health status measures [27]. Nurses’ trust in HRC after working with the robot is measured using the trust scale developed by [28] for industrial HRC, which was translated to German and modified for the application context of HRC in nursing for this study. The trust in the HRC scale includes items on robot motion and gripping speed, safe cooperation, and robot reliability. Participants rate 10 statements on a 5-point Likert scale, resulting in individual and overall trust scores. The items were adapted to fit the study context. For example, the item “I knew the gripper would not drop the components” was rephrased to “I knew the robotic arm would not drop the patient”.



We know from the literature that the use of a robotic assistance system can lead to physical relief of nurses (H1) [8]. However, they often imply an increase in the execution time (H2) [29]. This is also important to examine for our system. However, assistive systems in nursing often do not consider the conditions of nursing practice [30]. So we need to check how they assess the assistance (H3) and whether it is easy to use (H4). However, we also need to examine the patient’s perspective (H5) [9]. We formulated the following hypotheses, which we answer in Section 4:




	
H1: Nurses’ working posture improves;



	
H2: Execution times increase;



	
H3: The system is helpful and collaboration-fluent;



	
H4: The remote control is easy to use;



	
H5: The system is pleasant from the patient’s point of view.









2.3.2. Tasks


The participant pair, consisting of subject_1 and subject_2, washes the back of a patient’s manikin together. Subject_1 is at the patient’s bedside, mobilizes the manikin onto its side, and:




	
Task 1 (baseline measurement): Position and anchor the patient manikin on its side with one hand while washing the patient manikin’s back with the other.



	
Task 2 (intervention measurement): Request support from subject_2, who selects a suitable position for the robot contact on the patient manikin and sends the control command to the robot. Subject_1 now has both hands free and washes the back of the patient manikin. Subject_2 then asks for the robot to let go of the patient manikin. In both cases, the patient is now mobilized back into the supine position.



	
Optional self-experience: Instead of the patient manikin, the participant lies down in the bed and is held on their side by the robot.









2.3.3. Scenario Selection


Washing the back of a bedridden patient is a task that is performed very frequently, at least once a day. In addition, positioning on the side is a procedure that is also a prerequisite for many other interventions in bedridden patients, such as making the bed. Thus, positioning on the side is a very frequent activity of mobilization, a sub-area of care in which professionals can imagine and voice a need for technical assistance [11]. Because of the high frequency with which this activity is performed, nurses are confident in performing this task. Leading new components, such as the robot, can thus be more easily integrated into the workflow. In our study, we specified a few general conditions of washing (see Section 2.3.2) to ensure comparability.




2.3.4. Participants


Sixteen nurses or nursing students between the ages of 21 and 54 participated in our study. They had a mean work experience of 7 years (SD 6.37), and 12 participants collaborated in the experiment with their respective partners from their real work team. Table A2 summarizes the main characteristics of the participants. The majority of participants position or mobilize patients several times a day and spend less than a quarter of their working time using a computer. Only 3 participants reported frequently playing games using either a controller or a keyboard and mouse as a leisure activity, serving as a proxy for a potential likeliness to become accustomed faster to controlling the robot than nurses without gaming experience. The score results of the NARS [26] assessed before the initial confrontation with the robot indicate that participants entered the study with a higher extent of negative attitudes toward situations of interaction with robots and a lower extent of negative attitudes toward emotions in interaction with robots. The total NARS score with a mean of 3.6 indicates a higher extent of negative attitudes toward robots in our sample when entering the study.




2.3.5. Procedure


After an introduction to the study and the recording of attitudes toward robots using the NARS [26], as well as the recording of selected socio-demographic and other characteristics, the two participants are separated. Subject_1 put on the accelerometers and then performed the baseline measurement. During the same time, subject_2 trained the control of the robot. Subsequently, both participants performed the intervention measurement together. The experimental tasks were then repeated with swapped roles. In addition, participants were allowed to experience being held by the robot themselves. Participants could skip this part of the self-experience without having to withdraw from the entire experiment. All participants answered a questionnaire to measure trust in the human–robot collaboration and to assess the participant’s reaction to the robot. The study ended with a brief interview to deepen the understanding of the influence of trust in the context of human–robot collaboration in nursing.



The study took 1.5 h to complete. The participants received an expense allowance of 20 €.




2.3.6. Study Limitations


The study has several limitations: Experimenting in a hospital or nursing home was not feasible at this stage of development due to infrastructure and safety reasons. The study team also had to be very flexible when scheduling appointments with the participants, thus making it difficult to include human simulation patients. Therefore, a manikin (height: 1.83 m, weight: 79 kg) was used as the patient, not a human being. The manikin’s mobility was limited compared to that of a real human being; thus, it does not depict the handling of a human body and the resulting effort and stresses in a way that reproduces daily nursing practice. However, the manikin contributes to the uniformity of the experiment.



The nurses were using the robot’s remote control for the first time and had only had a short training period. While most of them pointed out the fact that they felt comfortable using the remote control after getting accustomed to it and being able to follow the instructions given to them quite easily, they also emphasized that it would contribute to building trust in HRC if they could try out the robot for a longer period.



Finally, we did not include patients in the experiment, which limits the transferability of the results for specific patient populations. It needs to be evaluated if selected groups of patients, for example, are more willing or eligible to experience robot-supported care than others or benefit from it to a higher extent. Thus far, our results indicate that nurses from the hospital, home care, and nursing home settings may benefit from robot-supported bedside care.






3. Results


We evaluated the robotic system developed by us to hold a patient on their side in a user study. The evaluation was based on the use case of washing the back of a patient in the lateral position. The manipulator takes over the holding of the patient. The evaluation was based on (Section 3.1) the usability of the remote control and communication from the perspective of the tele-nurse, (Section 3.2) the change in posture of the local nurse, (Section 3.3) the execution times, (Section 3.4) the subjective assessment of the cooperation between human and robot, and (Section 3.5) the assessment of the system from the patient’s perspective in the opinion of the nurses. The results are presented below.



3.1. Remote Control Usability Rating


The system has two interfaces of human–robot interaction: remote control and patient collaboration. Both were evaluated by the participants of the study. If the system detects a patient in a lateral position, green arrows are displayed above them in the point cloud, and a blue layer represents the contact level. The remote nurse can move this along the patient’s longitudinal axis using the mouse to drag the green arrows and obtain a live preview of a valid robot pose for the selected position; see Figure 3. This can be commanded to the robot by pressing the Enter key, which then moves autonomously into this configuration and thus establishes contact with the patient. The patient is released by clicking on the blue button with the white “P”. The robot then moves autonomously to its parking position. This control concept was rated by the participants in the study on the System Usability Scale [24] with an average score of 61.7, translating to a marginally high rating [31] of the control concept; see also Figure 4.



From the participants’ comments, it can be concluded that the control options are too limited:


“So, it recognizes the person, but maybe that would be quite good again if you can still correct it manually a bit.” (hospital nurse, orthopedic care)







The participating nurses would have liked to control the degree of freedom where the contact between the patient and the robot takes place on the last link of the manipulator to be able to influence the safety of the anchoring. For this purpose, in this work, we reduced the kinematics of the manipulator with seven DOF, and thus the high complexity of the whole-arm poses, to a single controllable DOF.




3.2. Posture Change


The use of the system changed the posture of the participants during the “back washing” phase. This resulted in both positive and negative changes, which are detailed below.



3.2.1. Posture Improvements


Posture while washing the back of a bedridden patient is often poor and strain-inducing among caregivers, but can be significantly improved by using our robotic system. Our data (Table A1) show that the load in the lower back, neck, and shoulders is particularly high. These are exactly the joints in which an improvement can be measured when using our system. Without the robotic support, all of the participants used the left hand to hold the patient and washed the body with the right. Comparisons were tested with a paired T-test; differences are normally distributed.



For overall body posture, an improvement in the OWAS action category from a mean of 1.84 to a mean of 1.62 is shown, corresponding to an improvement of 11.93% (T(15) = 4.25, p < 0.001).



To assess the individual directions of movement of the individual joints, joint positions were recorded with a motion capture system. The largest improvement of 23.82% is measured in the left shoulder in vertical rotation (T(15) = 4.54, p < 0.001), followed by the lower back with about a 15% improvement in lateral flexion and rotation (lateral flexion: T(15) = 3.82, p = 0.001, rotation: T(15) = 2.93, p = 0.005). For the neck, an 11.05% improvement in lateral flexion (T(15) = 2.73, p = 0.008) and a 7% improvement in rotation (T(15) = 2.48, p = 0.013) are measured. The rotation of the right elbow inward and outward improves by 10% (T(15) = 2.76, p = 0.007) with robotic support. Adduction and abduction of the left hip is also improved by 8.03% (T(15) = 2.22, p = 0.021). For the right shoulder, there is a 7.38% improvement in horizontal rotation (T(15) = 2.21, p = 0.021).




3.2.2. Posture Aggravations


In some joints, there is a deterioration of the joint angles, as can be seen in Table A1.



The largest deterioration of 26.13% (T = 4.62, p < 0.001) is in flexion and extension of the left elbow. The right elbow also deteriorates in this direction of motion, but only by 11.17% (T = 2.23, p = 0.021).



The results also show worsening in flexion and extension on both sides of the hip (left: W = 45.0, p = 0.004, right: W = 36, p = 0.006, tested with a Wilcoxon signed-rank test). A closer look at the time curves of the joint angles and the video shows that the measurement is distorted. In phase 7 of the first round (without robotic assistance), i.e., when the patient is covered, the participants touched the bed with one leg in such a way that the sensor on the thigh is displaced.





3.3. Execution Times


The execution time for the entire procedure, i.e., from preparation (phase 1) until the patient is covered in the back position again (phase 7), without robotic support takes an average of 02:29 min (SD 00:35 min). This is significantly prolonged to 04:39 min (SD 01:28 min, T(15) = 4.86, p < 0.001) when introducing the robot into the work process.



Looking at the individual phases of back washing in Figure 5, it can be seen that all phases, both with and without the robotic support, show no significant difference in duration. Thus, the increase in execution time solely results from the additional time required to coordinate the correct robot position and travel times (phase 3).




3.4. Collaboration Rating


The participating nurses answered a 7-point Likert scale to assess how fluently they interacted with the robot. The results are summarized in Figure 6. The system is considered helpful (median 6) and collaboration-efficient (median 5). The areas of fluent, equal, and natural collaboration were rated as medium (median 4).



The trust scores for the individual scale components are depicted in Table 2, which indicate that the participants tend to perceive higher trust in safe cooperation and robot reliability than in their motion and speed. The total trust score, with a mean of 30.5, was higher than the reference low trust value of 25 reported by [28], indicating that nurses already trust the robot to support them in their tasks to some extent after having been exposed to it for the first time.



This is also reflected in the statements given in the follow-up interview, in which participants point out an initial need to assure themselves that the robot can hold and stabilize the patient and then hand over this task to the robot and experience relief from physical strain. They also stressed the importance of being able to communicate with each other and retain control over the situation by always being able to intervene, interrupt or correct the robot’s movements. The following statements translated from German by the authors illustrate the experience of collaboration:


“I had to check first ‘Is it holding?’ and then [thought] ‘Okay, now I can let go of my hands. So, you first have to check whether it really holds [the patient]”



(hospital nurse in training)






“But I also had the feeling, at the PC [remote control], after I got to know the robot, that I can trust it to make the movement, because my colleague is also standing there and can intervene if necessary. But I didn’t really have the fear that anything could happen. I had the impression that it didn’t involve so much force, but rather precision.”



(hospital nurse, emergency care)






“[the robot] also stopped immediately when it touched the patient. There was no fear that it would crush the patient or push them out of the bed.”



(hospital nurse in training)






“And I actually noticed that when I [held the patient] myself, you bend forward and use a lot of force. But the thing, the robot, has already taken this force away from you. So that you were no longer standing so strenuously.”



(long-term care nurse)






“That was totally noticeable: This pressure on the wrist the first time, when you did it alone, and then the second time you just put your hand on [the patient] very lightly. I think that was really good.”



(long-term care nurse)








3.5. Participants’ Self-Experience and Perspectives on Implementation in Nursing Practice


Of the 16 participants, 12 decided to take the opportunity to lay down in the patient manikin’s bed themselves and to experience being held by the robot. This experience, as well as their assessment of trust in collaborating with the robot and their thoughts on the robot’s use in everyday nursing practice, was reflected upon in a follow-up interview with a mean duration of 11:30 min. Statements on the experience of collaborating with the robot mostly entailed positive expressions and attributions, such as being surprised by the ease of operating the robot while still being able to communicate with each other:


“That it worked so well the first time, too. I was pretty convinced then. Well, overwhelmed actually. That was good.”



(hospital nurse, emergency care)






“I liked the on-site control. You’re a bit faster. That also worked well and it was spot on.”



(hospital nurse, geriatric care)






“The video connection was very helpful. The fact that you can see each other and that you’re not talking to someone without a face, so to speak, but to someone who is there and whom you can trust in the situation.”



(hospital nurse, emergency care)







While some participants stressed the need to familiarize themselves with the robot to successfully collaborate with it, all of them considered the robotic support as experienced in the study a useful and promising application scenario for nursing practice. If aspects such as the physical environment in the robot are implemented and patient characteristics such as weight, height, cognitive status, and physical limitations are considered during future development, robotic support at the bedside is considered a future necessity:


“Of course, you’re a bit uncertain at the beginning. But of course, you quickly learned that and, well, I was quite impressed by the robot then.”



(hospital nurse, orthopedic care)






“I think that will also become the trend. Nursing care, everyone knows, will really need something like that later on.”



(ambulatory care nurse, occupational therapy)






“Due to the fact that there is also an increased shortage of personnel, I think it’s good that you can replace one person with this robot, so to speak. That the other worker is no longer as physically stressed as if they had to do it alone”



(long-term care nurse)







Workforce shortages, acceptance, and qualification of nurses were considered factors that might pose a challenge when implementing the robot in nursing homes or hospitals:


“It is questionable at the moment, how it can be implemented and how it can be accepted. Because where is [the person needed to operate the robot] going to come from? What training does this person need? To be able to put themselves into such aspects as the safety of the patient and so on? So, does it really have to be a nurse or not? I think that if it has to be a nurse, then it will be even more difficult to ensure acceptance, because then you’re more likely to say, “No, they should rather work at the bedside”.



(hospital nurse, emergency care)







The robot’s appearance and movement speed were less of a concern for the participants. A few nurses described a feeling of unease when the robot moved or how it was integrated into the patient’s room, while others saw no remarkable difference to other medical equipment utilized, for example, in intensive care units. The most relevant uncertainty that was repeatedly noted was not being able to know or predict the path chosen by the robot to execute its movements when standing at the bedside, thus being unable to adjust one’s position beforehand or to inform the patient from which angle the robot will approach their body.


“Because when this is controlled by others, you can’t really say yourself, even as a caregiver at the bedside, what will happen. And you can’t really give the patient a proper warning.”



(hospital nurse in training)






“If I had a patient in the practice now, maybe an older patient, who can’t quite process it cognitively anymore, if I were to somehow explain to this patient that the robot is about to come close and I myself can’t explain where it’s coming from, that panic might break out in the patient at that moment. And of course, I can’t control that very well if I don’t know what will happen next with the robot when it goes its own way.”



(hospital nurse in training)







The patient’s perspectives and experiences were also reflected by the participants. Statements included concerns for patient safety, reflections on the eligibility of certain patient groups for robotic-supported nursing care, and the effects the robot’s movements or touch might have on patients, highlighting the fact that the participating nurses place the safety and well-being of the patients at the core of the nursing task carried out for the study.





4. Discussion


In this study, we evaluate the use of a telerobotic manipulator that uses a multi-contact whole-arm method. This approach is necessary to safely anchor the patient and thus prevent tipping in all directions. In addition, the use of multiple contact points allows a low-force application, which reduces the risk of injury. We reduced the high complexity due to the required tangential contact of the two contact points by a manipulator with seven degrees of freedom to one and thus made it remotely controllable. But the results also encourage automation in simple situations. This means that adding a second person is no longer necessary, but the person can perform the interaction on the spot. We show that the use of this system can safely anchor a patient, leading to an improvement in the overall posture of the nurse at the bedside.



A closer look at individual joints shows that the improvements occur in the expected joints:




	
The greatest improvement is seen in the left shoulder, the arm with which the patient is held in the manually conducted version of the task. This arm no longer has to be stretched forward and upward to hold the patient. This reduces the time spent at critical joint angles.



	
The fact that the arms no longer need to be extended means that the nurses work more with bent elbows when working positioned above the bed and also when handling the wash bowl. This explains the deterioration in this joint.



	
Another significant improvement affects the lower back, as the nurses can perform their work more upright with robotic support and no longer have to twist their backs when reaching for the wash bowl.



	
This new upright working position also relieves the strain on the neck, as the head no longer has to be placed at the nape of the neck to see the patient’s back while working on the patient.



	
The free physical mobility gained by the nurse in front of the bed leads to an improvement in adduction and abduction in the left hip. This is because the nurse can now walk to the wash bowl and does not have to stay with one leg by the bed to still reach and hold the patient while taking a step toward the wash bowl with the other.



	
The deterioration in hip flexion and extension can be attributed to a measurement error. When reviewing the video material, it was noticed that the participating nurses touched the bed with an upper leg sensor during postprocessing in the round without robotic assistance and moved the sensor in the process.








The execution times in the phases performed both with and without robots did not change. This means that robotic assistance does not bring any time advantage but only a physical one for the work. In terms of time, the execution will probably be longer, since additional times are added for discussing the contact point and for putting on and taking off the robot. How long these times would be in practice cannot be concluded from this study, since the test persons used this system for the first time and without much training.



To our knowledge, there are no published works on comparable experiments for the nursing workforce utilizing robotic support to hold a patient while washing their back that can be used to compare the results with international experience.



Nonetheless, the data we recorded can be considered valid. The comparison of our baseline survey with data from a survey of the nursing task of washing a patient in different positions shows similar results; see Table 3.



Thus, the system meets a need. However, some areas of collaboration are also in need of improvement and show that further developments are necessary here.



The remote control of the system was evaluated with a score of 61.7 on the 100-point SUS, which is OK after [31]. Thus, this is also still in need of improvement.



Participants described their experience of the robot-supported nursing task and trust in human–robot collaboration as mainly positive after overcoming initial insecurities on how to operate the robot and how to adjust their work process at the bedside when incorporating video-supported communication with a colleague into the care process. On the one hand, this is in line with prior research that highlights nurses’ need for technical support of heavy load tasks at the bedside and a general curiosity and openness toward implementing digital technologies in nursing practice [9]. On the other hand, these results underline the future importance of tailored qualification and implementation strategies to promote the sustainable adoption of robot-supported nursing care. When the reported gap between the amount and diversity of technologies developed and tested for an application in nursing practice and the actual scope of dissemination of technologies in nursing care (which mainly entail basic information and communication technologies such as electronic nursing records or software for workforce planning and scheduling) [33,34] is considered, it can be seen that future development of our system should incorporate frameworks such as the framework for the non-adoption, abandonment, scale-up, spread, and sustainability (NASSS) of health care technologies [34] to create a favorable implementation environment. Furthermore, as the patient’s perspective was only incorporated through the reflections of the nurses, as stated in the study limitations, future development has to actively engage patients as well as informal caregivers. This is especially important when envisioning the use of the robot in homecare settings, where major care tasks are often carried out by relatives. The integration and participation of patients and relatives in informatics and nursing research pose a particular challenge as vulnerable groups of care-dependent people and their relatives are often difficult to attract to participate in research. Recruitment strategies that aim at including vulnerable or underrepresented populations [35] enable the inclusion of diverse perspectives on the application of the robot, and further development needs to be enabled to be taken into account.
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The following abbreviations are used in this manuscript:



	DOF
	Degrees of freedom



	D-P-HRI
	Ddirect physical human–robot interaction



	GUIs
	Graphical user interfaces



	HRI
	Human–robot interaction



	LIFE
	Laboratory for Intensive Care Facility Experience



	NARS
	Negative attitudes toward robots scale



	NASSS
	Non-adoption, abandonment, scale-up, spread, and sustainability



	OWAS
	Ovako Working Posture Analysing System



	AC
	OWAS action category



	RGBD
	Red green blue depth



	SDK
	Doftware development kit



	SD
	Standard Deviation



	SUS
	System Usability Scale
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Table A1. Evaluation of the joint positions during the phase of back-washing.
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Mean

	

	

	

	

	




	
Joint

	
Direction

	
With Robot

	
Without Robot

	
Test Type

	
Test Statistics

	
p-Value

	
Change

	
Comparison






	
Left shoulder

	
Vertical rotation

	
1.364975641

	
1.791717388

	
T

	
−4.54

	
0.000

	
23.82%

	
Better




	
Lower back

	
Lateral right flexion/Lateral Left flexion

	
1.477045997

	
1.741157908

	
T

	
−3.82

	
0.001

	
15.17%

	
Better




	
Lower back

	
Right Rotation/Left Rotation

	
1.178020113

	
1.375876848

	
T

	
−2.93

	
0.005

	
14.38%

	
Better




	
Neck

	
Lateral right flexion/Lateral Left flexion

	
1.845710155

	
2.0750751

	
T

	
−2.73

	
0.008

	
11.05%

	
Better




	
Right elbow

	
External rotation/Internal rotation

	
1.434272794

	
1.608729251

	
T

	
−2.77

	
0.007

	
10.84%

	
Better




	
Left hip

	
Abduction/Adduction

	
1.154333162

	
1.255075487

	
T

	
−2.22

	
0.021

	
8.03%

	
Better




	
Left shoulder

	
External rotation/Internal rotation

	
1.58502534

	
1.719954897

	
T

	
−1.29

	
0.108

	
7.84%

	
No Difference




	
Right shoulder

	
External rotation/Internal rotation

	
1.32089116

	
1.426196202

	
T

	
−2.21

	
0.021

	
7.38%

	
Better




	
Neck

	
Right Rotation/Left Rotation

	
2.189780824

	
2.354638786

	
T

	
−2.48

	
0.013

	
7.00%

	
Better




	
Right shoulder

	
Vertical rotation

	
1.449327956

	
1.526522768

	
T

	
−1.32

	
0.103

	
5.06%

	
No Difference




	
Right shoulder

	
Horizontal external rotation/Horizontal internal rotation

	
1.998104448

	
2.010122367

	
T

	
−0.17

	
0.434

	
0.60%

	
No Difference




	
Left knee

	
Flexion/Extension

	
1

	
1

	
T

	
−

	
0.000

	
0.00%

	
No Difference




	
Right knee

	
Flexion/Extension

	
1.000019072

	
1

	
W

	
1.00

	
0.159

	
0.00%

	
No Difference




	
Left elbow

	
External rotation/Internal rotation

	
1.301889842

	
1.285519853

	
T

	
0.26

	
0.400

	
−1.27%

	
No Difference




	
Right hip

	
Abduction/Adduction

	
1.175635105

	
1.159614799

	
W

	
48.00

	
0.752

	
−1.38%

	
No Difference




	
Right hip

	
External rotation/Internal rotation

	
1.930877977

	
1.864066544

	
W

	
69.00

	
0.490

	
−3.58%

	
No Difference




	
Left hip

	
External rotation/Internal rotation

	
1.394146207

	
1.322021907

	
T

	
0.75

	
0.232

	
−5.46%

	
No Difference




	
Neck

	
Flexion/Extension

	
1.721764675

	
1.61007867

	
W

	
88.00

	
0.161

	
−6.94%

	
No Difference




	
Lower back

	
Flexion/Extension

	
1.173362187

	
1.087390638

	
W

	
35.00

	
0.069

	
−7.91%

	
No Difference




	
Left shoulder

	
Horizontal external rotation/Horizontal internal rotation

	
2.11592065

	
1.944331763

	
T

	
1.53

	
0.073

	
−8.83%

	
No Difference




	
Right knee

	
External rotation/Internal rotation

	
1.575774722

	
1.421327385

	
W

	
98.00

	
0.065

	
−10.87%

	
No Difference




	
Right hip

	
Flexion/Extension

	
1.123942992

	
1.011559561

	
W

	
36.00

	
0.006

	
−11.11%

	
Worse




	
Right elbow

	
Flexion/Extension

	
1.393919137

	
1.253911445

	
T

	
2.23

	
0.021

	
−11.17%

	
Worse




	
Left hip

	
Flexion/Extension

	
1.134343948

	
1.020327317

	
W

	
45.00

	
0.004

	
−11.17%

	
Worse




	
Left elbow

	
Flexion/Extension

	
1.337373204

	
1.060275391

	
T

	
4.62

	
0.000

	
−26.13%

	
Worse








Test type: T paired T-Test W Wilcoxon-Signed Rank Test.
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Table A2. Characteristics of study participants (N = 16).
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	Characteristic
	N (%)





	
	If Not Stated Otherwise



	Age in years (mean, SD)
	28.8 (8.4)



	Work experience in years (mean, SD)
	7.0 (6.4)



	Qualification
	



	registered nurse
	9 (56.3)



	nurse assistant
	2 (12.5)



	other
	5 (31.3)



	Place of work
	



	home care
	1 (6.3)



	nursing home
	4 (25.0)



	hospital
	11 (68.8)



	Frequency of positioning or mobilizing patients
	



	several times daily/very frequently
	9 (56.3)



	occasional daily/rather frequently
	0



	not daily but weekly/rather rarely
	6 (37.5)



	only on special occasions/very rarely
	1 (6.3)



	Time spent using a computer during work hours
	



	more than half of working time/more than 4 h
	2 (12.5)



	a quarter to a half of working time/2 to 4 h
	2 (12.5)



	less than a quarter of working time/less than 2 h
	12 (75.0)



	Gaming leisure activity
	



	yes, mainly using a keyboard and mouse
	1 (6.3)



	yes, mainly using a controller
	2 (12.5)



	no
	13 (81.3)



	Cooperation in everyday work as a real team
	



	yes
	12 (75.0)



	no
	4 (25.0)



	NARS-Score (mean, SD)
	



	S1: Negative attitudes toward situations of interaction with robots
	4.3 (0.8)



	S2: Negative attitudes toward the social influence of robots
	3.2 (1.0)



	S3: Negative attitudes toward emotions in interaction with robots
	2.9 (1.0)



	total
	3.6 (1.1)







The underlined characteristic is described by the items below it.
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Figure 1. Distribution of the telerobotic support system components between the patient’s room and the care center. A nurse who wants to anchor the patient in a lateral position using an external force can call for help via an audio/video communication system. On the patient side, the two Intel RealSense L515 and Microsoft Azure Kinect depth cameras capture the patient’s measurements and position and send them to the care center. An experienced nurse sits there and selects a suitable contact position for the patient in coordination with the nurse on site. She receives a live preview of the resulting robot configuration. The selected position can now be commanded by the robot. 
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Figure 2. Layout of the patient room in the study. The patient to be cared for, here as a manikin, lies in the nursing bed, which is positioned centrally in the room. To the right of this is the nursing trolley with all the necessary nursing utensils and the nurse’s work area on site. At the head end of the bed is the monitor via which communication with the tele-nurse takes place. To the left of the bed is the robot with its controller. A Microsoft Kinect 4 Azure is used to locate the patient. The Intel RealSense L515 is used to transmit a 3D image of the bed to the care center. All relevant objects related to care are marked in light blue, all those related to robots in green, the communication unit in dark blue and the image processing unit in orange. 
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Figure 3. Graphical user interface for remote control and video communication. In the left part of the interface, a live point cloud of the scene is shown. In this, the robot is displayed, once in its current position, and the preview of the configuration for the selected position is semi-transparent. A blue layer shows the selected position, which can be moved using the green arrows. The right part contains the video communication and the blue button with the white “P” with which the robot can be moved to its starting position. 
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Figure 4. System Usability Scale rating of the remote control. The rating of the remote control shows a large variance of 77.2, but the average rating is 61.7, which is OK [31]. 
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Figure 5. Comparison of the execution times of the individual phases. No temporal difference can be observed in all phases of back washing occurring both with (blue) and without (orange) robotic assistance. Robotic support, especially the application of the robot, leads to more time expenditure. However, it should be borne in mind that the participants were using this system for the first time. 
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Figure 6. Quality of interaction. Likert scales assessment of collaboration between nurse on patient and robot. The system is rated as helpful and efficient. 
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Table 1. Controller parameters and safety limits of the manipulator. The controller parameters are selected in such a way that safe holding is possible with small movements. The safety limits are selected so that they comply with DIN ISO/TS 15066:2017-04 limits during movement of the face and during anchoring of the pelvis.






Table 1. Controller parameters and safety limits of the manipulator. The controller parameters are selected in such a way that safe holding is possible with small movements. The safety limits are selected so that they comply with DIN ISO/TS 15066:2017-04 limits during movement of the face and during anchoring of the pelvis.
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Joint
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Anchoring






	
1

	
500

	
50

	
20

	
20




	
2

	
500

	
50

	
20

	
35




	
3

	
500

	
50

	
18

	
20




	
4

	
500

	
20

	
18

	
45




	
5

	
500

	
20

	
16

	
25




	
6

	
500

	
20

	
14

	
45




	
7

	
10

	
10

	
13

	
25











 





Table 2. Trust in human—robot interaction scale (N = 16), modified from [28].
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	Scale Component
	Mean (Standard Deviation)





	Perceived robot motion and speed 1
	5.4 (1.3)



	Perceived safe cooperation 2
	13.3 (1.7)



	Perceived robot reliability 2
	11.8 (1.1)



	Total score 3 (mean, SD)
	30.5 (2.7)







Minimum score possible to maximum score possible: 1 2 to 10; 2 4 to 20; 3 10 to 50.













 





Table 3. Comparison of our baseline data with those of Knibbe et al. Our baseline OWAS action category (AC) data show a similar distribution to that of the comparable survey by Knibbe et al. [32]. Both surveys estimate nurses’ postures when washing a patient in an electric height-adjustable bed.
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	Study
	AC 1
	AC 2
	AC 3
	AC 4





	Our
	42.2
	48.0
	9.2
	0.6



	Knibbe et al. [32]
	39.4
	41.7
	17.3
	1.0
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