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Abstract

:

Older individuals prefer to maintain their autonomy while maintaining social connection and engagement with their family, peers, and community. Though individuals can encounter barriers to these goals, socially assistive robots (SARs) hold the potential for promoting aging in place and independence. Such domestic robots must be trusted, easy to use, and capable of behaving within the scope of accepted social norms for successful adoption to scale. We investigated perceived associations between robot sociability and trust in domestic robot support for instrumental activities of daily living (IADLs). In our multi-study approach, we collected responses from adults aged 65 years and older using two separate online surveys (Study 1, N = 51; Study 2, N = 43). We assessed the relationship between perceived robot sociability and robot trust. Our results consistently demonstrated a strong positive relationship between perceived robot sociability and robot trust for IADL tasks. These data have design implications for promoting robot trust and acceptance of SARs for use in the home by older adults.
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1. Introduction


Enabling “aging in place” has become a global imperative [1,2]. The process involves a person’s evolving circumstances throughout their life course and could include their financial situation, retirement status, family roles, and other aspects of their social, cognitive, and physical functioning. One of the primary goals is to support older adults in their preferred place of residence rather than transitioning to institutional care or, if they are in an institutional setting, to enable them to maintain functioning and independence [1].



Socially assistive robots (SARs) may support a wide array of aspects of daily living. SARs vary widely in terms of social abilities and physical form factors. Robot care providers can be purely mobile platforms, mobile manipulators, or completely stationary; range in humanoid features; and have various autonomy capabilities and self-directedness. Specifically, mobile manipulators (e.g., Stretch, Tiago), which are robot caregiver systems with both mobility capabilities and a robotic arm for manipulation [3], can support instrumental activities of daily living (IADLs) such as cleaning, assistance with grabbing, or reaching objects. In contrast, exclusively socially assistive robots do not perform manipulation tasks (e.g., NAO, Jibo), but instead provide social support capabilities for IADLs (e.g., medication management, alarms, and reminders). Other contexts for social robots include education, medicine, and rehabilitation [4].



By assisting with activities, SARs have the potential to support older adults’ needs in their own home and community. For robots to be successfully implemented in this context, they will need to be trusted by older users [5,6]. Trust is an important factor to consider when designing for long-term interactions with SARs [7,8].



1.1. Trust in Robot Care Support


Within the human–robot interaction (HRI) literature, several consistent factors emerge as potential determinants of trust. Common human factors include performance, preferences for robot appearance, physical touch, form factors [9,10,11], safety, and predictability [12]. In addition, user characteristics such as age and technology experience play a role in shaping trust [13].



Although studies have found that age can play a role in shaping human trust, less research has focused on factors that shape older adults’ trust in robots. A mixed-method interview study by Stuck and Rogers (2018) [8] explored dimensions of robot care provider trust among older adults and found that robot competency and professional skills were a prominent trust-determining theme. Their study also revealed a novel trust factor, sociability, which refers to perceptions of a robot as kind, friendly, polite, and benevolent.



The study by [8] illustrated the importance of robot communication in establishing trust, with subdimensions such as task-specific communication, responsiveness, and interpersonal communication. These findings are consistent with the findings from a general review by [14] on HRI nonverbal communication in shaping users’ perceptions of robot politeness, friendliness, and trust. However, the relationship between robot sociability and trust among older adults still lacks quantitative and empirical evaluation.




1.2. Robot Sociability and Trust


Sociable robots have friendly and benevolent attributes, which may be associated with capabilities for understanding and appropriately responding to human social cues such as body language, tone of voice, and facial expression [15]. Robots that demonstrate empathy, emotional responsiveness, and adaptability, and that can learn from interactions to tailor their behaviors and responses to individual users, are likely to be perceived as sociable [13,14].



Theoretically, a positive relationship between robot sociability and trust can be explained in part by the social identity and similarity-attraction paradigms [16,17]. These perspectives posit that individuals tend to trust and feel closer to interaction partners that exhibit behaviors or traits that they identify with. Robots demonstrating human-like social skills, politeness, and emotional acuity can foster a sense of familiarity and comfort, subsequently reducing perceived risks and nurturing trust [14]. Similarly, the uncertainty reduction theory underscores that predictability and politeness during social interactions can contribute to the establishment of trust [18].



Aspects of robot sociability could be especially critical when considering robots to support activities in the home for older adults. A sociable robot’s capability to engender trust and comfort could potentially mitigate apprehension that older adults might have towards robotic support in their home, thereby enhancing adoption and user experience [19].




1.3. Overview of Studies


To explore robot sociability and trust among older adults, we conducted two online survey studies. In both studies, participants were shown a series of videos of robots performing common everyday living tasks. A total of six SAR videos were chosen to represent three levels of robot social capabilities (low, medium, high) in performing two IADL tasks (manipulation/delivery and medication management). The vignettes used in the survey video stimuli were selected from a sample of robot videos evaluated by subject matter experts (SMEs). In the survey for Study 1, the robots were shown to participants in order from low-to-high robot social capabilities, which could have engendered order-effects and influenced participants’ perceptions of robot sociability (friendliness) and trust.



We conducted Study 2 to implement a counter-balancing technique for how the videos were displayed to participants. In addition, we re-examined the robot form factors and capabilities displayed by the robots to rule out potential confounding factors that could have been present in Study 1, and to assess whether the findings for the relationship between robot sociability and trust were replicated with different participants.





2. Study 1


2.1. Method


	
Recruitment and Sample Characteristics






We recruited participants with a snowball approach by reaching out to older adults through registries used in other studies within our laboratory, as well as personal contacts, and the Illinois Health and Engagement through the Lifespan Project Registry (I-HELP). The participants were 51 older adults aged 65–85 (M = 71.34, SD = 5.75) and intermediate (24%) or fluent English speakers (76%) who could fully understand and interpret online survey questions. On average, participants were highly educated, married older adults living in an apartment or condominium (see Table 1).



We utilized the REDCap platform for online survey data collection [20]. The online survey included a consent form, an image and video for each robot, and questionnaires for perceived robot sociability and perceived robot trust. For compensation, participants were given the opportunity to provide their email to be entered into a raffle to win an Amazon gift card. When participants selected the web link to the survey from our email recruitment materials, a consent form was presented on the REDCap landing page. The participants were required to read the form and consent to participate prior to viewing the next page where the survey began. All procedures were approved by the Institutional Review Board of the Office for the Protection of Research Subjects at a large Midwestern university.




2.2. Study 1 Materials and Measures


	
Video Stimuli Development






To select the sample of robots to include in the survey, we conducted an evaluation of existing SARs’ social characteristics and features with HRI SMEs. Our goal was to select video stimuli that represented SARs that had a variety of form factors and social capabilities—such as “the robot expressed emotions”, “the robot communicated with users verbally or with sounds”, and “the robot had a distinct personality”. We down-selected from twelve to six robots by choosing robots that scored low, medium, and high in social capabilities across two tasks (Figure 1). Response options assessed the level of agreement 1 = strongly disagree to 5 = strongly agree for each item.



Each video included the robot completing an example IADL task (i.e., medication management or delivery) and a human–robot interaction (i.e., robots were shown interacting with collocated humans) [21,22]. Prior to reviewing each robot video, participants responded to questions about the perceived sociability and perceived trust of the robot. All participants received the robot stimuli and survey questions in the same order.



	
Survey Material






After watching each robot video, participants responded to a set of Likert scale questions about their perceptions of robot sociability and robot trust. This cycle was iterated for each of the six robots selected for the study. The online questionnaire also included several sets of questions on demographics and the initial perceptions of robot characteristics.



	
Perception of Sociability






We measured perceived robot sociability using an 8-item questionnaire. Participants rated their level of agreement with the following statements for each of the six robots: I think the robot is a pleasant conversational partner; I think the robot is pleasant to interact with; I think the robot understands me; I think the robot is nice; I think the robot is relatable; I think the robot is friendly; I think the robot is polite; I think the robot is sociable. Response options ranged from 1 = strongly disagree to 7 = strongly agree. The items were adapted from previously validated measures [19] (Table 2).



	
Perceived Trust






We operationalized perceived robot trust using an 8-item questionnaire. Participants rated their level of agreement with the following items for each of the six robots: I think I would trust the robot if it gave me advice; I think if I would give the robot information, it would not abuse this; I think the robot is reliable; I think I have confidence that the robot guides the task; I think the robot is precise; I think the robot poses risk to the user; I think the robot has integrity; I think the robot is trustworthy. Response options ranged from 1 = strongly disagree to 7 = strongly agree. The items were adapted from previously validated measures [19] (Table 3). In addition, similar measures have been recently utilized and validated in a related context [23].



	
Demographics






Participants were asked demographic questions, including their age, gender, household income, race, and level of education.



	
Study Procedure






A link to the survey was provided via emails and flyers during recruitment. Once a participant entered the link, they were led to the survey. The initial page of the survey was the consent form. Once consented into the study, the first few questions asked the participants their gender, date of birth, and if they could speak English fluently.



After completion of the initial background questions, the first SAR was displayed followed by three questions asking about the participants’ initial perceptions of that SAR. Participants then watched a video of the same SAR performing either delivery or a medication management task.



After completing the questions for all six SARs, participants completed a questionnaire that included questions about primary language for communication, education, marital status, racial groups, housing information, household income, employment, and disability benefits. Participants were then able to choose whether they would be willing to provide identifiable information for raffle compensation. If the participant agreed, they provided their name, address, and phone number.




2.3. Study 1 Analytical Procedures


For the initial analysis, we performed descriptive statistical procedures to assess the sample characteristics and to evaluate measures of central tendency for our key variables of interest (sociability and trust). In addition, we performed a simple bivariate Pearson’s correlation analysis and scatter-plot data visualization to assess the primary relationship between sociability and trust.





3. Study 1 Results


Study 1 Relationship between Sociability and Trust



Our initial bivariate Pearson’s correlation results (Figure 2) indicated a strong positive linear association between robot sociability and trust (r = 0.77, p < 0.001). In addition, robot sociability was associated with almost 60% of the variance in robot trust (R^2 = 0.59). These findings clearly show that, on average, robots that were perceived as more sociable were likely to be rated as more trustworthy.




4. Study 1 Discussion


The quantitative assessment strongly supported the notion that perceived sociability and robot trust are positively associated, which was consistent with previous qualitative research on HRI trust by older adults [8]. These initial findings provide evidence for the potential influence sociability may have on HRI trust. Further investigation into how to design robots to be appropriately sociable for a given use–case/context is required to calibrate HRI trust for specific robot form factors. However, this study was not without limitations; specifically, we only exposed the participants to the robot videos in one order, which could have positively biased results. We thus conducted a replication study to reduce this bias and to evaluate the sociability–trust relationship in an independent sample of older adults.



In Study 2, we incorporated a counter-balanced study design, such that half of the participants were randomly selected to view the robot demonstration videos from high social characteristics to low, whereas the other half were shown the robots in the reverse order to minimize potential order-effects. In addition, we revised our sampling procedures to broaden the participant characteristics.




5. Study 2


5.1. Method


	
Recruitment and Sample Characteristics






The Study 2 methodology was generally similar to that used in Study 1 while addressing the limitations described to improve rigor. For the second study, we wanted to achieve more consistency on who our participants were by constraining participation to living in Illinois. We kept our participant age requirement set from 65 to 85. To recruit participants, we engaged community groups across the state, university news outlets, and email listservs. Participants had a mean age of 72 years old (SD = 5.4). See Table 4 for more details.



As in Study 1, REDCap was used for data collection and included the consent form, an age and zip code check, and general demographic questions, and then the participants were introduced to the socially assistive robot videos. They were then asked perceived sociability questionnaires and perceived trust questionnaires for each robot.




5.2. Study 2 Materials and Measures


	
Video Stimuli Development






We revised the video stimuli to show less commercialized videos and less human–robot interaction, to highlight the sociability of the robot itself. Our first enhancement was to ensure that the sampled robots had similar capabilities for manipulation and mobility. In addition, we changed the activities the robots were completing to delivery and cleaning (instead of medication management) to more appropriately match the robots’ actual capabilities. We then conducted similar SME testing (N = 9 SMEs) with 13 robots to evaluate the robots’ social capabilities to make sure there was a stratification between the robots. The robots selected are shown in Figure 3.



	
Survey Updates






The online questionnaire was slightly updated from Study 1. All other materials not listed below remained the same. To update and refine the survey, we added counterbracing to the robot stimuli as well as the presentation order (robot video then image). In addition, we added a question in the beginning asking if they felt robots could be used in the future to support older adults and included four more questions about perceptions of sociability for each robot.



	
Study 2 Survey






In our second online survey, we again showed participants robot videos followed by a series of questions about the stimuli. Immediately following each video, participants responded to questionnaires to rate their perceptions of that robot’s sociability and trust.



We used the same eight statements about trust and sociability as in Study 1, with some minor adjustments—mainly to convert the tense from past tense to future tense given that participants did not have physical interactions with each robot. Additional details about each measure are described below.



	
Perceived Trust






We operationalized perceived robot trust with an 8-item questionnaire. Participants rated their level of agreement with the following statements for each of the six robots in Study 2: I think I would trust the robot if it gave me advice; I think the robot would be reliable; I think if I gave the robot personal information, it would not misuse it; I think the robot would be able to guide me through tasks; I think the robot would be precise; I think the robot would be safe for a person to use; I think the robot would have integrity; I think the robot would be trustworthy. Response options ranged from 1 = strongly disagree to 7 = strongly agree.



	
Perception of Sociability






We measured perceived robot sociability using an 8-item questionnaire. Participants rated their level of agreement with the following statements for each of the six robots in Study 2: I think the robot would be a good conversational partner; I think the robot would be pleasant to interact with; I think the robot would understand me; I think the robot would be nice; I think the robot would be relatable; I think the robot would be friendly; I think the robot would be polite; I think the robot would be sociable. Response options ranged from 1 = strongly disagree to 7 = strongly agree.




5.3. Data Analyses Procedures


Like Study 1, we performed a simple bivariate Pearson’s correlation analysis and scatter-plot data visualization. In addition to replicating Study 1, we conducted additional analyses with the new sample of data by performing multivariate linear regression analysis as well as additional descriptive statistics. For the regression analysis, we computed averaged composite measures for sociability and trust to assess the overall association across the entire sample of robots.





6. Study 2 Results


6.1. Study 2 Descriptive Statistics


The tables below display the descriptive statistics (mean, SDs) for robot sociability (Table 5) and trust (Table 6) for each robot. Relay and Hollie were top-rated for sociability and trust and Care-O-Bot and PR2 were ranked in the middle, while Stretch and Tiago were consistently rated as the least sociable and least trustworthy robots.




6.2. Study 2 Relationship between Sociability and Trust


Consistent with Study 1, we observed a strong positive bivariate correlation between sociability (Figure 4) and trust (r = 0.82, p < 0.001). Robot sociability was associated with approximately 63% of the variance in robot trust (R^2 = 0.67).




6.3. Study 2 Full Regression Model Results


We performed a multivariate regression analysis with overall perceived trust as the dependent variable and perceived robot sociability as the main independent variable. In addition, we controlled demographic factors in the model. Our multivariate regression results suggested that robot sociability was positively associated with robot trust (B = 0.56, SE = 0.08, p < 0.001)—net of all controls (Age: B = −0.01, SE = 0.02, p > 0.05; Gender: B = −0.29, SE = 0.22, p > 0.05; Education: B = −0.11, SE = 0.09, p > 0.05; SRHS: B = 0.12, SE = 0.10, p > 0.05; Race: p > 0.05; Marital Status: p > 0.05). The full regression model was associated with approximately 63% of the variance in robot trust (Adj. R^2 = 0.68, SE = 0.51, p < 0.001) (Table 7).





7. Study 2 Discussion


Our regression analysis replicated the positive bivariate correlation findings in Study 1 between sociability and trust with a different sample of participants and robots. On average, when a robot was perceived as more sociable, it was also rated with a higher level of trust. This could suggest that the relationship between perceived sociability and trust is robust. In addition to the directionality of the association, key test statistics for each analysis were similar across both studies (e.g., bivariate Pearson’s correlation coefficient results and R^2 variance). However, future work could benefit from assessing these relationships with a larger and more diverse sample of older adult participants.




8. General Discussion and Future Work


Overall, the results of our two studies have implications for the design and implementation of socially assistive robots to support daily activities for older adults. Trust is a crucial factor in determining the acceptance and use of potentially supportive SARs. By designing SARs that are perceived as sociable and friendly, developers can help establish trust and increase the likelihood of successful adoption and sustained use by older adults. Our findings contribute to this domain by providing novel quantitative evidence for the positive association between SAR sociability and trust among older adults. Though the studies utilized different samples of participants and SARs/robot capabilities and form factors, we found that older adults consistently reported higher trust for robots they perceived as more sociable. In simple terms, this means that regardless of form factor, SARs should be designed to interact and communicate with older adults in a friendly manner to foster the development of trust and potential long-term acceptance.



To ensure SAR designs meet older adults’ needs, future research could further explore the specific features and characteristics of SARs that contribute to perceived sociability during co-located interactions with SARs. In addition, longitudinal studies could examine the long-term effects of SAR use on trust, as well as the potential benefits and challenges of incorporating SARs into older adults’ daily lives. Effective communication of the robot’s intentions and behaviors is essential to ensure successful coordination and interaction with humans and other smart technologies in the home [25].



To do so, we recommend that future work incorporates theory-driven approaches—such as the principles of the Uncertainty Reduction Theory [18], which may guide developers in creating human–robot interfaces that proactively address older adults’ uncertainties about SARs’ capabilities and behaviors. Likewise, leveraging related frameworks such as the Similarity-Attraction Paradigm [17] could help robot designers to integrate familiar features or configurable/calibrated attributes that resonate more deeply with the elderly, thereby fostering trust and acceptance. This blend of addressing both cognitive uncertainties and emotional connections could be the key to unlocking the potential of SARs in older adults’ daily routines. In addition to these suggestions, we encourage researchers to consider other theories as well, given a multitude of frameworks could help lead to greater understanding in the HRI and aging domain—which is currently lacking in theory-driven approaches.



SARs have tremendous potential to support older adults. Understanding the social characteristics that relate to trust can lead to the design of robots that are more likely to be accepted by older adults. Such acceptance could lead to an enhanced quality of life. However, it is important to consider the potential risks of over-trusting and over-relying on SARs once they are accepted. Over-reliance on the capabilities of a robotic system can lead to adverse and dangerous outcomes, especially in the context of aging in places where older adults may have limited physical or cognitive abilities to intervene in case of a malfunction or misuse. Therefore, user-centered design and participatory design approaches are encouraged to calibrate robotic systems’ sociability and communication behaviors for given use–cases, and specific user needs and capabilities [26].



Future research will need to identify the specific features and characteristics of highly sociable/friendly SARs that may contribute to over-trust and over-reliance, and the potential negative impacts associated with it, such as a lack of vigilance.




9. Conclusions


Our study lays a foundation for advancing the concept of robot sociability in the field of socially assistive robots (SARs) to enhance the lives of older adults. SARs that can build trust with their users have the potential to combat feelings of isolation and loneliness, enhancing wellbeing for older adults living independently. In addition, SARs may assist in physical tasks, supporting continued independence and reducing caregiver burden. However, for SARs to be trusted and accepted, our study strongly suggests that robots must be perceived as benevolent/sociable by older adults.



The personalized, user-centered approach optimizing for sociability could potentially lead to better health outcomes by improving medication adherence, supporting consistent exercise, and enabling timely response to health emergencies. Nonetheless, it is crucial to avoid over-reliance and ensure that the design incorporates fail-safe mechanisms and ethical considerations.



Building sociable and trustworthy SARs while respecting older adults’ autonomy and providing adequate safeguards will optimize the balance between the benefits of technological support and the potential risks associated with its misuse or malfunction. Such research insights underscore the importance of continuous learning and adaptation in the design and deployment of SARs to deliver meaningful and safe interactions that respect older adults’ needs, capabilities, and preferences.
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Figure 1. Robot images that were selected for this study. 
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Figure 2. Bivariate correlation between sociability and trust (1 = strongly disagree; 7 = strongly agree). 
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Figure 3. Robot images that were selected for this study. 
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Figure 4. Bivariate correlation between robot trust and robot sociability. 






Figure 4. Bivariate correlation between robot trust and robot sociability.
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Table 1. Demographic information of participants in Study 1 (N = 51).






Table 1. Demographic information of participants in Study 1 (N = 51).










	
	Frequency
	Percentage





	Gender
	
	



	Male
	23
	45.1%



	Female
	28
	54.9%



	Education
	
	



	No formal education
	0
	0%



	Less than high school graduate
	0
	0%



	High school graduate/GED
	2
	3.9%



	Vocational training
	0
	0%



	Some college/associate’s degree
	3
	5.9%



	Bachelor’s degree
	25
	49%



	Master’s degree
	8
	15.7%



	Doctoral degree
	13
	25.5%



	Marital Status
	
	



	Single
	4
	7.9%



	Married
	35
	68.6%



	Divorced
	2
	3.9%



	Widowed
	8
	15.7%



	Do not wish to answer
	2
	3.9%



	Racial Group
	
	



	Asian
	11
	21.6%



	Black or African American
	1
	2%



	White
	21
	41.2%



	More than one race
	1
	2%



	Do not wish to answer
	17
	33.4%



	Household Income
	
	



	Less than $25,000
	2
	3.9%



	$25,000~$49,999
	5
	9.8%



	$50,000~$74,999
	8
	15.7%



	$75,000 or more
	19
	37.3%



	Do not wish to answer
	16
	31.3%



	Do not know for certain
	1
	2%










 





Table 2. Robot Sociability Example Items and Reference.
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	Original Version
	Adapted Version





	I consider iCat a pleasant conversational partner.
	I think the robot is a pleasant conversational partner.



	I find iCat pleasant to interact with.
	I think the robot is pleasant to interact with.



	I find iCat understands me.
	I think the robot understands me.



	I think iCat is nice.
	I think the robot is nice.










 





Table 3. Robot Trust Example Items and References.
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	Original Version
	Adapted Version





	I would trust the robot if it gave me advice [19].
	I think I would trust the robot if it gave me advice.



	If I would give the robot information, it would not abuse this [19].
	I think if I would give the robot information, it would not abuse this.



	I find the robot reliable [22].
	I think the robot is reliable.



	It gave me confidence that the robot guides my therapy [24].
	I think I have confidence that the robot guides the task.










 





Table 4. Demographic information of participants in Study 2 (N = 43).






Table 4. Demographic information of participants in Study 2 (N = 43).










	
	Frequency
	Percentage





	Gender
	
	



	Male
	9
	21%



	Female
	34
	79%



	Education
	
	



	High school graduate/GED
	1
	2%



	Vocational training
	1
	2%



	Some college/associate’s degree
	6
	14%



	Bachelor’s degree
	6
	14%



	Master’s degree
	22
	51%



	Doctoral degree
	7
	16%



	Marital Status
	
	



	Single
	5
	12%



	Married
	28
	65%



	Divorced
	3
	7%



	Widowed
	7
	16%



	Racial Group
	
	



	Asian
	1
	2%



	Black or African American
	5
	12%



	White
	37
	86%



	Household Income
	
	



	Less than $25,000
	3
	7%



	$25,000~$49,999
	5
	12%



	$50,000~$74,999
	10
	23%



	$75,000 or more
	25
	58%










 





Table 5. Descriptive statistics for robot soci