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Abstract: Automatic control of robots with flexible links has been a pivotal subject in control en-
gineering and robotics due to the challenges posed by vibrations during repetitive movements.
These vibrations affect the system’s performance and accuracy, potentially causing errors, wear, and
failures. LQR control is a common technique for vibration control, but determining the optimal
weight matrices [Q] and [R] is a complex and crucial task. This paper proposes a methodology
based on genetic algorithms to define the [Q] and [R] matrices according to design requirements.
MATLAB and Simulink, along with data provided by Quanser, will be used to model and evaluate
the performance of the proposed approach. The process will include testing and iterative adjustments
to optimize performance. The work aims to improve the control of robots with flexible links, offering
a methodology that allows for the design of LQR control under the design requirements of controllers
used in classical control through the use of genetic algorithms.

Keywords: genetic algorithms; vibration control; LQR (linear quadratic regulator); flexible link
systems

1. Introduction

In robotics, particularly in systems incorporating flexible links, effective vibration man-
agement is essential for maintaining system precision and stability. Flexible links are highly
valued in the field of robotics for their capacity to enhance the accuracy in the transmission
of motion and forces, and for their utility in passive vibration reduction [1]. In addition,
Flexible-link robots present several advantages over their rigid counterparts, mainly due to
their lightweight construction, which leads to high throughput and low power consump-
tion [2], although passive reduction methods are effective under certain conditions, they
exhibit limitations in dynamic environments where the demands for responsiveness and
adaptability intensify. In contrast, active control systems can provide superior adaptabil-
ity and precision by dynamically adjusting control parameters in response to real-time
environmental conditions. This is particularly relevant in advanced robotics applications
where even minor deviations can lead to significant errors or system failures. Therefore,
the integration of active control strategies emerges as a critical solution to overcome the
limitations of purely passive isolation methods in robots with flexible components.

Active control of robots with flexible links has been a topic of significant importance
in control engineering and robotics [3]. On one hand, flexible links present an engineering
challenge due to the vibrations that occur during the transitional phase of controlling the
position of a robotic arm, affecting both the performance and the precision of the system [4].
The issues arising from these vibrations range from positioning errors to component wear,
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and occasionally, system failures. On the other hand, studies such as [5] investigate how
micro-positioning systems, which utilize flexibility based on the elastic deformation of
joints or mechanism sections, eliminate wear, noise, and friction. These characteristics
are crucial when considering the automation of robots with flexible links in environments
that demand high precision, such as in surgical robotics or micro-device manufacturing.
The discussion includes the use of active control systems, deliberating on the design of
controllers and actuators and the selection of essential materials for precision. Cases like
these motivate the pursuit of better techniques that effectively address the ability to control
these vibrations according to the system’s requirements.

The linear quadratic regulator (LQR) is one of the most common and effective ap-
proaches in controller design, given its ability to provide good performance based on
quadratic criteria. In LQR control, the performance index is minimized with optimal
weight matrices. The [Q] and [R] matrices are the most crucial parameters to keep actuator
voltage within certain limits while maintaining maximum control performance. Hence, the
importance in LQR control lies in determining the optimal state weighting matrix [Q] and
the input weighting matrix [R] [6].

In advanced control systems, proper design and tuning of controllers are essential
to ensure the desired system performance; however, the appropriate choice of weighting
matrices in LQR design is crucial and can be complex in many situations. Optimizing these
matrices can be challenging, as manual selection or the use of traditional optimization
techniques may not always yield the best results, especially in complex or nonlinear systems.
To overcome this challenge, this study proposes the use of genetic algorithms as in [7] to
find the weights for the gain matrix K according to the controller design requirements.

In [8], optimization deals with performance criteria such as rise time, overshoot,
control energy, and a measure of robustness, among others. Optimization is achieved
through the use of an elitism-based genetic algorithm (GA). Also, Ref. [9] investigates
dynamic modeling and vibration control for a large flexible space truss. The space truss is
a typical periodic triangular prism structure consisting of beams and rods. Considering the
transverse deformation of the entire structure, the equivalent dynamic model of the space
truss is established using the principle of energy equivalence. Fourth-order governing
equations of the equivalent cantilever beam model are derived and solved by adopting
Hamilton’s principle and the Galerkin method to achieve its discrete dynamic model. The
LQR vibration controller is designed when the space truss is subjected to periodic and
impulse excitation. The control moment is applied to the large-scale finite element model
of the space truss, and numerical simulations prove the effectiveness of the designed LQR
vibration controller for the suppression of vibrations.

In [10], the so-called linear quadratic regulation problem is a modern control strategy
that, through the configuration of the weight matrices Q and R, takes on the tedious
task traditionally performed by specialists in controller optimization, finding the control
parameters that minimize unwanted deviations. However, there are no simple analytical
methods that assist the designer in defining the values of these matrices, which depend on
the system, the control to be achieved, and the efforts of the control variables, making deep
knowledge of the process essential for the engineer. Classic approaches such as trial and
error, Bryson’s method, and pole placement are tedious and do not guarantee the expected
performance. This research proposed a methodology based on genetic algorithms and
particle swarm optimization to define the weight matrices Q and R, achieving the design of
optimal controllers in a simple, fast manner starting from basic knowledge of the system
to be controlled. The controller is evaluated using MATLAB and Simulink, assessing the
effectiveness of the proposed scheme in terms of tracking and robustness through three
test cases.

Our research is conducted on a cantilever beam, which is attached to a DC motor, and
the model representation is executed in state space. The model is compared with the actual
plant (rotary flexible link) with data provided by Quanser®, a global leader in hardware
for real-time control design in education and research [11], where the GA-LQR controller
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is evaluated. This work highlights the genetic algorithm used for the optimization of a
LQR under specific designer conditions swiftly and effectively in robots with flexible links,
aiming to minimize oscillations at the tip of the link by controlling its base.

The primary contributions of this research include the development of a GA-LQR
controller that integrates classic control design criteria, such as percentage overshoot and
settling time [12], directly into the algorithm’s cost function, allowing for precise alignment
of the Q and R parameters with the specific design objectives of the controller. The results
of the simulations clearly confirm that the proposed control system effectively minimizes
the end vibrations of the manipulator, fulfilling the requirements set out in the design of
the genetic algorithm. Moreover, a general methodology has been established for enforcing
specific design requirements for position control of the tip of a rotating flexible link, using
genetic algorithm techniques over a LQR for the optimization of desired parameters.

The use of a reference model for the GA ensures that the resulting parameters are
aligned with a known desired behavior, although it is essential that the reference model
be representative enough of the real system for the optimized parameters to be effective
in practice. For future work, the challenge of using the GA-LQR control in real time is
proposed. One approach could consider running the GA on a slower cycle, which allows
for reviewing and adjusting the LQR parameters based on the system’s recent performance,
while a faster LQR controller handles real-time control. Additionally, an improvement
would be to develop a faster and more efficient version of the GA that can operate in real
time or near-real time. It is hoped that this proposal will contribute to the scientific and
technological community by offering other perspectives to develop controllers for flexible
systems. Furthermore, this approach may serve as a foundation for future research and
applications in the industry.

2. Modeling of the Rotary Flexible Link System

For the evaluation of the control technique GA-LQR, modeling is conducted both
theoretically and experimentally. The theoretical modeling is divided into two parts:
mechanical and electrical. The Lagrange method is used to find the motion equation of the
system. These equations describe the movement of the mechanism in relation to a voltage
applied to the servo motor. For the modeling through system identification, data from [13]
are acquired, specifically a rotary flexible link system provided by QUANSER®, through its
software “Quanser Interactive Labs”, version 2.15, which offers academically appropriate
and high-fidelity laboratory experiences through interactions with virtual hardware. The
rotary flexible link (RFL) module has facilitated the evaluation of control over the developed
model. The system has been designed to couple with a rotary servo. The module simulates
real-world problems in flexible and lightweight structures, being essential for studying
vibration control, resonance, and modeling in robots or spacecraft [14]. The mathematical
model is obtained in a state-space representation; the following is a detailed account of
the model.

An usual modeling method for flexible systems is to approximatively describe the
dynamics of the flexible link with finite number modes [14]. Nevertheless, another mod-
eling method considers entire modes of flexible structures. Dynamic models, including
the infinite-dimensional governing equation and boundary conditions, are established to
describe the dynamic behaviour of the flexible manipulators via Hamilton’s principle [15].

For the analysis of the link, the Euler–Bernoulli theory is used, which considers the
link as a bar subjected to lateral vibrations. To derive the model’s equations, Hamilton’s
principle is applied. The bar contributes to both the kinetic and potential energy of the
system, while the base contributes only to the kinetic energy.

In accordance with the literature from [3], the robot with flexibility in a single-degree-
of-freedom link consists of a flexible link that is connected to a base. On the base, a motor is
present, which applies torque to the link to move it to the desired position. The motion of
the link is horizontal; thus, gravitational forces are not considered. The primary objective
of control is to minimize the deflection as much as possible.
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Figure 1 illustrates the reference frame used to define the variables related to the robot.
The length of the link is denoted by l, the torque by τ, the time variable by t, the deflection
of the link relative to the neutral axis by α(x, t), the coordinate along the neutral axis of the
link by x, and θ(t), which is the rotation angle of the link’s axis relative to the neutral axis
(rigid line).

Flexible Link

x

xθ

Tip

α(x, t)

θ
τ

Rigid Line.

Base

Axis

Figure 1. Representation of the flexible link manipulator.

The link is characterized as a bar subjected to external forces distributed along its
entire length. The theories used in the description of the vibrations of a bar include those
of Euler–Bernoulli, Rayleigh, and Timoshenko. The simplest theory of lateral vibration is
that of Euler–Bernoulli [16].

Based on the Euler–Bernoulli theory, the link is modeled. In this theory, second-
and higher-degree terms in the deformation variables are neglected, and the following
assumptions are considered:

• The link is a bar with uniform geometric characteristics and a uniform mass distri-
bution. This assumption implies that the deflection of a section through the link is
due only to bending or deflection and not to shear. Moreover, the contribution of the
rotational inertia of the link section to the total energy is negligible.

• The link is flexible in the lateral direction, with only elastic deformations being present.
This assumption is reinforced by the mechanical construction of an actual flexible arm.

• Nonlinear deformations as well as internal friction or other external disturbances
are negligible.

Applying this theory, the link is a bar of length l, the cross-sectional area of the bar is
denoted by AT , ρ is the mass density acting on an external force q(x, t) in the z direction, Ih
is the axial inertia, and E is Young’s modulus.

It is assumed that the cross section at a distance x remains plane even after bending
and has a rotation through the y-axis given by the slope α′ of the elastic curve. The
displacements of the bar can then be defined as:

ux = −zα′(x, t) (1)

uy = 0 (2)

uz = α(x, t) (3)

The strain is given by εxx = zα′′(x, t). The stress is given by τxx = −Ezα′′(x, t).
Note: In the equations, a comma on top represents differentiation with respect to x,

and a dot represents differentiation with respect to time.
To apply Hamilton’s principle, both the kinetic and potential energies of the robot

are required. The first is constituted by the contributions from the link and the base. The
second, the potential energy, depends entirely on the link.
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From Figure 1, O − Axis is the neutral axis when the arm is rigid. The displacement of
any point P across the neutral axis at any distance from the axis (not exceeding the length
of the bar) is given by the angle of the axis θ(t) and the deflection α(x, t) measured from
the line O − Axis. This displacement is expressed as follows:

y(x, t) = α(x, t) + xθ(t) (4)

The potential energy (due to deformation) is given by:

U =
1
2

∫ l

0

∫
A

Ez2α′′(x, t) dA dx =
1
2

∫ l

0
EI(α′′(x, t))2 dx (5)

From Figure 1, the absolute position of a point along the link is described by [15]:

p =

(
px
py

)
=

(
x cos θ(t)− α(x, t) sin θ(t)
x sin θ(t) + α(x, t) cos θ(t)

)
(6)

Since the link is fixed to the base, the following boundary geometric conditions are satisfied:

α(0, t) = α′(0, t) = 0 (7)

The kinetic energy is given by:

T = Th + Tl (8)

where the kinetic energy of the axis is given by:

Th =
1
2

Ih θ̇(t)2 (9)

where Ih is the moment of inertia of the link, and Tl is the disregarding axial inertia due to
u̇x, described by:

Tl =
1
2

ρ
∫ l

0
( ṗx

2 + ṗy
2) dx =

1
2

ρ
∫ l

0

(
x2θ̇(t)2 + 2xθ̇(t)α̇(x, t) + α̇2(x, t)

)
dx (10)

The non conservative work for the input torque τ can be written as:

W = τθ (11)

To obtain the equations of motion of the manipulator, Hamilton’s extended principle,
described by [17]. ∫ t2

t1

(δL + δW) dt = 0 (12)

can be used, subject to δθ = δu = 0 at t1 to t2, where t1 and t2 are two arbitrary times
(t1 < t2) and L = Ek − Ep is the system’s Lagrangian.

δW represents the virtual work, δθ represents a virtual rotation and δu represents
a virtual elastic displacement [18]. Using (5), (10) and (11) the integral in (12) can be
written as: ∫ t2

t1

(δT(t)− δU(t) + δW(t)) dt = 0 (13)

where δW(t) = u(t)δθ(t) represents the virtual work performed by the torque. The rotary
inertia and shear deformation are more pronounced at high frequencies and more influential
on the higher modes [19]. Since investigations have shown that the first two modes are
sufficient in modelling the manipulator, the rotary inertia and shear deformation effects
can be ignored [18].
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To determine δT(t), consider the functional:

T[θ(t)] =
∫ t2

t1

F(t, θ(t), θ̇(t)) dt (14)

Applying the general Euler equation, one obtains:

δT(t) =
[

Ih θ̇ + ρ
∫ l

0
(x2θ̈(t)2 + α2θ̈(t) + xα̈2(x, t))dx

]
δθ +

[
ρ
∫ l

0
(α̈(x, t)) + xθ̈(t))dx

]
δα (15)

The deformation α(x, t) is considered to be very small in comparison to the length of
the link. That is, α(x, t) ≤ 0.1l. See the article by Cannon [20].

By neglecting the term involving α(x, t)2, and grouping the terms in δθ, one obtains.

Ih θ̈ + ρ
∫ l

0
(x2θ̈(t) + xα̇(x, t)) dx = u (16)

From the functional:

U[α(x, t)] =
1
2

∫ l

0
α′′(x, t)2 dx (17)

the variation δU is calculated, which is given by the expression:

δU =
∫ l

0
α′′(x, t)δα′′(x, t) dx (18)

If integrated by parts, it results in:

δU =
[
α′′(x, t)δα′(x, t)

]l
0 −

∫ l

0
α′′′(x, t)δα′(x, t) dx (19)

Integrating again by parts, we obtain:

δU =
[
α′′(x, t)δα′(x, t)

]l
0 −

[
α′′′(x, t)δα(x, t)

]l
0 +

∫ l

0
α′′′′(x, t)δα(x, t) dx (20)

This expression must vanish at the extremal of the functional, that is,

α′′(0, t) = 0; α′′(l, t) = 0 (21)

By grouping the terms involving δα, one obtains

EIα′′′′(x, t) + ρα̈(x, t) + ρxθ̈(t) = 0 (22)

With the corresponding boundary and initial conditions as:

ΣRFE :



α(0, t) = 0
Ihα̈′(0, t)− EIα′′(0, t) = τ(t)
Mpα′′(l, t)− EIα′′′(l, t) = 0
Ipα̈′(l, t) + EIα′′(l, t) = 0
α(x, 0) = 0
α′(x, 0) = 0

(23)

Substituting for y(x, t) from (4) into (22) and (23) and simplifying yields the governing
equation of motion of the manipulator in terms of y(x, t) as:

EIy′′′′(x, t) + ρÿ(x, t) = 0 (24)

with the corresponding boundary and initial conditions as:
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ΣRFE :



y(0, t) = 0
Ihÿ′(0, t)− EIy′′(0, t) = τ(t)
−EIy′′′(l, t) = 0
Ipÿ′(l, t) + EIy′′(l, t) = 0
y(x, 0) = 0
y′(x, 0) = 0

(25)

Equation (24) gives the fourth-order partial differential equation (PDE), which repre-
sents the dynamic equation describing the motion of the flexible manipulator [21].

Obtaining the Laplace transform of the system (24) and solving for the roots of the
determinant of the matrix of coefficients, a series of natural vibrational modes of the system
is obtained. In AMM, the link flexibility is represented by a combination of separable
mode shapes and time-varying generalized coordinates. The modal series is truncated to
a finite dimension because the contribution of higher modes to the overall movement is
negligible, and dynamics of the system are dominantly governed by only the first few (low
frequency) modes [18]. This method is usually adopted when the global shape functions
can be analytically computed, like in the case of links with simple geometries [22].

Using the method of assumed modes [23], the variables of the system can be expressed
as:

y(x, t) =
ne

∑
i=1

ϕi(x)qi(t) (26)

where the admissible function, ϕi, also called the mode shape, is purely a function of the
displacement along the length of the manipulator and qi is purely a function of time and
includes an arbitrary, multiplicative constant. The zeroth mode is the rigid-body mode
of the manipulator, characterising the so-called rigid manipulator as considered without
elastic deflection [21].

Substituting for y(x, t) from (26) into (24) and manipulating yields two ordinary
differential equations as:

ϕ′′′′
i (x)− β4

i ϕi(x) = 0, q̈i(t) + ω2
i qi(t) = 0 (27)

where:
ω2

i =
EI
ρ

β4
i (28)

where βi is a constant. Let two constants λi and ϵ be defined as:

λi = βil, ϵ =
Ih

Ml2 =
3Ih
Ib

(29)

where M = ρl is the mass of the manipulator.
From the properties of self-adjoint systems, the mode shapes must also satisfy the

orthogonality condition: ∫ l

0
EIϕ′′

i (x)ϕ′′
j (x) dx = ITω2

i δij (30)

where ϕ′′
i = d2ϕi

dx2 . The analytical values of natural frequencies ωi can then be obtained using
(29). ϵ determines the vibration frequencies of the manipulator; a small ϵ corresponds to the
manipulator with lower vibration frequencies. For a very large ϵ, the vibration frequencies
correspond to those of a cantilever beam. By considering the boundary conditions, the
mode shape function ϕi(x) of the manipulator can thus be obtained like a fourth-order
ordinary differential equation with a solution on the form:

ϕi(x) = Ai sin(βix) + Bi sinh(βix) + Ci cos(βix) + Di cosh(βix) (31)
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In the absence of an external torque, (22) describes the behaviour of the manipulator
in free transverse vibration with a solution u(x, t) as:

u(x, t) =
n

∑
i=1

qi(t)ϕi(x) for i = 1, 2, . . . , n (32)

The kinetic energy Ek and potential energy Ep of the system, in terms of the natural
modes, can be obtained as [21]:

Ek =
1
2

δij

n

∑
i=1

biq2
i (33)

Ep =
1
2

n

∑
i=1

n

∑
j=1

qiqj

∫ l

0
EIϕ′′

i (x)ϕ′′
j (x) dx =

1
2

δij IT

n

∑
i=1

ω2
i q2

i (34)

The dissipated energy E f and the work W can be obtained as:

E f =
1
2
(Ih + Ib)

n

∑
i=0

2ξiωiqi q̇i (35)

W = τθ = τ
n

∑
i=0

ϕ′(0)qi (36)

where ξi =
b0

2ωi
+ b1ωi

2 is the damping ratio.
The dynamic equation of the system can now be formed using the kinetic energy,

potential energy and dissipated energy in the Lagrangian of the energy expression given
as [19].

d
dt

(
∂L
∂q̇i

)
− ∂L

∂qi
+

∂E f

∂q̇i
= Wi (37)

where L = Ek − Ep, qi represents the time-dependent generalized coordinates, Wi represents
the work done by the input torque at the joint in each coordinate. Substituting for Ek, Ep,
E f , and W and using the orthogonality relations, an infinite set of decoupled ordinary
differential equations is obtained as:

q̈0 =
τ

IT

q̈1 + 2ξ1q̇1 + ω2
1q1 =

dϕ1(0)
dx

τ

IT

q̈2 + 2ξ2q̇2 + ω2
2q2 =

dϕ2(0)
dx

τ

IT
...

q̈i + 2ξiωi q̇i + ω2
i qi =

dϕi(0)
dx

τ

IT
for i = 0, . . . , n

(38)

where IT is the total inertia of the system, IT = Ib + Ih + Im. In this manner, due to the
distributed nature of the system, there will be an infinite number of modes of vibration
of the flexible manipulator that can be represented. However, in practice, it is observed
that the contribution of higher modes to the overall movement is negligible. Therefore, a
reduced-order model incorporating the lower (dominant) modes can be developed. modes
can be assumed. This assumption is justified by the fact that the dynamics of the system
are dominantly governed by a finite number of lower modes [24]. Retaining the first n + 1
modes of interest can be written in a state-space, truncating the series of these ordinary
differential equations to a lower order, retaining the first ones n + 1 , a model of equations
is written in the following form:
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ẋ = Ax + bu

y = Cx

where

A =



0 1 0 0 0 0 ... 0 0
0 0 0 0 0 0 ... 0 0
0 0 0 1 0 0 ... 0 0
0 0 −w2

1 −2ζw1 0 0 ... 0 0
0 1 0 0 0 1 ... 0 0
0 0 0 0 −w2

2 −2ζ2w2 ... 0 0
...

...
...

...
...

...
. . .

...
...

0 1 0 0 0 0 ... 0 1
0 1 0 0 0 0 ... −w2

n −2ζwn


BT =

1
IT

[
0 1 0 dϕ1(0)

dx · · · 0 dϕn(0)
dx

]
XT =

[
q0 q̇0 q1 q̇1 . . . ... qn q̇n

]
In the facility, we have a minimal sensor setup that includes only a speed and position

sensor at the base, along with a strain gauge to measure deformation. This configuration
allows us to monitor and analyze specific mechanical properties and movements within
the system. The output vector y of these sensors is related to the state vector by:

C =

1 0 d2ϕ1(l)
dx2 0 · · · d2ϕn(l)

dx2 0

1 0 dϕ1(0)
dx 0 · · · dϕn(0)

dx 0
0 1 0 dϕ1(0)

dx · · · 0 dϕn(0)
dx


As performed in reference [3], one proceeds to obtain two experimental vibrational

modes that were used, which are shown in Table 1:

Table 1. Vibration frequencies of the system in different control Configurations.

Mode SSModel (Hz) GA-LQR (Hz)

0 * 0 0
1 5.4245 0.14655
2 3.7937 0.15899

* Rigid body.

To develop a Lagrangian model for a flexible link, the use of a simplified single-degree-
of-freedom model is justified if the deflections are small (as indicated by the relationship
w < 0.1l), and if the higher-frequency vibration modes have a negligible contribution to the
dynamic response. As shown in Table 1, the data provided show the vibration frequencies
of the system in an open loop and how these are altered with the implementation of GA-
LQR control, highlighting how the controls significantly reduce the vibration frequencies
to values much lower than the natural frequency of the system. This information reinforces
the justification for treating the flexible link as a simple one-degree-of-freedom link in
controlled contexts, since under these controls, the system effectively operates in a regime
where the high-frequency responses (characteristic of the link’s flexibility) are mitigated.
This indicates that the dynamic characteristics of the system are dominated by the more
rigid elements (such as the motor and its control) rather than by the flexible properties
of the link, allowing for simplified modeling and control that primarily consider the
most significant and easily controllable response. This simplification, as mentioned, is
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valid within the framework of the specified conditions and is confirmed with numerical
simulation to ensure that the real-world system response aligns with the model predictions.

As observed in [25,26], generalized coordinates are used to uniquely determine the
configuration of a mechanism or mechanical system with a finite number of degrees of free-
dom and to obtain a closed-form dynamic model of the manipulator; the energy expressions
derived are used to formulate the Lagrangian. Using the Euler–Lagrange equation [27].
To derive the kinetic and potential energies associated with the manipulator, the proce-
dure adopted in [28] is performed. By substituting for links (i = 1) and for two modes
(j = 1, 2).

In Equations (39) and (40), the position and angular velocity vectors in generalized
coordinates are presented. The position vector q(t)T is defined as:

q(t)T =
[
θ(t) α(t)

]
(39)

where θ(t) represents the rotation angle and α(t) is the tip deflection angle at time t. The
angular velocity vector q̇(t)T is defined as:

q̇(t)T =
[

∂θ
∂t

∂α
∂t

]
(40)

where ∂θ
∂t and ∂α

∂t are the angular velocities of θ and α, respectively.
The Lagrangian is utilized, a scalar function from which one can obtain the temporal

evolution, conservation laws, and other important properties of a dynamic system. In fact,
in modern physics, it is considered the most fundamental operator that describes a physical
system [29]. The Lagrangian of the system is the difference between the total kinetic energy
and the total potential energy, L = T − V and qi represents the non-conservative gener-
alized forces or moments acting on the system, and are not derived from the Lagrangian
potential. These forces influence the dynamics of the system and are crucial for the complete
formulation of the equations of motion.

∂

∂t

(
∂L
∂q̇i

)
− ∂L

∂qi
= Qi (41)

By substituting with the generalized coordinates, we have

∂

∂t

(
∂L
∂θ̇

)
− ∂L

∂θ
= Q1 (42)

∂

∂t

(
∂L
∂α̇

)
− ∂L

∂α
= Q2 (43)

where:
L is the Lagrangian of the system, a scalar function that represents the difference

between kinetic and potential energy.
Qi represents a generalized force or moment acting on the system.
θ represents a rotational angle in mechanical systems.
α represents tip deflection.

The equations of motion involving a flexible rotary link comprise modeling the rotary
base and the flexible link as rigid bodies. As a simplification of the partial differential
equation describing the motion of a flexible link, an approximation of a single degree of
freedom is used. The derivation of the dynamic model allows for the understanding of
various properties of the system, such as the rotational inertia for an RFL (rotary flexible
link) [11].

Therefore, the moment of inertia for the link is given by:

Ilink =
1
3

mlinkL2 (44)
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where:
Ilink is the moment of inertia of the link.
mlink is the mass of the link.
L is the length of the link.
And the moment of inertia of a load at the tip is given by:

IL = mLL2 (45)

The total moment of inertia of the mechanical system is:

IT =
1
3

mlinkL2 + mLL2 (46)

The kinetic energy of the base is given by:

Tbase =
1
2

Ib θ̇2 (47)

where:
Ib is the moment of inertia of the base.
θ̇ is the angular velocity of the base.

And the kinetic energy of the link is given by:

Tlink =
1
2

IT(θ̇ − α̇)2 (48)

Therefore, the total kinetic energy is:

T =
1
2

Ibaseθ̇2 +
1
2

Ilink(θ̇ − α̇)2 (49)

On the other hand, the total potential energy of the system is given by:

V =
1
2

Kstiffα
2 (50)

where
Kstiff is the stiffness constant.
α is the displacement at the tip.
The stiffness of a structure is a function of both the material properties and the

geometry. In bending, the bending stiffness of a beam is given by:

Kstiff =
EI
L

(51)

where E is the Young’s modulus of the material, I is the moment of inertia of the cross
section, and L is the length [30].

Upon substituting the kinetic energy into the Lagrange equation, one obtains.

∂

∂t

(
∂T
∂θ̇

)
− ∂T

∂θ
+

∂V
∂θ

= Qθ (52)

∂

∂t

(
∂T
∂α̇

)
− ∂T

∂α
+

∂V
∂α

= Qα (53)

Solving, we obtain the equation of the system dynamics:
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(Ibase + IT)θ̈ − IT α̈ = Qθ (54)

−IT θ̈ + IT α̈ + Kstiffα = Qα (55)

Since the applied force τ is located at the base, then:

Qθ = τ (56)

Qα = 0 (57)

Is substituted in (54), obtaining the following system of equations:

θ̈ = −Kstiff
Ibase

α +
1

Ibase
τ (58)

α̈ = −Kstiff

(
1
IT

+
1

Ibase

)
α +

1
Ibase

τ (59)

And by representing the system in state variables, we obtain:


θ̇
α̇
θ̈
α̈

 =


0 0 1 0
0 0 0 1
0 −Kstiff

Ibase
0 0

0 −Kstiff

(
1
IT
+ 1

Ibase

)
0 0




θ
α
θ̇
α̇

+


0
0
1

Ibase
1

Ibase

τ (60)

Up to this point, the mechanical system of the flexible manipulator has been repre-
sented [11]. Next, the mechanical system is related to the electrical system. The physical
variable that allows us to relate these two systems is the motor torque τ, and for this, the
mechanical torque is related to the electrical one in the following way:

τ = Kgτm (61)

where the torque τ is related to the motor torque τm and a torque constant Kg.
In addition to this, the equation that allows for observing the dynamics of the electrical

system is determined, which is given by

Va(t) = i(t)R + L
di(t)

dt
+ Vb(t) (62)

where the motor torque τm is related to i(t) and the motor torque constant by means of

τm = i(t)KT (63)

Va is the voltage applied to the motor; Vb is the back EMF, and it is given by:

Vb(t) = Kbωm (64)

The equation Vb(t) = Kbωm represents the relationship between the voltage across
the motor Vb(t), the back EMF constant Kb, and the angular velocity of the motor ωm.

Vb(t) = KbKgωb(t) = KbKg θ̇. (65)

Thus, by substituting the previous equations, the equation for the relationship between
torque and applied voltage is obtained:

Va(t) =
τm(t)R

KT
+

(
L

KT

)
dτm(t)

dt
+ KbKg θ̇(t). (66)
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The inductive action of the system is neglected because it is small in relation to the
other parameters of the system; therefore, the previous equation can be represented in the
following way:

Va(t) =
τm(t)R

KT
+ KbKg θ̇(t). (67)

Decoupling the variable of interest,

τm(t) =
KTVa(t)

R
−

KbKTKg θ̇(t)
R

. (68)

And recalling the relationship: τ = Kgτm, we proceed to represent our system in state
variables.


θ̇
α̇
θ̈
α̈

 =


0 0 1 0
0 0 0 1

0 −Kstiff
Ibase

−KTKbK2
g

IbaseR 0

0 −Kstiff

(
1
IT
+ 1

Ibase

)
−KTKbK2

g
IbaseR 0




θ
α
θ̇
α̇

+


0
0

KTKg
IbaseR

− KTKg
IbaseR

Va (69)

For this work, we proceed to use the model from Equation (69), where the state
variables are a function of θ, α, θ̇, α̇, respectively.

x(t)T = [θ : α : θ̇ : α̇] (70)

The output is represented by the matrix:

yT = [θ : α] (71)

Only the position of the servo and the tip of the link are being measured. Based on this, the
matrix C y la matrix D are shown in the following way:

C =

[
1 0 0 0
0 1 0 0

]
(72)

D =
[
0 0

]
(73)

Identification of the Rotary Flexible Link System

The rotary flexible link is a two-degree-of-freedom system with an activated rotary
servo and a flexible link. This simulates applications such as lightweight robot manipulators
(for example, in space applications) and cantilever beams. The rotation angle at the initial
end of the link produced by the rotary servo is measured using an incremental encoder, and
the deflection of the flexible link (in relation to the servo) is measured with a strain gauge.
According to [11], data acquisition and communication are conducted through Simulink®

and a QUARC interface, as shown in Figure 2.

Figure 2. Rotary flexible link communication (Quanser®).
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This is made possible thanks to the virtual laboratory used for this work, as shown in
Figure 3. This virtual laboratory provides real data for the acquisition and identification of
the system model for the evaluation of different control proposals.

Figure 3. Quanser Interactive Labs (Quanser®)

The mechanical specifications of the rotary flexible link system are shown in Table 2,
according to the information provided by Quanser®.

Table 2. Physical Parameters [21].

Symbol Description Value Unit

Module dimensions 48 × 2 cm2

L1 Length from strain gauge to end of link 41.9 cm
m1 Flexible link mass 0.065 kg
I1 Flexible link moment of inertia 0.0038 Kg · m2

Strain gauge bias power ±2 V
Strain gauge measurement range ±5 V
Strain gauge calibration gain 1/16.5 Rad/V

For system identification, the following is performed: a square wave voltage is applied
to the motor, and the response of the servo motor angle is measured using the rotary
encoder, and for the flexible link, the strain gauge. The Simulink model is run using
the QUARC Real-Time Control Software, version 2.15 [13] to measure new data or load
previously measured data. These data are stored in a file for later use.

t: Time vector related to the motor voltage.
u: Motor voltage values.
θ: Servo angle values.
α: Deflection values of the flexible link at the tip.
The state-space model is identified and compared with the measured hardware results

without imposing restrictions on the identification shown in Figure 4. The estimated
states in the time domain have an estimation of 99.85–96.95% (prediction approach),
FPE: 2.89 × 10−13, MSE: 1.326 × 10−6. As shown, the identified state-space model is
quite accurate.

Once the model is obtained, it is compared with the actual system data as shown in
Figure 5.

With the mathematical state-space model obtained, featuring a 96.25% accuracy for θ
and 81.41% accuracy for α, the proposed controller is then evaluated.
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Figure 4. Open − loop response.

Figure 5. Simulated response comparison.

3. GA-LQR Control

The design of LQR (linear quadratic regulator) control and closed-loop simulation in
this context aims to first design a state feedback control based on LQR that is optimal for
two main purposes: first, to control the servo position to reach a desired angle and second,
to minimize the residual oscillations or vibrations of the flexible link, especially when the
servo changes position. To be able to apply the LQR controller, certain criteria must first be
checked: identification or verification of the stability of a system by observing the location
of the eigenvalues in the complex plane [31].

det(sI − A) = s4 + a1s3 + a2s2 + a3s + a4 (74)

The eigenvalues of the system are negative, ensuring its stability. The controllability
of the system is also verified; for this, the Kalman controllability criterion is based on
the controllable matrix, formed from the matrices B, AB, A2B, . . . , An−1B, where n is the
dimension of the state vector x. If the rank of this matrix equals the dimension of the
system’s state space, then it can be asserted that it is completely controllable [32]. In this
system, the rank of ξ equals n; therefore, it is completely controllable.

ξ =
[
B AB A2B · · · An−1B

]
(75)

rank(ξ) = n (76)
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Linear quadratic regulation (LQR) stands out as a powerful technique for controller
synthesis. This approach is based on minimizing a quadratic cost function that balances
system performance and control effort. By employing LQR, an optimal solution is sought
that not only ensures system stability but also optimizes its response according to prede-
fined performance criteria and energy efficiency. The following sections will describe how
LQR is utilized to determine the gain matrix K, which is crucial for achieving the desired
closed-loop behavior of the system.

LQR control, also known as linear quadratic control, is an optimal control strategy
that seeks to maximize the performance of a system through the optimization of a cost
function. This technique focuses on solving the regulation problem, which is addressed by
minimizing a quadratic index with a linear solution. Thus, LQR control aims to minimize
the quadratic function or cost index to improve system performance [33]. It requires the
controller to minimize a performance index of the form [34]

J =
∫ ∞

t0

(xTQx + uT Ru)dt (77)

where Q is a positive definite or positive semidefinite Hermitian matrix of nxn, R is a
positive definite Hermitian matrix of rxr, and S is a positive definite or positive semidefinite
Hermitian matrix of nxn.

The matrices Q and R determine the relative importance of the error and the cost of
this energy.

The control signal is given by:

u(t) = −Kx(t) (78)

Substituting Equation (78) into Equation (77) gives

J =
∫ ∞

t0

(xTQx + xTKT RKx)dt (79)

The Hermitian matrix P is real and nxn, and for fully controllable state systems, it is
positive definite or positive semidefinite. Equation (80) is equated as follows, and it must
comply with the subsequent reduced equation.

xT(Q + KT RK)x = −(d(xT Px))/dt (80)

Deriving the above expression results in

xT(Q + KT RK)x = −ẋT Px − xT Pẋ = −ẋT [(A − BK)T P + P(A − BK)]x (81)

If A – BK is a stable matrix and there exists a positive definite matrix P that satisfies
the above equation, then it is satisfied that

(A − BK)T P + P(A − BK) = −(Q + KT RK) (82)

For the determination of R, it is rewritten as R = TTT, where T is a nonsingular matrix,
having

(A − BK)T P + P(A − BK) + (Q + KTTTTK) = 0 (83)

Rewriting the previous equation yields

AT P + PA + [TK − T−T BP]T [TK − T−T BP]− PBR−1BT P + Q = 0 (84)

J is minimized with respect to K from the previous equation, and the following
is obtained:
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K = R−1BT P (85)

The matrix K, identified in Equation (85) as the optimal solution, indicates that the
most effective control method for tackling the linear quadratic control problem takes on a
linear form.

The P matrix from Equation (85) must satisfy the reduced equation, also called the
Riccati equation, shown in Equation (86), which has a unique solution. Therefore, it can
be concluded that the optimal controller for the linear quadratic regulator problem has a
unique solution in the form of a control signal that is a state feedback controller.

AT P + PA − PBR−1BT P + Q = 0 (86)

Searching for the optimal configuration for matrices Q and R can be complicated. Both
manual selection and conventional optimization methodologies often fail to achieve the
most effective results, particularly in systems of complex or nonlinear nature [35], where
this optimization strategy is applied to determine the optimal values in the LQR matrices
used in the control of flexible structures, such as cantilever beams.

Genetic algorithms (GAs), founded on the Darwinian theory of species evolution, seek
to find the optimal solution to a problem through the implementation of three distinctive
operations that make up their genetics: Selection, crossover, and mutation cycles are repeat-
edly performed until satisfying a pre-established termination criterion. These algorithms
do not require detailed knowledge of the problem to be solved but apply heuristics for the
solution, which significantly restricts the number of data needed for their operation [36].
The parameters for the development of the genetic algorithm for this proposal are presented
in Table 3.

Table 3. Initial parameters of the proposed GA.

Parameters Data

Initial population 30
Fitness function Inverse fitness function
Constraints Initialization, mutation, post-selection
Selection Roulette
Crossover Arithmetic
Crossover probability 90%
Mutation Uniform
Mutation probability 0.9

The following presents the implementation of a genetic algorithm to optimize the
coefficients of the Q and R matrices of the well-known LQR control algorithm according to
the requirements for the control design. For this proposal, two parameters of the system
dynamics are selected, and the cost function designed for this GA measures these two
variables for each system output: overshoot (percentage), the percentage difference between
the maximum value and the final value of the controlled signal, and the settling time, which
is the time it takes for the signal to remain within 2% of its final value. Finally, it penalizes
deviations from these values. The LQR design is based on minimizing the cost function:

J =
∫ ∞

0

[
xT(t)Qx(t) + uT(t)Ru(t)

]
dt (87)

where:
x(t) is the state vector.
u(t) is the control vector.
Q, R are defined weighting matrices.
The cost function design is made to evaluate the performance of a stable, time-

invariant, second-order underdamped system with multiple outputs (SIMO: single-input
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multiple-output). It is based on two important metrics in control system theory: maximum
overshoot and settling time. These are crucial metrics in many control applications, as they
indicate how quickly and accurately a system can reach and maintain its desired state. It
also allows for a quadratic penalty for deviations from desired targets, providing a stronger
penalty for larger deviations, which helps guide the algorithm toward solutions that closely
match the desired criteria. Furthermore, The cost function balances system performance by
penalizing both overshoot and undesirable settling time. Primarily, it is designed with the
real characteristics of a control system in mind, so the optimization results will be relevant
and applicable in practical scenarios. Lastly, it allows for a clear and quantifiable measure
of performance that the algorithm can optimize.

The cost function comprises two main components: the relative maximum oscillation
component (OS) and the settling time component (TS).

For the first component, the relative maximum oscillation for each output variable is
calculated. This is determined as the maximum change between the values of the variable
(θ) and the reference (step signal), expressed as a percentage.

For the second variable (α), the oscillation is calculated differently, considering the
maximum absolute change relative to the initial value.

If the relative maximum oscillation exceeds a certain threshold, the number of samples
before this oscillation occurs is calculated and multiplied by the time interval to obtain the
stabilization time (TS) for that variable.

The settling time component (TS) represents the time required for each variable to
reach a certain level of stability after undergoing significant oscillations. It is determined as
the number of samples before the variable returns within a specific stability threshold and
is multiplied by the time interval.

Finally, the cost function aggregates these components for each variable as shown in
expression (88).

F = (OSB − γ)2 + (OSP − γ)2 + (TSB − β)2 + (TSP − β)2 (88)

where
OSB is the maximum overshoot of the base angle of the RFL.
OSP is the maximum overshoot of the tip angle of the RFL.
γ is the desired maximum overshoot.
TSB is the settling time of the base angle of the RFL.
TSP is the settling time of the tip angle of the RFL.
β is the desired settling time.
This cost function seeks to penalize solutions that have significant oscillations or take

a long time to stabilize. The values of the deviations can change depending on the context
of the problem and the designer’s preferences. A lower cost indicates a better and more
stable solution in terms of reducing the magnitude of oscillations and the stabilization time
of the measured variables.

The fn function is the cost function, which is described as follows:
Input: matrix y, sampling time ts.
Output: cost function value f , peak overshoot mpmaxTip, peak overshoot mpmaxBase, mini-
mum settling time tsmin .

1. Determine num_outputs as the number of columns in y.
2. Initialize mp (peak overshoots) and st (settling times) arrays to zeros.
3. For each output i from 1 to num_outputs:

(a) Extract the i-th column yi from y.
(b) If i is 2 (special case for the second output):

- Calculate initial_value as the first element of yi.
- Determine max_change as the maximum absolute deviation from initial_value.
- Compute the relative peak overshoot mp(i).
- Update mpmaxPunt as the maximum of max_change.
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(c) Else (for other outputs):

- Calculate mp(i) as the relative peak overshoot from the final value.
- Update mpmaxBase as the maximum of mp.

(d) Determine n as the last time index where the output deviation exceeds 1%.
(e) If no such n is found, set n to 0.
(f) Compute the settling time st(i) for output i.

4. Determine tsmin as the minimum settling time across all outputs.
5. Compute the cost function f as a weighted sum of squared deviations from desired

overshoot and settling time.

The process of interaction of the genetic algorithm with the Simulink model to find
the optimal controller parameters is as follows: The initial parameters of the genetic
algorithm are established, and the initial population is generated. Each individual in the
initial population is evaluated. This involves running the simulation in real-time with each
individual’s parameters, followed by calculating the cost function for each set of parameters.
The results of this initial evaluation are used to rank the population according to their
performance. Then, the GA cycle generates a new temporary population, which includes
elite individuals and new individuals created through crossover and mutation. With these
results, pairs of individuals are selected, crossover and mutation operations are applied
to create new individuals, and restrictions are applied. Finally, for each new individual,
a simulation is set up and run using that individual’s parameters, the cost function is
calculated for each new parameter configuration, and the population is updated with the
new individuals, recalculating the selection probabilities based on the cost function. The
parameters of the best individual are used to adjust the controller in the Quanser Interactive
Labs virtual scenario.

Below is the control algorithm for the AG-LQR controller:
Definition of constants and parameters:

A, B, C, D, ts = 0.01,
pc = 0.9, pm = 0.8,
Ng = 10, Ni = 2Ng,

Ngen = 10Ng, Ne = 2,
Qmin, Rmin

where A, B, C, D are the matrices that define the dynamics of a system in the state equations
or transfer functions, ts is the sampling time in seconds, pc is the crossover probability in
genetic algorithms, indicating the frequency at which pairs of individuals are combined
to produce offspring, pm is the mutation probability in genetic algorithms and reflects the
frequency at which individuals undergo random changes, Ng is the population group num-
ber, Ni is the population size, Ngen is the total number of generations in a genetic algorithm,
Ne is the number of elite individuals, and finally Qmin and Rmin are the initialization values
for the weighting matrices Q and R in optimal control.

Population initialization:

Qn0 = diag([Pop(n0,1) + Pop(n0,2) + zeros(1, size(A, 1)− 2)]) (89)

Rn0 = Pop(n0,3) (90)

Evaluation process of the matrix values Q and R:

for n : i

Qn = diag([Pop(n,1) + Pop(n,2) + zeros(1, size(A, 1)− 2)]) (91)

Rn = Pop(n,3) (92)

K = lqr(sys, Q, R) (93)

Syscl = ss(A − B × K, B, C, D, ts) (94)
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yt = step(Syscl) (95)

fn = costo(yt, ts) (96)

Fitness function for the GA:
Fn =

1
1 + f

(97)

P =
Fn

∑ Fn
(98)

PT =
i

∑
0

Pi (99)

In this context, PT is a cumulative probability vector used for the stochastic selection
of individuals in the iterative process for the genetic algorithm. Then, the process of
selection, crossover, mutation, and insertion is repeated to generate the next generation of
the population.

Finally, the K gains are calculated from the optimal values of Q and R obtained that
meet the design requirements:

q1 = Pop(1,1) (100)

q2 = Pop(1,2) (101)

r1 = Pop(1,3) (102)

Q = diag([q1, q2, zeros(1, size(A, 1)− 2)]) (103)

R = r1 (104)

[Kr ∼] = lqr(sys, Q, R) (105)

This approach provides a design that allows for the controlling of two parameters of
the two output variables, θ and α, demonstrating the computational work of the GA on the
dynamic characteristics of the system, the overshoot, and the settling time, which enables
one to obtain optimal values for the GA-LQR controller for these two parameters.

4. Lyapunov’s Theorem in GA-LQR Stability Analysis

The stability analysis of the GA-LQR designed controller follows the same fundamen-
tal principles of Lyapunov’s stability analysis that apply to any LQR design. The primary
difference lies in how the matrices Q and R are selected. The condition AT

cl P + PAcl < 0 is
a key expression in control theory for verifying the stability of a system using Lyapunov’s
Theorem for continuous-time systems.

4.1. Lyapunov’s Theorem

Lyapunov’s theorem is a fundamental tool for determining the stability of dynamic
systems without the need to explicitly solve the differential equations describing them.
According to this theorem, if a Lyapunov function V(x) can be found such that:

1. V(x) > 0 for all x ̸= 0 (positive definite).
2. V̇(x) < 0 for all x ̸= 0 (negative definite time derivative).

Then, the system is stable in the sense of Lyapunov.

4.2. Application to GA-LQR

In the context of LQR, when designing a controller, we transform the system dynamics
into a closed-loop form Acl = A − BK. To verify the stability of this closed-loop system, we
choose V(x) = xT Px as a candidate Lyapunov function, where P is a symmetric positive
definite matrix obtained from solving the Riccati equation.
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For the Linear Quadratic Regulator (LQR) method to function correctly and for the
solution of the Riccati equation (which produces the matrix P) to ensure stability, the
matrices Q and R must satisfy certain properties:

• The matrix Q must be positive semidefinite. This condition ensures that the state vari-
ables are properly penalized, contributing to the system’s performance optimization.

• The matrix R must be positive definite. This requirement guarantees that the control
effort is penalized, helping to avoid excessive control actions that could destabilize
the system.

These properties are crucial for ensuring that the LQR method not only minimizes the
quadratic cost function but also maintains the stability of the controlled system [32].

Derivative of V(x):

The derivative of V(x) along the trajectories of the system is

V̇(x) = ẋT Px + xT Pẋ

Substituting ẋ = Acl x:

V̇(x) = (Acl x)T Px + xT P(Acl x)

V̇(x) = xT AT
cl Px + xT PAcl x

V̇(x) = xT(AT
cl P + PAcl)x

ẋ = Acl x: This equation demonstrates how the system states x evolve over time under
the influence of the controller. The matrix Acl encapsulates both the original dynamics of
the system and the influence of the controller. This integrated dynamic model is crucial for
understanding and predicting the system’s behavior under controlled conditions.

4.3. Lyapunov Condition

For V̇(x) to be negative definite, it is necessary that the matrix AT
cl P + PAcl be negative

definite. This is expressed as
AT

cl P + PAcl < 0

This condition ensures that the Lyapunov function V(x) decreases along all system
trajectories, implying that the closed-loop system is stable.

4.4. Process of Stability Verification

• Matrix Q is positive semidefinite and matrix R is positive definite. While these condi-
tions ensure that the fundamental requirements for the application of the LQR method
are met, they alone do not guarantee system stability. It is crucial to perform additional
stability verification, as the controller’s ability to stabilize the system depends on the
entire closed-loop system dynamics, not just on the positiveness of Q and R. The
matrix K derived from the solution to the Riccati equation must be validated to ensure
that it leads to a closed-loop system matrix Acl = A − BK with eigenvalues having
negative real parts, confirming stability. Simply meeting the positivity conditions of Q
and R is necessary but not sufficient; explicit stability checks must be integrated into
the control design process to ensure robust and reliable controller performance.

• The system has been analyzed for controllability and the results confirm that the
system is fully controllable. The controllability matrix Co is given by:

Co = 105 ×


−0.0000 0.0001 −0.0022 0.0545
0.0000 −0.0015 0.0388 −0.5034
0.0001 −0.0035 0.1596 −5.5443
−0.0001 0.0038 −0.2424 9.3199
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The controllability matrix has a rank of 4, indicating that the system is fully controllable.
This confirms that any state can be reached from any initial state, ensuring effective
response to control inputs across all state variables.

• Obtaining the matrix P through the solution of the Riccati equation:

AT P + PA − PBR−1BT P + Q = 0

The matrix P calculated for our GA-LQR controller is as follows:

P =


54.7975 −0.1152 2.3261 1.0537
−0.1152 5.1686 −4.3326 −2.0855
2.3261 −4.3326 4.4682 2.3730
1.0537 −2.0855 2.3730 1.3842


The symmetry of this matrix ensures the validity of the Lyapunov function used in
our stability analysis.
Furthermore, the eigenvalues of P, which are λ = [0.0405, 0.6612, 8.6945, 13.7583], all
positive, confirm that P is definitively positive definite, ensuring that our Lyapunov
function is adequate for demonstrating the stability of the system.

• Ensuring that the derivative of the Lyapunov function V(x) = xT Px is negative for all
x ̸= 0. This is a crucial condition indicating that the closed-loop system is stable.
The closed-loop system matrix Acl = A − BK, obtained by applying the feedback
control law, is crucial in this analysis. The stability can be verified by examining the
eigenvalues of Acl . Specifically, the system is stable if all eigenvalues of Acl have
negative real parts.
Using MATLAB, the eigenvalues of the matrix Acl were computed as follows:

Eigenvalues =


−36.6266 + 0.0000i
−9.5173 + 24.2550i
−9.5173 − 24.2550i
−0.1391 + 0.0000i


Analysis of these eigenvalues indicates that all have negative real parts, confirming
that the system is stable. This is because the real parts of the eigenvalues, which affect
the exponential decay or growth of the system’s response, are all negative.
The negative real parts of the eigenvalues ensure that V̇(x) < 0 for all x ̸= 0, con-
firming that the derivative of the Lyapunov function is negative in all cases except
the trivial case of x = 0. This analysis verifies the system’s stability, ensuring that
any deviations from the equilibrium state will decay over time, leading to the system
settling back to stability.

These steps underline the critical aspects of verifying the stability of a control system
designed with optimization techniques, ensuring that despite the modifications in the
parameters Q and R, the system remains stable and performs as expected.

5. Evaluation of the GA-LQR Control Results
5.1. Response to a Step Signal

To evaluate the proposed control system, the system’s response is compared to the
response generated by an LQR controller.

In (Figure 6), the response of the base position to a step signal is compared due to the
LQR control and the GA-LQR control. Both controllers stabilize the system at the desired
value. The settling time appears to be fast for both, although it is slightly faster for LQR.
The LQR curve shows a rapid rise compared to the GA-LQR curve, indicating a quicker
response and possibly better handling of uncertainty or changes in system dynamics.
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Figure 6. Simulated response comparison.

In (Figure 7), oscillations are due to the nature of the system, here, the GA-LQR
response shows a quicker reduction of oscillation, thanks to the control of damping in
the system, while the LQR response shows persistent oscillation, indicating a less optimal
adjustment to suppress vibrations.

Figure 7. Response comparison of the link tip.

Settling time is hard to determine in oscillatory systems like this, but the goal would
be to minimize the amplitude and number of oscillations as shown in Figure 7.

To determine the dynamic characteristics of the system outputs, the discrete model
was obtained. Below, Tables 4 and 5 show the results in response to a step signal.

In Figure 7, the oscillations at the tip of the link are observed, comparing the dynamics
against the two controllers.

In Table 5, some dynamic characteristics measured at the tip of the link can be observed.
It is shown that the design of the proposed algorithm meets the specified requirements,
such as significantly reducing oscillations at the tip of the link as outlined in the proposal.

Table 4. Comparison of the system dynamics (link base) against proposed controllers.

Features GA-LQR LQR

Settling Time 7.654 4.854
Overshoot 0 0
Rise Time 4.2680 2.6860
Peak 0.8840 0.9380
Peak Time 15.3980 9.3380
Steady-State Value 0.7964 0.8447
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Table 5. Comparison of system dynamics (tip of the link) against proposed controllers.

Characteristic GA-LQR LQR

Overshoot 1.1561 2.6557
Peak 0.0216 0.0400
Peak Time 0.0740 0.0700
Steady-State Value −0.0026 −0.0071

5.2. Error Dynamics in Flexible Link Control Systems

The Figure 8 of the tip error shows that both GA-LQR and conventional LQR expe-
rience significant initial error peaks. The GA-LQR reduces the error more quickly and
stabilizes with a slightly lower steady-state error compared to the conventional LQR. This
suggests that while the GA-LQR is optimized for a quick response, it achieves better steady-
state precision at the tip of the link, which is influenced by more complex dynamics due to
its flexibility.

Figure 8. Response comparison of the error Link Tip.

In the Figure 9 of the base error, we observe that both controllers initially also show
error peaks. However, the GA-LQR shows a slower reduction of error compared to the
conventional LQR and maintains a marginally higher steady-state error. Despite this, the
control and correction of the error at the base are more straightforward and effective due to
the lower complexity compared with the control of the tip.

Although both controllers are capable of managing errors at the base and the tip,
correcting the error at the base is inherently easier due to its more direct control and
less complicated dynamics. In contrast, the error at the tip, influenced by the flexibility
of the link, requires a more sophisticated approach, making this task more challenging
and complex.

Figure 9. Response comparison of the error base.
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5.3. Comparison with Other Controllers

In [37], the control applied to a flexible link system is displayed; it can be compared in
Table 6, which shows two measured variables of the dynamics of the tip of the flexible link
for four types of controllers: fuzzy, neural network (NN), GA-LQR, and LQR, highlighting
differences in their settling times and peak magnitudes. The controllers vary significantly
in response speed; the GA-LQR (0.45 s) and LQR (0.7 s) offer fast response times, suitable
for applications that demand quick corrections, whereas the fuzzy controller, with a settling
time of over 60 s, is much slower, being suitable for applications where precision is more
important than speed, and the NN (9 s) provides a balance between rapid response and
moderate control. Regarding the magnitude of the peaks, the GA-LQR shows the smallest
peak (0.0216), indicating smooth control and minimal disturbance, ideal for sensitive
systems. On the other hand, the LQR, although effective, generates higher oscillations
(0.0400), and both fuzzy and NN maintain moderate peaks (0.0573), suggesting proper
management of oscillations without inducing major disturbances.

Table 6. Comparison of system dynamics for additional controllers.

Features Fuzzy NN GA-LQR LQR

Settling time (s) >60 9 0.45 0.7
Peak (º) 0.0573 0.0573 0.0216 0.0400

5.4. Constant Periodic Amplitude Trajectory

The evaluation of controllers with a constant periodic signal is crucial for determining
the system’s ability to accurately and stably follow repetitive trajectories. This simulation
reveals the system’s response to cyclic inputs, essential in applications such as engines and
robots where precision in recurrent movements is required.

As observed in Figures 10 and 11, against a constant periodic amplitude trajectory, the
GA-LQR controller is a better option compared to an LQR controller for a flexible rotary
system where vibration suppression and smooth transition are critical. It is noted that the
energy transmission from the base to the tip of the flexible link is more controlled under
GA-LQR control, causing a lower amplitude of tip oscillations, as seen in Figure 11, while
the LQR control, due to its more aggressive response at the base, transmits less controlled
energy along the link, resulting in a more vibrant response.

Figure 10. Response comparison for constant periodic amplitude trajectory of the link base.
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Figure 11. Response Comparison for constant periodic amplitude trajectory of the link tip.

5.5. Increasing Amplitude Trajectory

Trials conducted in engineering contexts, such as in crane robots and flexible ma-
nipulators, indicate that different controllers play a crucial role in reducing vibrations
during repetitive movements that feature variable setpoint profiles [38]. Figures 12 and 13
highlight that, for an increasing amplitude trajectory, the control scheme offers similar
performance in vibration suppression, keeping the maximum deflection angle restricted.
Although there is an initial deviation in tracking during the transient phase, it offers smooth
tracking in certain cases, like in the square trajectory.

Figure 12. Comparison of the link base response to increasing gain.

In Figure 12, for the base of the system, the GA-LQR controller reaches and follows
the reference with less precision and shows a slower response than the standard LQR. In
Figure 13, the GA-LQR demonstrates a reduction in the amplitude of oscillations compared
to the LQR, showing a better capability of controlling vibrations induced by the flexibility of
the link. This is crucial in systems where vibration control is fundamental for the precision
and structural integrity of the system.

In Figure 14, one of the transitions in response to an increasing amplitude trajectory
has been amplified, and it is observed that the LQR response shows greater amplitude in
oscillations, indicating a less damped response and a more aggressive control approach.
In contrast, the GA-LQR appears to dampen oscillations more quickly, which is desirable
in applications where precision and stability are required. Similarly, the time it takes each
controller to stabilize the response after a transition is observed. The GA-LQR shows faster
stabilization, suggesting a better adaptation to the dynamic conditions of the system.

Overall, the results indicate that the GA-LQR offers a significant improvement in
the control of flexible rotary systems, effectively balancing tracking speed and vibration
attenuation.
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Figure 13. Comparison of the link tip response to increasing gain.

Figure 14. Comparison of the link tip’s response to a transition with increasing gain.

5.6. Performance Comparison of GA-LQR and LQR Control Systems

The transmissibility metrics are vital in this analysis, highlighting the effectiveness of
controllers in damping vibrations.

To understand how a structure responds to vibration introduced at its base, in [39], a
mass on a spring is considered, which is referred to as a single-degree-of-freedom (SDOF)
system, with a unitary sinusoidal acceleration (1 g) introduced at the base of the spring.
The transmissibility function, TR( fratio), provides the peak response. The acceleration of
the mass as a function of fratio, which is the ratio of the input frequency f to the natural
frequency fn of the SDOF system, is expressed next.

The transmissibility function, TR( fratio), is defined as

TR( fratio) =

√
1 + (2ζ fratio)2

(1 − f 2
ratio)

2 + (2ζ fratio)2

where ζ is the damping ratio (damping factor divided by the critical damping factor).
It shows the transmissibility function for various damping ratios, indicating how the
vibrational energy from the base or motor affects the tip of the link, we consider the
following:

Low Frequency Robustness: Crucial since rotary systems tend to exhibit low-frequency
oscillations due to imbalances.

High-Frequency Noise Sensitivity: Important, as less energetic high-frequency vibra-
tions should not be amplified to maintain precision.

Peak Response: Critical in a flexible link, excessive peaks could cause displacements
exceeding design limits or induce material fatigue.
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Transmissibility indicates how much vibrational energy from the base or motor af-
fects the tip of the link. The data suggest that the GA-LQR, with its lower peak response,
might better control these vibrations. Both the GA-LQR and LQR systems demonstrate
transmission ratios close to unity across most frequency ranges, indicating that the output
is approximately equal to the input in terms of amplitude. However, the LQR system
features a pronounced peak near 10 rad/s, suggesting heightened sensitivity at this reso-
nance frequency. This could potentially amplify any disturbances or inputs at this specific
frequency. In contrast, the GA-LQR system also exhibits a peak, albeit less pronounced,
which suggests better suppression of resonance compared to the LQR system.

The peak of the GA-LQR is narrower compared to that of the LQR, indicating that
the GA-LQR system is more selective in terms of frequency. This might be desirable if
only a specific frequency needs to be amplified or attenuated. At high frequencies, both
systems show good attenuation, which is desirable to minimize the impact of noise and
other unwanted signals typically present at these frequencies. The LQR appears to offer
a smoother response and is less prone to pronounced resonances, which might be more
suitable in applications where large amplifications due to certain input frequencies are
undesirable. On the other hand, the GA-LQR might be more appropriate in applications
where greater sensitivity or control at a specific frequency is needed.

The Table 7 compares the GA-LQR and LQR control systems, highlighting their perfor-
mance in low-frequency robustness, high-frequency noise sensitivity, and resonance peak
overshoot. The GA-LQR outperforms the LQR in reducing noise sensitivity and managing
resonances, offering a more stable response. Although the LQR is more susceptible to noise,
its robustness makes it suitable for less demanding applications, emphasizing the need to
select the appropriate controller based on design specifications.

Table 7. Comparative analysis of GA-LQR and LQR control systems.

Metric GA-LQR LQR

Low-Frequency Robustness 1.000108 1.000114
High-Frequency Noise Sensitivity 1.000102 1.000257
Resonance Peak Overshoot 0.006821 0.014163

6. Conclusions

This study has effectively demonstrated how the modeling and control of a single-
degree-of-freedom flexible robotic link can be efficiently managed using the Euler–Lagrange
method and LQR controller. The integration of a genetic algorithm for optimizing the Q
and R matrices has proven to be an innovative solution that successfully addresses the
complexity of their configuration. Looking forward, plans are in place to apply and expand
this method to more complex and multilink robotic system configurations, leveraging the
robustness and flexibility of the GA to tackle greater challenges and complexities in the
field of robotics.

This article has presented an GA-LQR controller to address the problem of tracking and
vibration suppression of the flexible manipulator. By using GA to optimize Q and R, this
allows us to explore a larger solution space and potentially find parameter combinations
that would not be obvious or easy to test manually. In the GA-LQR control, classic control
design criteria such as percentage overshoot, settling time, etc., are directly incorporated
into the algorithm’s cost function, allowing one to align Q and R parameters with the
specific design objectives of the controller. The GA-LQR control algorithm is versatile
for multivariable systems, optimizing design variables via specialized cost functions to
meet specific requirements. However, the selection of priorities within the system settings
depends on the control engineer. This decision shapes the algorithm’s effectiveness in
achieving control objectives, underscoring the engineer’s crucial role in customizing the
implementation to the system’s needs.
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The results in the simulations clearly confirm that the proposed control system min-
imizes the end vibrations of the manipulator as requested in the design of the genetic
algorithm. This research has provided a general methodology for enforcing certain design
requirements for position control of the tip of a rotating flexible link using genetic algorithm
techniques over an LQR for the optimization of desired parameters.

Using a reference model for the GA allows us to ensure that the resulting param-
eters are aligned with a known desired behavior. However, the reference model must
be representative enough of the real system for the optimized parameters to be effective
in practice.

For future work, the challenge of using the GA-LQR control in real time is proposed.
One approach could consider the possibility of running the GA on a slower cycle, where
upon finding variations from the expected model, it reviews and adjusts the LQR param-
eters based on the system’s recent performance, while a faster LQR controller handles
real-time control. Lastly, an improvement would be to develop a faster and more efficient
version of the GA that can run in real time or near-real time.
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