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Abstract: Emergency path planning technology is one of the research hotspots of intelligent trans-
portation systems. Due to the complexity of urban road networks and congested road conditions,
emergency path planning is very difficult. Road congestion caused by urban emergencies directly
affects the original road network structure. In this way, the static weight of the original road network
is no longer suitable as the basis for path recommendation. To handle the dynamic situational
road network, an equidistant grid emergency path planning framework will be designed. A novel
situation grid road network model, based on situation information, is proposed and applied to an
equidistant grid emergency path planning framework. A situational grid heuristic search will be
proposed methodology based on this model, which can be used to detect the vehicles passing around
the congestion area grid and the road to the destination in the shortest time. In the path planning
methodology, a grid inspired search strategy based on quaternion function is included, which can
make the algorithm converge to the target grid quickly. Three graph acceleration algorithms are
proposed to improve the search efficiency of path planning algorithm. Finally, this paper will set up
three experiments to verify our proposed method.

Keywords: emergency path; path planning; transportation network; heuristic search

1. Introduction

In recent years, with the urban road network becoming more and more busy, emer-
gency detour path planning is becoming more important overtime. Some road congestion
often occurs on urban roads, in the morning and evening rush hours in the city, especially,
road congestion is more serious. As a result of this situation, several studies have been
conducted about how to successfully make cars avoid congested areas to ensure that the
vehicle can travel to its original destination in a shortest time. Therefore, this path provides
a detour for vehicles an emergency path [1,2].

At present, some researchers have proposed related evacuation models and models of
evacuation congestion in this research direction [3–7]. The existing researches about path
planning mainly focus on the dynamic path planning of static road networks. Kim et al. [8]
proposed an evacuation route planning (ERP) model using the spatial structure of the
road network to minimize computing time. The other kind is an emergency path planning
system based on traditional scenes. Khalid et al. proposed that using an immune-based
approach to solve the dynamic path planning problem [9]. This method reduces the
computational complexity and optimal solution generation of the meta-heuristic method,
and the heuristic method adopts the immune-based comprehensive evacuation planning
(iEvaP+) method, which is dynamic. Zhang et al. [10] presented a collaborative situation
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model of people and vehicles. This model is a comprehensive linear model of the optimal
design for a large number of mixed flow involve pedestrians and vehicles in the detour area.

Other studies focus on the short-term and long-term predictions of the road traf-
fic [11]. Li et al. [12] studied an efficient method for spatio-temporal neural structure
search-automatic search. This method is mainly to update the spatio-temporal correlation
of each convolutional layer and the method of treaty learning between layers. Dai et al. [13]
presented a hybrid spatio-temporal graph convolutional network (H-STGCN), which is
able to “deduce” future travel times by using incoming traffic data. For example, when the
information is disturbed or missing, this method can effectively predict the existing road
traffic flow with reference to context information. Lin et al. [14] proposed that a dynamic
switch-attention network (DSAN) with a novel multi-space attention (MSA) mechanism
that measures the correlations between inputs and outputs explicitly. This method can
effectively filter the noise to reduce the error of prediction. The method can effectively
predict the traffic flow in the short-term and long-term.

However, all the above methods train and calculate the historical data. In the emer-
gency scenario, the existing traffic flow cannot be predicted effectively through the historical
data. The reason is that the randomness in the emergency scenario is relatively large, so the
probability of the occurrence of emergency events in a certain road area of the city cannot
be calculated through probability. For example, Figure 1 shows that when urban vehicles
encounter road congestion, they need to make detours in advance. Therefore, the challenge
of this paper is focused on how to give top-k detour paths on the road network diagram
with situational dynamics, so that the vehicle can bypass the emergency area and drive to
the destination in the shortest time.

    Clear

Congestion

Slow

Direction

Vehicle

Detour 

Direction

Detour 

Direction

Figure 1. A detour diagram of city vehicles.

To address these issues, an equidistant grid emergency path planning (EGEPP) frame-
work will be introduced in this paper. This framework is an improvement of the grid map
emergency path planning (GMEPP) framework proposed in our previous work [15]. The
GEMPP framework is mainly applied to the evacuation path planning of emergency paths
and does not consider the planning of detour paths. Therefore, we mainly rely on the road
network speed and road capacity as the basis for path selection and grid selection in the
EGEPP framework. What needs to be noticed here is the characteristics of the dynamic road
network because the emergency time starts at random, but the development of the process
is that the traffic flow in the vicinity gradually decreases over time, which means that the
number of vehicles in the congested area is consistent with normal distribution [16].

Based on this situation, a novel situational grid road network model (SGRN) will
be designed, the model maps the road network with the spatial-temporal characteristics
of the situation into a dynamic road network diagram that changes with time. Then a
situational grid heuristic search algorithm (SGHS*) based on SGRN will be introduced.
This methodology will use the sum of the time consumption function, and a time heuristic
function determines the path selection. It also contains a pruning strategy based on a
dynamic road network. Finally, we propose a road network acceleration algorithm based
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on the situation grid to optimize the query path. In short, the contributions of this study
are summarized below:

(1) This paper introduce a situational grid road network model under the situation of the
emergency called SGRN model;

(2) A novel method called dynamic grid PageRank (DGPR) can sort all grids according
to the traffic capacity of the road network at the current moment and assign different
grade values to each grid;

(3) A SGHS* algorithm will be introduced with a spatial-temporal dynamic map, this
method plans the detour path according to the sorted grids and composes the overall
planning result by planning the two parts between the grids. According to the SGHS*
path planning algorithm, a pruning strategy based on time characteristics is proposed
to ensure that the path results given in a given time window make the vehicle travel
the least time-consuming;

(4) Finally, three road network acceleration algorithm situational contraction hierarchies
(SCH), situational grid contraction hierarchies (SGCH) and a situational grid multiple
reverse contraction hierarchies (SGMRCH) will be is proposed based on situation
grid. There are three methods can establish a road network contraction Hashtable and
change the relationship between the shortcuts added after the road network vertices
and the original edges [17].

The rest of this paper is organized as follows. In Section 2 introduces the primary
related work. In Section 3, a new model for emergency path planning is presented. Section 4
introduces details of grid sorting DGPR algorithm based on grid map. Section 5 describes
a detour path query SGHS* based on grid map and pruning is performed according to a
given time window Tq. In Section 6, three acceleration considering dynamic road network
circumstances will be introduced based on situational grid map. In Section 7 presents the
experiment to verify the efficiency of EGEPP is introduced. The conclusion of this paper is
in Section 8.

2. The Related Worked

The Heuristic is a search in the state space, evaluating each search position, which can
be obtained in a single search for the best position, and searching from a given origin to the
target. This can omit a lot of unnecessary searches and improve efficiency. Valuation of
location is very important in heuristic search. Different valuations used can have different
effects. Heuristic search has several advantages: (1) The search from the current location
to the target, and the downward search ensures that the solution obtained in the same
hierarchy is optimal. This eliminates a lot of unnecessary search paths. (2) In the process of
searching the target vertex, the algorithm can converge quickly if the heuristic function is
designed properly. (3) In a certain search area, the breadth of search vertices is guaranteed,
i.e., as much information of search nodes as possible is obtained.

A* algorithm is good at solving the problem of the static path in the shortest distance
and is different from the Dijkstra algorithm and Floyd algorithm, this algorithm combines
advantages of breadth-first search (BFS) and Dijkstra algorithm [18]: in the heuristic search
at the same time, enhance the efficiency of the algorithm can guarantee to find an optimal
path (based on the evaluation function, such as the Manhattan distance, Euclidean distance),
Floyd algorithm [19] using more scenes in robot path planning, game programming,
satellite path search, and other fields.

Singh et al. [20] studied a real-time A* (RTA*) algorithm was used for online search
and optimization. The minimum energy consumption function is established. This method
realizes the navigation of mobile robots in static obstacles and generates the path of min-
imum energy consumption by constraining the robot to move in the optimal direction.
Khalidi et al. [5,21,22] proposed a path planning method T* based on heuristic time dy-
namic monitoring. The T* algorithm does not focus on path optimality, but on reducing the
computation time of finding the path. For example, sampling-based linear temporal logic
(LTL) motion planning algorithms can effectively compute trajectories in a continuous state



ISPRS Int. J. Geo-Inf. 2021, 10, 370 4 of 36

space, but do not guarantee optimality. Bhatia et al. [23] proposed a path planning technol-
ogy based on multiple layers. The advantage of this method is to reduce the search space
as much as possible in the path planning by constructing discrete trajectory, so as to reduce
the time of path planning in turn and improve the search efficiency. Mashayekhi et al. [24]
studied an rapidly-exploring random tree based A* (RRT*) algorithm for the unmanned
vehicle, the algorithm increases the heuristic strategy and greedy thought, on the original
rapidly-exploring random tree (RRT) algorithm [25], the algorithm improved the way of
the parent vertex selection, the cost function is used to select minimum cost within the
territory of expanding vertex to the parent vertex, at the same time, after each iteration
will reconnect the existing vertex in the tree, so that the complexity of the calculation and
progressive optimal solution.

Other studies have also proposed strategies based on breadth search graphs. Guo et al. [26]
proposed the Dijkstra algorithm path planning strategy based on the dynamic road network,
and analyzed the effect of the algorithm under the conditions of the shortest time, shortest
distance, and least fuel consumption through simulation experiments, which ensured
that reasonable vehicles are provided in cities with growing population path planning
strategy. Fink et al. [18] adopted a multi-objective variant of Dijkstra algorithm based on
terrain data to achieve the overall optimal traversal in the 3D surface. The gained results
were employed in the global rover horizontal optimization planner (GRHOP) automation
system to quickly and accurately set up optimized routes for multiple constraints at the
same time. Souza et al. [27] applied the Dijkstra’s method to tree diagram analysis, using
mining blocks as nodes of the tree for analysis, and used to calculate the lowest cost route
to transport mining blocks to their destination. The transportation cost was rejected in the
arc of the graph, and it could use Euclidean distance or transportation time to calculate the
minimum path.

There are two points to consider in the case of emergency path planning on urban
roads. One is dynamic path planning based on the situational road network. Situational
information is first of all a dynamic variable that changes over time. At different times, the
values of the situational variables change based on the current relevant information. The
second factor is path planning in the step search (from the current node to other nodes
search process), consider joining the breadth search node strategy, meet the conditions
as far as possible to the needs of traffic congestion areas, make the vehicle road traffic
conditions better. Table 1 shows the main parameters mentioned in this article. Table 2
presents the abbreviations and full names of the methods mentioned in this paper.

Table 1. Notations.

Notation Definition

V A set of intersection

E < vi , vj > A set of ordered pairs of vertices

T Represents the average time of the vehicle passing through the road of two intersections

Tq The query time is taken into consideration

Ta Represents the average time of the vehicle passing through the road of two intersections

Len Stands for the length of the road < vi , vj >

S The average speed of the vehicle

ng Represents the number of partitions

Gn−map The whole city map in situational gird ng × ng

Gs The grid map divides the entire map into several sub-maps

Pr
Indicates a ratio of the number of intersections in the grid to the number of intersections in
other grids

Ri The initial rank value of the ith grid

Pi The road weight with inbound the Ri

Vgridi Stands a total number of vertices in ith grid
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Table 1. Cont.

Notation Definition

N The number of grid, all of which contain at least one intersection

RS Stands for the road network speed

DAmatrix A rank matrix of real-time dynamic changes

∂(gridi) Represents a quaternion function of the ith grid

µ Stands a activation function

φ Represents the minimal step size between grids

θ Represents the angle between two lines

υ The result of grid DGPR

ε < vi , vj > Stands for road network < vi , vj > maximum capacity factor

ϕ < vi , vj > The actual road network < vi , vj > capacity factor

Table 2. List of Abbreviations.

Abbreviation Full Name

ERP Evacuation Route Planning

iEvaP+ immune-based comprehensive Evacuation Planning

H − STGCN Hybrid Spatio-temporal Graph Convolutional Network

DSAN Dynamic Switch-Attention Network

MSA Multi-Space Attention

GMEPP Grid Map Emergency Path Planning

EGEPP Equidistant Grid Emergency Path Planning

SGRN Situational Grid Road Network

GBD Grid Bidirectional Dijkstra

SGHS∗ Situational Grid Heuristic Search

CH Contraction Hierarchies

SCH Situational Contraction Hierarchies

SGCH Situational Grid Contraction Hierarchies

SGMRCH∗ Situational Grid Multiple Reverse Contraction Hierarchies

BFS Breadth-First Search

RTA∗ Real-Time A*

LTL Linear Temporal Logic

T∗ Linear Temporal Logic based A*

GRHOP Global Rover Horizontal Optimization Planner

RRT∗ Rapidly-exploring Random Tree based A*

GPR Grid PageRank

DGPR Dynamic Grid PageRank

RBF Hybrid Radial Function

3. Two New Models Based on Emergency Path Planning

This section will describe two models; the spatial-temporal road network model and
the situational grid road network model. Both models are improved based on the graph
structure pattern. In particular, the SGRN model improves the original graph structure
model to a model that uses the characteristics of regional roads to represent road weights.

3.1. Spatial-Temporal Road Network Model

A spatial-temporal graph based intersection can be represented as a directed Graph
G = < V, E >, where V is a set of intersections and E =< vi, vj > is a set of ordered pairs
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of vertices and indicate that there is a path between vi to vj, vi and vj ∈ V. Noted that the
direction of each path is a vector and the time at point vi is ahead of vj time. One path
< vs, vd > means vehicles start form a source point vs and arrive at point vd, with a weight
w:= < vi, vj, Ta > defined as time cost for a pair of intersection i to j, w is a non-negative
number is all lengths are positive.

It is emphasized that the time Ta represents the average time of the vehicle passing
through the road of two intersections, and the value of Ta is a function represented as
Ta = Len/S, which is not fixed and Len stands for the length of the road, S is the average
speed of the vehicle. The speed of the road network S at the query time window Tq is taken
into consideration in the path planning method. The purpose of Tq is to ensure the optimal
path for users at this moment, because S of the road has a different value at different times.

3.2. A Situational Grid Road Network Model

A situational grid map is modeled as a Gn−map = <Pr, gridid, (v1, v2, . . . , vi)>, where
Gn−map is the whole city map in gird ng × ng and gridid represents ID in the map (the value
of ng will be given in details in the experiment section), Pr indicates a ratio of the number
of intersections in the grid to the number of intersections in other grids. The value of this
ratio will be considered as the commuting ability of the grid. The sorting algorithm will
adopt a PageRank based grid sorting algorithm GPR (the implementation of the algorithm
will be described in detail in Section 4). vi stands for all the vertices in the grid, the more
intersections in a grid, the stronger the grid’s ability to communicate to other grids, the
other is an out-degree set Vout ∈ V that contains all the vertices in each grid.

The grid map divides the entire map into several sub-maps, Gs ∈ Gn−map. There
will be several intersections and roads in each grid, and these factors will be taken into
account when assigning values to the grid. After dividing the map into multiple areas, the
framework can assign values to each area according to the setting of parameters. These
values provide an important basis for evacuation path planning. The change of these
values exactly reflects the weight change of the region, and at the same time provides a
reliable basis in theory, which guarantees that the method will quantify intersections and
roads into computable weight problems when the algorithm search for paths later. This is
exactly the advantage of doing a path search on a grid map. It is worth noting here that the
irregular shape of the city map causes some grids to contain no intersection or road after
our grid, so these grids ID will be deleted from the data during preprocessing.

In this paper, the situational means that the road network is a real-time change of
road conditions commonly known [28,29]. The congestion level of urban road networks
generally changes with the change of time, meanwhile, the congestion level at the same
time is also different due to regional differences. This kind of changing road network
condition affect by time and geographical location is called the situation road network
with spatial-temporal characteristics. The reason that the situation information on the road
network should be considered is that the congestion area is not fixed, and the degree of
congestion is also different (In this paper, the road congestion will be expressed through
the speed of the road network, so it is no longer relevant to the congestion).

4. Equidistant Dynamic Grid Map Based on Situational Road Network

In this section, a dynamic approach to the grid road network with equal spacing
will be introduced. An equal-spacing grid means mapping the entire road network into
two-dimensional plane coordinates and segmenting the road network as a whole. Figure 2
shows the road network grid layers, Figure 2 in the blue line represents the city’s roads, the
Original Road Network shows the structure of road network, the Cutting Road Network
shows the entire road network for cutting evenly spaced, divided into a grid intersection
of road network the Grid Road Network (red circle) will be divided into a different grid.
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Figure 2. Schematic diagram of grid road network division.

4.1. Grid Sorting Algorithm GPR

The sorting algorithm used in this paper is based on the improved DGPR algorithm of
the traditional PageRank method and GPR method from paper [15]. In 1999, the paper [30]
by Page et al. introduced an algorithm called PageRank. The main idea of this algorithm
is that the more ‘effective’ a page is, the higher the quality of links of the Page, and the
easier it is to other ‘effective’ pages. Therefore, the algorithm fully utilizes the relationship
between web pages to calculate the importance of web pages. The uniqueness of this
method is that it takes into account the correlation between all entities.

The grid map’s purpose is to map the entire city to different grids and calculate the
number of intersections and the grid’s capacity as the weight of the grid. Figure 3 shows
that the grid intersection (blue dots) is divided into different grids. According to GPR,
grid1 with four intersections ranks higher than grid2 with two intersections, because grid1
has better evacuation ability than grid2 in terms of the number of intersections. However,
the actual situation also needs to consider road connectivity, which is the in-degree and
out-degree of each intersection and in the grid maps. To solve this problem, this article
introduces a grid-based map GPR algorithm for grid rank value. In this method that
intersections in each grid (vertices in the network) and specifies the number of vertices
in each grid defined as ng, the size of ng is a factor for sorting the grid in the whole road
network. The selection of ng plays a key role in grid sorting. Considering the number of
lanes in each pair of vertices. The more lanes the road has, the greater the number of cars
on the road at a certain time than the road with fewer lanes.

grid1 grid2 grid3

grid4 grid5

grid7 grid8

grid6

grid9

Figure 3. Distribution of intersection on grid map.

The rank value of the grid is iteratively calculated by the GPR method. GPR treats
the number of edges as all the vertices in the grid connected to other grid vertices. The
number of edges out of the grid is defined as Grid In-Degree Number (GIDN). This value
will be added to Equation (4) as a parameter to grid rank. The rank value of each grid can
be calculated by Equations (1)–(3).
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GPR(gridID) =
k∈N

∑
i=1

Ri ∗ Pi + (1− e)/N (1)

Ri =
com

∑
m=1

GIDNi ∗ e ∗ L (2)

Pi =
Vgridi

V
(3)

In Equations (1)–(3), the result of GPR(gridID) ∈ [0, 1) is the rank value of the grid (the
range of values of GPR will be described in detail in the experiment section). If GPR(grid1)<
GPR(grid2), then GPR(grid2) will be recommended because it has a higher value. Where
k:= the number of the grid in which vertices are directly connected, it indicates that the
vertices in the grid are not necessarily connected to the adjacent grids. Ri is the GPR value
of ith grid, i stands for the ID of the grid, com is defined as a collection of different vertices
pointed to the same grid in one grid, the value is the number of edges. L is the number of
lanes of the road. A damping factor e = 0.85 is to prevent local circulation between grids
and increase the rate of convergence. Pi is weight, and the larger the Pi, the larger the
number of intersections in the ith grid indicates bigger weight, gridi stands ith grid, and V
is vertices total number in the whole network. Vgridi

is a total number of vertices in ith grid,
meanwhile the more likely it is to be selected when navigating. N is the number of grids,
all of which contain at least one intersection.

The number of map grids dominates the running time of the algorithm after rasteriza-
tion. Algorithm 1 describes the distribution and ranking of the grid, Line 2–6 divides the
vertices in the road network into each grid in turn, and calculates the out-degree vertices
of each grid. Line 8–17 calculates the rank value of each grid, and after a certain number
of iterations the value is stabilized, and, finally, Line 18 returns a city grid road network
with vector values. In one iteration with Algorithm 1, the algorithm needs to calculate the
rank value of each grid in turn, i.e., O(n). When calculating the value of a certain grid that
need to consider the adjacent grid’s rank value. In this analogy, when calculating the rank
value of each grid, the other grids must be calculated again, i.e., O(n− 1) times, so the
time complexity of the GPR algorithm is O(n(n− 1)), i.e., O(n2), where n is the number of
intersections in the road network.

Algorithm 1 GPR

1: Input: road network G = < V, E >
2: for coordinate in G do
3: VertexID store into GridID
4: line = weight< vi, vj >
5: Amatrix + = Edge outdegree < vi, vj >
6: end for
7: Initialization Ri = 1/N
8: for GPR-Iteration(grid) do
9: R0 = 1/n

10: for Gridn−map do
11: Rk+1= Amatrix ∗ e ∗ Pi ∗ L + (1− e)/N
12: k = k + 1
13: if Rk+1-Rk < sum then
14: return Rk, Gs
15: end if
16: end for
17: end for
18: return GPRGridID
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4.2. Dynamic Grid Sorting Algorithm DGPR Based on Situational Road Network
4.2.1. Road Network Speed

Subsection A that we introduced the GPR algorithm, and then a novel dynamic grid
PageRank algorithm (DGPR) will be introduced, which is to sort the regional traffic capacity
according to the road network speed of each road in the road network. Before introducing
the DGPR algorithm, the principle of road network speed used in this paper is described.

The extraction method and calculation method of road network speed are described
in the paper [31,32]. The paper [31] studied a hybrid radial function (RBF) neural network
algorithm to forecast road congestion for obtaining the road speed. However, predicting
road speed may be helpful for path planning under normal traffic conditions, but it is
no longer applicable for path planning already in case of emergency. The paper [32]
proposed a mechanism of machine learning to obtain OpenStreetMap data to estimate
the speed of the road network. However, the estimated road network speed is still not
real-time, so emergency path planning needs to be particularly sensitive to the real-time
road network speed.

RS = (
K

∑
n=1

Distance(vi, vj)

Tij
)/K (4)

The road network speed in this paper will be expressed as RSn =
Distance(vi ,vj)

Tij
, where Tij

is the time for the vehicle to pass the (vi, vj), RSn stands for the vehicle speed, Distance(vi, vj)
represents the Euclidean distance with two adjacent crossings. It is worth noting that the
speed here is averaged against all passing vehicles in the query time window T. Therefore,
the network speed of the whole road is shown in Equation (4), where K is the number of
vehicles that through the (vi, vj) in time T.

4.2.2. Dynamic Grid PageRank

The purpose of dynamic grid sorting is to provide some relatively smooth roads and
areas for the affected vehicles to avoid and bypass when traffic jams occur on urban roads
or emergencies occur in areas that affect the roads.

Figure 4 shows that under different time stamps. The solid line in green indicates that
the road is clear, the yellow indicates that there are many cars on the road, and the red
indicates that the road is congested. The road network speed will change with time. For
example, the road (vA, vB) connected by junction A and junction B in the figure shows that
the road is in good condition at time t1 and t2. However, with the change of time, when
the time comes to t3 and t4, the road network of the road (vA, vB) has a large traffic flow
and the road is crowded. Then, when the time-stamp is t5 and t6, the road condition is
worse and congestion occurs, in other words is the road network speed stands for low at
this time and the vehicles move slowly.

t1 t2 t3 t4 t5 t6 tn tn+1 tn+2
Direction of 

time

A A

B

A A A AA A A

B B BBBB B B

Figure 4. Situational the speed variation of road network in different time-stamp.
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Based on the real-time dynamic changes of the road network, dynamic grid sorting
DGPR is presented. In this paper, we adjust the GPR algorithm to adapt to the real-time
changes of the road network. According to the real-time traffic capacity (road network
speed) and road carrying capacity, the whole urban road network is sorted regionally. The
convergence time of the GPR algorithm under different grid conditions is mentioned in
the paper [15]. This paper still divides the road network into six distributions. Therefore,
the road network speed of each road is different under different time windows. DGPR
sorts and as points values for each region according to the road network speed of the
roads connected from inside to outside of each region (roads connected from two different
regions) and the road carrying capacity inside the region. Algorithm 2 describes the
operation mechanism of DGPR.

Algorithm 2 DGPR

1: Input: road network G = < V, E >, T
2: for coordinate in G do
3: Grid = ID
4: for calculation number of grid and RS do

5: RS = weight< vi, vj > = (∑K
n=1

Distance(vi ,vj)
Tij

)/K, K 6= 0
6: DAmatrix = Edge outdegree < vi, vj >
7: end for
8: end for
9: Initialization Ri = 1

10: for GPR-Iteration(grid) do

11: RStmp = (∑
gridη

l=1
RSl

gridη
), gridη 6= 0

12: R0 = 1* RStmp
13: for Rk+1= DAmatrix ∗e ∗ Pi +(1− e)/N do
14: k = k + 1
15: if Rk+1-Rk < sum then
16: return Gn−map, HashMap(DGPR) < Gridk, Rk >
17: end if
18: end for
19: end for

T in Algorithm 2 represents the query time window. Since DGPR is constantly iterating
to calculate the capacity value of each region, the algorithm will re-read the road network
data and sort the regions when the time reaches T. The value of T will be discussed in the
experimental section. Line 4–7 calculate the average road network speed for each road
(according to Equation (4)), assign the calculated road network speed to each road and
serve as the initial weight for each road ranking calculation. It is important to note that not
every path is involved in the calculation of the sorting values between the grids, which
greatly reduces the calculation overhead. Ri stands for the initial rank value of very grid
and use average road speed value, gridη is the number of edge in one grid. DAmatrix is a
rank matrix of real-time dynamic changes, the rank value of regional road network speed
of each grid is stored in the matrix. Ψi is the capacity of the road network factor with ith
grid. Line 9–19 describe that each grid calculates its own rank value in each iteration, the
result obtained by subtracting the actual road network speed is the maximum relaxation
speed of the road at this time. Gn−map is a ng ∗ ng grid road network. Finally, the grid
sorting value is stored in a HashMap(DGPR), with < Gridk, Rk >, where Gridk is kth grid,
Rk is kth grid rank value. In the actual road network, if the road is more unobstructed, the
speed of traffic flow will increase at the same time. On the contrary, the less unobstructed
the road is, the slower the traffic flow will be.

This article notes that although there may be more than one path from one grid to
another, the rank value passed still selects the overall network speed value for the grid.
Because congestion tends to be regional, when the network speed of the grid is low, the
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network speed value of the nearby grid will decrease over time. Therefore, the speed of
road network is transitive. The number of network grids determines the running time of
the algorithm. In each iteration, the algorithm still needs to calculate the rank value of each
grid in turn, i.e., O(n). When the grid calculates its rank value, it also needs to calculate
the rank value of adjacent grids, i.e., O(n− 1) times, so the time complexity of the DGPR
algorithm is O(n(n− 1)), i.e., O(n2).

5. Emergency Path Planning Algorithm Based on Situational Road Network

The key to emergency path planning lies in the sudden and real-time changes of the
road network conditions. However, the traditional path planning method obviously can
not meet the current situation changes of road network. Therefore, a novel situational
grid heuristic search algorithm is proposed in this section. This method is used to plan
the path of vehicles by considering the changing factors of the current road network. The
spatio-temporal characteristic road network is introduced before describing the algorithm.

5.1. The Characteristics of Road Network with Spatio-Temporal Characteristics

Figure 5 shows that the road network is divided into different grids (the rectangle
circled by the dotted line in the figure represents a grid). In the example diagram, the green
solid line represents the road with relatively high speed of the road network, that is, the
road condition is relatively smooth and the vehicle speed is close to the maximum speed
limit of the road, the yellow solid line represents the situation of more vehicles on the road,
and the red solid line represents the road congestion.

Grid31 Grid41

Grid12 Grid32

Grid11 Grid21

Grid22 Grid42

Grid13 Grid23 Grid33 Grid43

Figure 5. Local map of the situational grid road network.

In the real road network, usually the congested road section will cause the road
in the nearby area to follow the congestion. With the change of time t, the degree of
congestion will be transmitted to each other through the road intersection. For the division
of road network area, it is conducive to real-time dynamic path planning for vehicles under
emergency conditions. Therefore, this paper compares the capacity of each area by ranking
the entire urban road network.

According to Figure 4, the road network changes with time, and the state of congestion
is persistent and random. Therefore, a novel SGHS* is proposed to carry out path planning
under emergency conditions for the road network with spatio-temporal characteristics.

5.2. Heuristic Search and Breadth Traversal Search Algorithm

From Figure 6, the green solid line (source→ h1 → h2 → h3 → h4 → h5 → h6 → h7 →
h8 → destination) and blue solid line (source → d1 → d2 → d3 → d4 → d5 → d6 → d7 →
destination) represent the results of the heuristic search (the representative algorithms are
A*, RTA* and D*) [33,34] and the breadth-first traversal search (the representative algorithm
is Dijkstra) [35,36], respectively. The advantage of heuristic search is that it can quickly
and effectively obtain an optimal path solution (on the premise of static directed positive
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weight graph), and the search time of breadth-first traversal is longer than that of heuristic
search, but its advantage is that it can obtain a relatively comprehensive relaxation edge
comparison in each search.

source

destination

h1

d1

h2

h3
h4

h5h6

h7

h8

d2

d3

d4

d5

d6

d7

Figure 6. Heuristic search and Dijkstra breadth-first search path results.

In heuristic search, the heuristic function is often related to the target vertex. Generally
speaking, vehicles choose the shortest path as the alternative path, so the heuristic factor
will choose to search the Euclidean distance or Manhattan distance between the current
vertex and the target vertex (the actual search results have little effect on the search results
of the path). However, in emergency path planning, two factors should be considered: the
dynamic of the road network and the shortest timeliness. On the one hand, the occurrence
of emergency events will inevitably cause road congestion in one or more areas. On
the other hand, vehicles in the area need to drive out of the area and nearby vehicles
immediately in case of emergency events in the congested area and drive to the destination
at the shortest time cost.

However, according to the actual road network situation, the paths provided by
the two kinds of search modes should be driven to the congested area (usually, vehicles
will choose the road with higher road network level), so avoiding the congested area is
conducive to the shortest time for vehicles to drive to the destination.

5.3. Situational Grid Heuristic Search to Path Planning Based on DGPR

Situational grid heuristic search is called SGHS* will be introduced in this section. In
Section 4, we mentioned the principle of the dynamic grid road network, and SGHS* algo-
rithm will carry out emergency path planning for urban vehicles based on this principle.

Figure 7 describes the path planning results of SGHS* algorithm. It can be seen from
Figure 7 that when SGHS* initially selects the path, it will first determine the grid ID of the
current vertex. The ranking result of the whole urban road network area obtained by the
DGPR algorithm is based on the road network speed. The advantage of the grid is that it
can carry out regional management of the urban road network.

The grid of the source vertex is grid32. In the first search, SGHS* will access the
adjacent grids. It is worth mentioning that in the original GEMPP framework, the grid
search will search eight adjacent grids each time. However, in the actual grid division,
although some grids are adjacent, there is no actual road network connection. We call
these grids Virtual-Grid, while if there are some of the road network connected with the
actual road network is called Entity-Grid. However, only Entity-Grid are accessible in
EGEPP framework.
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source

destination

s1s2s3

s4
s5

s6
s7s8s9s10

s11

s12

s13

Grid31 Grid41

Grid12 Grid32

Grid11 Grid21

Grid22 Grid42

Grid13 Grid23 Grid33 Grid43

Figure 7. Situational grid heuristic search path results.

As shown in Figures 5 and 7, the green solid line represents the road with higher road
network speed, and the grids directly connected with Grid32 are Grid22, Grid31, Grid33
and Grid42. When DGPR algorithm assigns values to these four grids, the order can be
(from f ree to serious congestion) Grid42 > Grid22 > Grid31 > Grid33. When SGHS* gets the
grid ID to search, it will be recommended to plan the path preferentially, that to search a
path to Grid42, because Grid42 has a higher ranking. However, in the actual positioning, it
will be found that the vehicle is moving in the direction of thinking the opposite. At this
time, a kind of turning back situation is formed. This is not recommended in the actual
scene. If the vehicle does not change the direction in time, it is likely to appear a kind of
circle phenomenon.

In order to avoid this situation, quaternion function ∂{µ, φ, θ, υ} is designed. The
result of µ is a flag of TRUE or FALSE, not a numeric value, the non-congested area is
TRUE, and the congested area is FALSE. µ is the activation function, and only when µ is
TRUE, SGHS* algorithm will compare the last three function values. When µ is TRUE will
be discussed in Section 7. φ is the minimal step size between grids. The result is equal
to the number of grids between the current search grid and the target grid. The number
of steps in a grid is 1. It is noted that the search for step size is an adjacent grid and an
Entity-Grid is a valid grid, and if the Virtual-Grid is an invalid grid. θ is the line between the
center coordinate of the current vertex grid and the center coordinate of the next search
grid and the angle between the center coordinate of the next search grid and the center
coordinate of the target vertex grid. The value of υ is the result of DGPR. Equation (5)
describes the step function.

φ =
Gridd

∑
ξ=0

CountGridid
(5)

where ξ is the number of searches, Gridd stands for The grid ID of the target vertex,
CountGridid

is the count number from source grid to destination grid. Equation (6) repre-
sents the angle formula.

tan θ =| (ι1 − ι2)

1 + ι1ι2
| (6)

Equation (6) is a formula of the angle between two straight lines. Where ι1 slopes
which function is the grid center coordinates of the current vertex and the grid center
coordinates of the next search grid, ι2 is a slope which function the grid center coordinates
of the next search grid, and the grid center coordinates of the target vertex (two vertices
make a straight line).

Definition 1. Given two φ1 and φ2, and two grid ranking values are similar, the step value of
φ1 > φ2, the grid where φ2 is located will be preferred as the grid candidate set.
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As shown in Figure 8, both Grid22 and Grid42 have better traffic capacity, but the step
size of Grid42 is plus 2 compared with Grid22, i.e., G1 < G2, so in the actual path planning,
it is equivalent to that vehicles have to detour a long way, which is not accepted in the
actually recommended path.

Grid31 Grid41

Grid12 Grid32

Grid11 Grid21

Grid42

Grid13 Grid23 Grid33 Grid43

Source

（S）

Destination

（D）

G1 G2

θG1

θG2

G3

G4

Grid32Grid22

G6

G5

θG6

θG5

θG1θG3

θG4
θG4-1

G7

θG7

θG2-1

Figure 8. Schematic diagram of angle and area formed by end grid, start grid, and next grid.

Lemma 1. Given two ∂1 and ∂2, When the activation functions µ1 and µ2 are all true, the priority
of step size is higher than the angle value, and the angle value is higher than the DGPR value.

Proof. Assuming that G5 is the current starting grid, when only G2 and G7 are left as
candidate grids, from Figure 8 can see that θG2−1 > θG7, but according to the Euclidean
formula, and φG2 > φG7, G7 is closer to D. Next, when G1 is the current starting grid,
G3 and G4 are the candidate grids for the next search, φG3 = φG4, θG3 = θG4−1. At this
time, it is impossible to determine which grid is the best grid to search. At this time, it
is necessary to judge according to the sorting results of DGPR. The higher the value of
DGPR, the better the road capacity in the grid. The reason why DGPR has low priority is
that when G1 and G2 are candidate grids, it is assumed that only the DGPR values of two
grids are considered, and when υ1 < υ2, the vehicle will travel to G2 grid, which leads to a
return or repeated road (for example, the vehicle was previously driven from the G2 grid
to S grid).

Definition 2. Given two θ1 and θ2, the (θ1 > θ2)
∧
(θ2 6= 0) , then the grid of θ1 is closer to the

target grid than the grid of θ2.

From Figure 8 shows the θG1 > θG5 > θG6 > θG2, Grid22 is adjacent to the target
grid, and Grid33 is one grid away from the target grid. Then compare Grid31 and Grid42.
Assuming that the side length of the grid rectangle is 2, the length of ~DG6 is 4

√
2 and

the length of ~DG2 is 2
√

10, 4
√

2 < 2
√

10 is obviously. Therefore, Grid31 is closer to Grid13
spatially. The advantage of a square grid is that it’s easy to work the geometric calculations.
However, the area of the triangle is not used as a reference function in this paper.

Lemma 2. Given two υ1 and υ2 are the area values of two triangles, respectively, if υ1 is less than
υ2, the candidate grid is not necessarily closer to the target grid.

Proof. According to Figure 8, it can be seen that the area of ∆ DSG2, ∆ DSG6, and ∆ DSG1
is equal to that of ∆ DSG1 when compared, since the area of the triangle can be calculated
by the length and height of the bottom side, as can be seen from Figure 8. The lengths of
line segments ~G1S and ~G2S are equal, and the heights of triangle ∆ DSG1 and ∆ DSG2 are
line segments ~DG3. Therefore, according to the area formula of the triangle, the area of
∆ DSG1 is equal to that of ∆ DSG2. However, the G1 grid is closer to the D grid than the
G2 grid in terms of physical distance. Next, the areas of triangles ∆ DSG2 and ∆ DSG6 will
be compared. According to Definition 2, the G6 grid is closer to the D grid. However, the
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area of ∆ DSG6 is larger than that of ∆DSG1, and the area of ∆ DSG1 is equal to that of
∆ DSG2, so ∆ DSG6 is larger than that of ∆ DSG6.

Definition 3. Given two candidate grids G1 and G2, G1 is closer to the target grid when the step
size and angle value of function ∂ in G1 is φ1 < φ2, θ1 > θ2.

According to the candidate grids shown in Figure 8, the φ1 < φ6, and the θ1 > θ6.
However, the opposite is not necessarily true. For example, for grids G1 and G4, assuming
that there is no Entity− Grid between G1 and D, θ1 = θ4 (according to the parallelogram,
the diagonal is equal), but the φ4 < φ1. In the actual road network, G4 is closer to the target
grid D. In the same way, the φ1 = φ5, but θ1 > θ5. According to the diagonal and side
length of the rectangle, G1 is closer to the target grid G5. Therefore, φ1 < φ2, θ1 > θ2 are
the necessary and insufficient conditions for G1 to be closer to the target grid than G2, i.e.,
(φ1 < φ2)

∧
(θ1 > θ2) −→ G1 > G2 (the G1 > G2 means that G1 is recommended higher

than G2).
The following path planning within the grid will be introduced. A heuristic function to

calculate the estimated driving time according to the road network speed. For this purpose,
the search graph needs to query the path according to different times. The characteristic
of the situational road network is that the weights of the paths that change with time
are different. Therefore, our method needs to query the current road network according
to the given time window Tq and return the T

′
qs optimal path. So in order to meet the

requirements that a search function F(n) will be designed, i.e., Equation (7).

F(n) = G(n) + H(n) (7)

G(n) =
n

∑
i=1,j=i+1

TR(vi ,vj)
, G(n) ≤ Tq (8)

where G(n) represents the actual time from the source vertex to the nth vertex, i.e.,
Equation (8). vi and j form the currently queried road and d is destination vertex.

TR(vi ,vj)
=

ε ∗ Len(vi ,vj)

RS(vi ,vj)
, i < j ∈ V (9)

where TR(vi ,vj)
stands for the actual time when the vehicle passes through two intersections

vi and vj, i.e., Equation (9). ε is the maximum capacity of the road with value range form
(0, 1) (detail in Section 7), Len(vi ,vj)

is the distance from vi to vj, and RS(vi ,vj)
represents

a value of the average speed of the road from vi to vj, the value is extracted from the
trajectory dataset.

H(n) = λ =
MD(tn,d)

VSavg
(10)

where λ = H(n) is a heuristic factor, i.e., Equation (10). Equation (11) uses the Manhattan
Distance divided by the average speed VSavg of the vehicle, which is the distance traveled
divided by the total time (value of VSavg represents the overall average speed of all
candidate paths explored by G(n) plus the paths that the vehicle has traveled). Therefore,
it is noted that using this estimation method can better judge the path to be explored in the
next step.

The SGHS* method selects a road based on the sum of the actual time of the road plus
the estimated time. The value of G(n) guarantees that the elapsed time of the vehicle is
the smallest of all candidate path usage times, which is guaranteed by the principle of BFS
search, i.e., G(n) ≤ G(n)*. The heuristic function H(n) is monotonically decreasing.



ISPRS Int. J. Geo-Inf. 2021, 10, 370 16 of 36

Lemma 3. Given a query time window Tq, heuristic path planning methodology is used to find the
shortest path subset within time window Tq in G, and when H(n) ≤ H(n)*, the more close to the
target vertex, the fewer vertices are extended.

Proof. There must be the shortest path between any two vertices in a directed connected
graph G. Therefore, a subset of the most path must be found within a given query time Tq.
Using the heuristic principle, the closer the search vertex is to the target vertex, the smaller
the value of H(n) will be. When H(n) ≤ H(n)*, it satisfies the monotonic decreasing
property, so in the process of searching for vertices, the repeated search of vertices is
prevented. Therefore, the smaller the H(n) the fewer vertices to explore.

MD =| ( ~xi+1 − ~xi)− ( ~yi+1 − ~yi) | (11)

where MD is the Manhattan Distance between two points tn to d, ~x and~y represent latitude
and longitude, respectively, i.e., Equation (11). we will use the estimated time as the
heuristic because vehicles always want to reach their destination in the shortest time.

A BFS search process will perform with G(n) function [36]. If only one vertex is
searched down at a time in this way, the method becomes A* search mode and the searching
efficiency is not better. In the SGHS* search process, the only limits were a one time window
Tq. Determine the stopping condition of G(n) by the following Equation (12).

Where Tmps, Tmpd is a temp source vertex and temp destination vertex within one
grid. It is worth noting that when TRq < Tq in the G(n), the search will continue. The
search will stop when TR ≥ Tq. In this status, the SGHS* must return the previous vertex
because the GPS may not be able to collect the vehicle’s current position accurately when
the vehicle is driving between two intersections [35], such as the vehicle entering a tunnel
or driving under a bridge. Line 7–12 of Algorithm 3 describe the calculation process of
Equation (12):

G(n) =


∑

Tmpd
Tmps

TR(vi ,vj)
< Tq,

∑
Tmpd
Tmps

TR(vi ,vj)
= Tq, G(n) = TR(vi ,vj)

∑
Tmpd
Tmps

TR(vi ,vj)
> Tq,

(12)

Algorithm 3 illustrates the path planning process of SGHS*. Line 4 and Line 29 to
determine whether the source vertex and the destination vertex are in the same grid. Line
5–27 describes the heuristic search of SGHS*, which includes a pruning strategy, which
will be described in detail in Section 5.4. In Priority Queue storage, each vertex needs to
be searched once. Line 20–23 is calculated by Equations (7)–(10). Line 30–41 describes
the search between grids. The purpose of setting the quaternion function ∂ is to select the
nearest grid to the target grid as the candidate grid as far as possible when the regional
road is clear.

The time complexity of Algorithm 3 is analyzed as follows. When searching from
a vertex, the search is started, and unvisited vertices are accessed. In the worst case,
every vertex is visited at least once, and every edge is visited at least once. The worst
case happens if a vertex is searched downward in the search process, all its children have
been visited, and then it will fall back. The time complexity O(n) = n ∗ (v1 + n) + v2 of
SGHS* planning between two points is defined, where n is the number of vertices, v1 is
current vertex and v2 is search vertex. Therefore, the time complexity is asymptotic O(n),
and the time complexity of SGHS* between source vertex and destination vertex is O(n2).
O(ng) = ng ∗ ng is the time complexity of search grid, ng is the number of grid. Finally, the
time complexity of SGHS* is O(n2) + O(ng) = O(n2).
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Algorithm 3 SGHS*

1: Input: Gn−map, HashMap(DGPR), Source s, Destination d, Tmp s, Tmp d, Query time Tq
2: Initialization Priority Queue, QueueGrid
3: F(n) = G(n) + λ, n ∈ E , CLOSED = ∅
4: if Source.gridx == Destination.gridy (Means to make a path planning within the grid)

then
5: while search Grid do
6: get edge pair (vα, vβ), (vα, vγ)
7: if ω(vα, vβ) > ω(vα, vγ) then
8: Priority Queue = (vα, vγ)
9: return vγ

10: else if ω(vα, vβ) < ω(vα, vγ) then
11: Priority Queue = (vα, vβ)
12: return vβ

13: end if
14: G(γ) = ω(vα, vγ)
15: for Greedy BFS search form vγ do
16: if search Tij ≥ T then
17: Prune (vi, vj)
18: break
19: else
20: F(vi, vj) = G(vi, vj)+λ(vi, vj)
21: F(vi+1, vj+1) = G(vi+1, vj+1)+λ(vi+1, vj+1)
22: compare F(vi, vj) with F(vi+1, vj+1)
23: return smaller value F(vi, vj)
24: end if
25: CLOSED = P(vi, vj)
26: end for
27: end while
28: end if
29: if Source.gridx != Destination.gridy then
30: do DGPR
31: for BFS search Gn−map, only adjacent Entity− Grid are searched do
32: if the µ of candidate grid is TRUE then
33: calculation quaternion function ∂ { µ, φ, θ, υ }
34: if candidate G1 > candidate G2 then
35: return QueueGrid = G1
36: end if
37: if candidate G1 < candidate G2 then
38: return QueueGrid = G2
39: end if
40: end if
41: end for
42: set Tmp s, Tmp d, QueueGrid
43: repeat Line 5-27
44: end if

5.4. Pruning Strategy

A pruning strategy based on SGHS* will be introduced in detail. The situational road
weight is constantly changing. Figure 9 shows the pruning strategy results of the SGHS*
algorithm. A vehicle in Figure 9 drives from S vertex to vertex D. Assuming that vehicles
start from vertex S, the searchable edges are ~SV1, ~SV0, and ~SV3, respectively. According
to the search strategy of SGHS*, priority will be given to the road with the highest speed.
However, the situation of the road network is changing at the moment, and in the context
of emergencies that SGHS* hopes to search more paths as alternative paths for vehicles.
Therefore, according to the query time window Tq, the intersection vertex set that the
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vehicle can travel to is determined as the candidate path. In other words, the actual travel
time can be obtained according to the known road length and road network speed, and
the obtained time is compared with the query time window Tq. If Tq is not exceeded, the
algorithm continues to search downward. If Tq is equal to or exceeds the time Tq, the search
stops and returns to the candidate vertex. At this time, we delete the vertices that have not
been searched from the priority queue, which is called the pruning strategy of SGHS*.

V0

V1

V3

S

V8

V2

V4

V6

V5

25km/h
V7

D

V9

Figure 9. Prune strategy with SGHS* algorithm.

For example, the undirected graph has a high speed of edge ~SV1 in Figure 9, SGHS*
will continue to search down to V2 vertex if it does not exceed the query time window Tq

when searching V1 vertex. The speed of ~SV0 and ~SV3 is low, so SGHS* judges that the time
of driving these paths exceeds Tq, so the three adjacent edges of vertex V0 and one edge
of V3 will not be searched. In this way, the EGEPP framework can not only search more
intersections in case of emergency but also delete the congested roads from the candidate
paths. Equation (12) describes SGHS* calculates whether the time taken by the vehicle
to drive the candidate path exceeds the given time window Tq. It is worth noting that
SGHS* will assign a label to each searched vertex, indicating that the vertex was relaxed
at that time, which greatly reduces the time cost of searching. For example, if the vertex
V0 in Figure 9 is accessed by SGHS* during searching, V0 will not be searched when V2
is relaxed.

Figure 10 describes the path planning results of the SGHS* algorithm (purple solid
line), Dijkstra breadth-first traversal algorithm (blue solid line), and RTA* algorithm (green
solid line). The purple solid line (source→ s1 → s2 → s3 → s4 → s5 → s6 → s7 → s8 → s9
→ s10 → s11 → s12 → s13 → destination) represents the through number of vertex result of
SGHS*. Although SGHS* passes through more intersections, which means that the driving
time will be longer than that of the path with fewer intersections, the selectivity of the path
is better than that of the other two algorithms. That is to say, the vehicle can choose to
drive in other directions to bypass the congested area at the intersection. Therefore, the
path planned by Dijkstra breath first and RTA* is larger than that planned by SGHS*.
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Figure 10. Comparison results of situational grid heuristic search, heuristic search and breadth
traversal search.

6. Graph Acceleration Algorithm Based on Situational Grid Road Network

This section will introduce three vertex search algorithms SCH, SGCH, and SGMRCH
based on road network speed. In [15], two vertex contraction algorithms, RCH and MRCH,
based on an intersection type are proposed. MRCH is better than RCH in the case of
global road network vertex contraction. However, in the case of a situation, the road
network structure will change with time, so not all vertices need to calculate the contraction
algorithm. Because in the static road network, the more contraction vertices, the search
algorithm will search as few vertices as possible in the path planning, which will increase
the search efficiency and reduce the path planning time. Of course, the more shortcuts
were added, the longer it may take to recover the edges.

6.1. Situational Contraction Hierarchies Algorithm

The traditional CH algorithm contracts the vertices from a higher level to a lower
level [17,37]. For example, assume that vertices of a graph G = < V, E > are named
as (1, 2, . . . , n) in ascending order in terms of importance. This property is achieved by
replacing paths of the form < u, v, w > by a shortcut < u, w >, note that the < u, w > is
only required if < u, v, w > is the only shortest path from u to w. The higher the capacity
of the vertices, the higher the contraction level. Conversely, the lower the vertices capacity,
the lower the contraction level. Therefore, contraction of the vertices in the road network
by the traditional method is not required, so the order of contraction needs to be changed.
Although other studies relatively focus on time and turn [38,39].

Figure 11 shows the effect of the hierarchical shrinkage algorithm on the road network
structure. It can be seen from Figure 11a that there is no phase and no right graph.
Assuming that only the number of nodes passing through is considered, V1 to V5 and V3
to V6 will pass through V4, which indicates that V4 is of high importance. V2 is also more
important than V1 and V3. So V2 and V4 will be shrunk in one contraction. The result
is the case of Figure 11b. Deleted edges E1, E7, E2, E6, E3, and E5. In Figure 11b have
three shortcuts are added, which will be converted to the previously deleted edges when
restoring the road network.
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(a) Original road network structure model
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(b) Road network structure after V2 and V4 being contracted

Figure 11. Schematic diagram of contraction hierarchical algorithm. (a) Road network structure without vertex contraction
algorithm. (b) Road network structure after vertex contraction.

Algorithm 4 illustrates the calculation process of SCH, and Line 3 reads the speed of
all road networks and assigns the value according to the speed of the road network of the
side connected by the vertex. Line 4 searches the global road network for the shortest path
in both directions. Line 5–9 is used to judge whether a vertex contracts or not and to deal
with it after contraction. It is worth noting here that less than good in Line 5 means that the
level of vi is low, so that it will be contracted. The time complexity of SCH is mainly the
shortest path searching time when searching each vertex equal O(2logn), where n is the
number of the vertex.

Algorithm 4 SCH

1: Input: Gs, IndexMap
2: Initialization LinkedHashMap
3: vi ∈ V classify by road speed
4: do Bidirectional Dijkstra
5: if vi < vi−1 and vi−1 is the necessary vertex on the shortest path then
6: delete vi form G and < vi−1, vi+1 > = < vi−1, vi, vi+1 >
7: weight< vi−1, vi+1 > = weight< vi−1, vi > + < vi, vi+1 >
8: shortcut < u, w > add LinkedHashMap < key, value >
9: shortcut < u, w > store IndexTable

10: key = u− w, value = weigthuw
11: vi = “contracted”
12: end if

6.2. Situational Grid Contraction Hierarchies Algorithm and Situational Grid Multiple Reverse
Contraction Hierarchies Algorithm

The following will introduce two algorithms for the vertex contraction acceleration
method based on grid graph. The idea of grid graph acceleration is to first use the grid
as a vertex. If there are edges connected between the grids, an edge will be formed to
connect the two grids, and this edge will not be weighted. In the GDPR algorithm, a
network capacity ranking value of each grid is obtained, and the magnitude of this value is
determined by the road network speed inside the grid. If a grid is internally congested, the
grid is removed from the grid graph, along with the edges of the other grids. Shortcuts
are not reserved or added. In this way, the remaining grids will form a new grid network
graph based on which the SCH contraction will be performed.
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Compared with Algorithm 4, Algorithm 5 adds a grid contraction process, which aims
to contract more vertices. Because the congested area SGHS* will not be recommended, the
grid graph contraction processing is carried out before the SGHS* algorithm. Line 3–9 is
a breadth-first traversal of the grid graph, that after searching the congestion situation of
each grid, the congested grid is deleted from the graph, and the connected edges with other
grids are disconnected. Line 10–18 is a hierarchical ordering of each remaining vertex in
the graph, and the vertices that meet the requirements of contraction will be deleted from
the graph to reduce the number of vertices in the graph. The time complexity of graph
search is O(ng) = ng ∗ v1, where ng is the number of the grid, the time complexity of vertex
search is 2logn, where n is the number of the vertex, so the time complexity of SGMRCH is
O(ng) + 2logn = O(n).

Algorithm 5 SGCH

1: Input: Gn−map, Gs, IndexMap
2: Initialization LinkedHashMap
3: G < Vg, Eg > = Gn−map
4: while traversal graph G do
5: if Vg is congested then
6: deleted Vg from Gn−map
7: return GSGCH
8: end if
9: end while

10: vi ∈ V classify by road speed
11: for do Bidirectional Dijkstra do
12: if vi < vi−1 and vi−1 is the necessary vertex on the shortest path then
13: delete vi form G and < vi−1, vi+1 > = < vi−1, vi, vi+1 >
14: weight< vi−1, vi+1 > = weight< vi−1, vi > + < vi, vi+1 >
15: shortcut < u, w > add LinkedHashMap < key, value >
16: shortcut < u, w > store IndexTable
17: key = u− w, value = weigthuw
18: vi = “contracted”
19: end if
20: end for

In the same principle, SGMCH algorithm is based on the original RCH algorithm
to add a raster graph contraction strategy. The advantage of this method is that a large
number of L− Junction intersections in the graph are contracted, so that the path planning
algorithm can minimize the relaxed edges in the vertex search. It should be noted that
both CH algorithm and MRCH algorithm are carried out when the graph is initialized, so
the calculation time of path planning will not be affected. However, in the SGRN model
proposed in this paper, the road network speed changes with time, so the situation road
network shrinkage algorithm must carry out the graph preprocessing program every time
the road network changes. This requires that the graph contraction algorithm must be
completed in an acceptable time.

Line 3–9 of Algorithm 6 is still a grid map search. It first deletes the grid in the congested
area, and then disconnects the connected grid. This step is the same as the SGCH process.
Line 10–28 is a traversal query for the entire road network. It contracts all vertices with
degree 2 and adds a shortcut connection to the two vertices that were connected when the
vertices were deleted. It adds the weights of the deleted edges together to give the shortcut.
The time complexity of graph search is O(ng) = ng ∗ v1, where ng is number of grid, the
time complexity of vertex search is n ∗ (v1 + m) + v2 = O(n2), where n is number of vertex
and m is number of edge, so the time complexity of SGMRCH is O(ng) + O(n2) = O(n2).
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Algorithm 6 SGMRCH

1: Input: Gn−map, Gs, IndexMap
2: Initialization LinkedHashMap
3: G < Vg, Eg > = Gn−map
4: while traversal graph G do
5: if Vg is congested then
6: deleted Vg from Gn−map
7: return GSGCH
8: end if
9: end while

10: for vi ∈ V classify by “intersection-Type” do
11: if out− degree number of v ≤ 2 then
12: αi = “L-Junction”, delete vi form G and < vi−1, vi+1 > = < vi−1, vi, vi+1 >
13: weight< vi−1, vi+1 > = weight< vi−1, vi, vi+1 >
14: shortcut < u, w > add LinkedHashMap < key, value >
15: shortcut < u, w > store IndexTable
16: key = u− w, value = weigthuw
17: αi = “contracted”
18: end if
19: if out− degree number of vi == 3 then
20: αi = “T-Junction”
21: if αi ∈The only way which must be passed then
22: delete vi form G and < vi−1, vi+1 > = < vi−1, vi, vi+1 >
23: weight<vi−1,vi+1>= weight<vi−1,vi ,vi+1>

24: αi = “contracted”
25: end if
26: end if
27: if αi has no contracted then
28: αi = “Non-contracted”
29: end if
30: end for

One issue is highlighted that namely the weight weighting of SCH, SGCH, and
SGRMCH. In previous studies, the road weight usually selects the length of the road so that
the weight of the connected edges can be added when contracting a vertex. However, the
weight of this paper is designed as the road network speed, and the speed values cannot
be added, otherwise, it means that the wrong road network speed will be fed back to the
vehicles. Therefore, taking the average of road network speed as the weighted result, it is
more reasonable to assign the road network speed of two edges to one edge [40]. Figure 12
illustrates the schematic diagram of EGEPP framework.
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Figure 12. Schematic diagram of EGEPP framework.

It can be seen in Figure 12 that the existing road network data and vehicle trajectory
data are fused in the data processing stage, and the dynamic partitioning of the entire
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urban road network is grid by the DGPR algorithm, and the grid road network is subjected
to a graph contraction process, which is a process in which a total of three graph contraction
strategies are proposed in this paper. Finally, the contracted road network is used to plan
the emergency path by SGHS* and finally return a shortest detour path.

7. Experiment and Verification

In this section, the experimental process and parameter settings will be introduced in
detail. The experiments will try grid size are ng = 288 [15] and the number of the vertex
in the grid and the road density as different parameters to test the effect of path query
efficiency. We will compare the detour paths and travel times of vehicles in the case of urban
traffic emergency in the GMEPP framework and the newly proposed EGEPP framework,
as well as the running time comparison of the emergency path planning algorithms under
the two frameworks. At the same time, SGHS* algorithm, GBD algorithm, RTA* algorithm,
RRT* algorithm, T* algorithm, A* algorithm, and breadth-first traversal algorithm are
compared. Finally, this paper also needs to add the proposed graph acceleration algorithm
to compare with other graph acceleration algorithms, so as to verify the efficiency of path
planning on the original graph after adding the graph acceleration algorithm, and the
impact of adding other graph acceleration algorithms on the proposed EGEPP framework.

7.1. Experimental Settings

The focus of this paper is the emergency path planning based on the road network
of Beijing, so the grid network division of other cities is not included. In the verification
stage of the experiment, the row energy of the experimental comparison algorithm with
different top and bottom sizes and different road densities will be added, while the grid
division results between different cities will not affect the efficiency of the algorithm.

In the emergency scenario, the vehicle needs to quickly bypass the emergency area
and drive to the final destination, so it is very important to bypass the emergency area
with the minimum cost and time. Therefore, the experiment in this paper mainly focuses
on the path planning time and vehicle travel time to verify the feasibility of the EGEPP
framework. The EGEPP will be mainly focused on quickly importing vehicles into the grid
with a higher rank value and obtains an optimal path, i.e., the vehicle takes the shortest
time to travel from the source vertex to the destination vertex. The rest of the paper will be
conducted three kinds of experiments.

1. The effect of the number of grids on the proposed DGPR algorithm is discussed.
Due to the continuous changes of the road network, the appropriate query window can
make the driving path of the vehicle obtain a higher speed. Therefore, according to the
sampling frequency of trajectory data, the appropriate time query window Tq is selected to
test and verify the proposed SGHS* algorithm;

2. By setting different lengths of starting and ending points, different algorithms are
compared for path planning through simulation experiments to get the vehicle driving
under different algorithms of the planned path time;

3. Different graph sizes were set to verify the efficiency of the three proposed graph
acceleration algorithms and CH, and then the graph acceleration algorithm was imported
into the path planning algorithm to compare the effect of the algorithm and set the single-
vehicle condition and multi-vehicle condition algorithm comparison.

Our experiment environment is 16G memory, 64-bit Windows 10 operating system,
and Intel i5 @3.30GHz CPU. The algorithm compilation language is Java and MATLAB,
the visualization tool is QGIS. Datasets are Beijing city road network from OpenStreetMap
(https://www.openstreetmap.org, accessed on 5 December 2020) that contains 83,884
vertices and 222,778 directed edges after processing refinement, suspension points, and
lines are not included (suspension points and lines refer to those isolated points and edges
in the graph, such points and lines usually appear in the villages on the edge). There
are also about 500 G of vehicle trajectory data and microwave data in Beijing and use a

https://www.openstreetmap.org
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G288-map with a grid size of ng = 288 (The effect of the size of the grid on the path planning
algorithm has been discussed in paper [15]. It will not be discussed in detail in this paper).

7.2. Discussion of Query Time Window Tq and the Effective of DGPR in Different Number of Grid

Before the demonstration experiment, the capacity of the urban road network is
introduced. First, the OpenStreetMap dataset can be extracted and processed. Roads
accessible to vehicles can be classified into five categories: Unclassi f ied, Tertiary, Primary,
and Motorway. Secondly, Table 3 shows the capacity division of urban roads refers to the
traffic conditions of roads. These are national standards. CRG is city road grade, its value
corresponds to SL. SL stands for road speed limit and TC stands for road capacity. For the
convenience of calculation that normalizes it and called maximum Pass Coe f f icient ε, and,
finally, the value of ε import into Equation (9).

Table 3. Comparison table of urban road network capacity.

CRG Unclassified Tertiary Secondary Primary Motorway

SL (km/h) 30 4050 6070 80 90,120

TC 600 900 1060 1600 1800

ε 0.10 0.15 0.18 0.27 0.30

The rank calculation of the grid can be obtained according to Line 14 of Algorithm 2.
Since OpenStreetMap stores a directional road structure, each vertex will have an outgoing
and an incoming edge. The intersection ID has been preprocessed. Since the acquisition
frequency of trajectory data is 2 min, the DGPR algorithm proposed by us should ensure
that the calculation is completed in this time and the sorting value of each grid is obtained.
Table 4 can be derived from Table 3.

Table 4. The actual road network capacity mapping table.

RS (km/h) [0, 20) [20, 30) [30, 40) [40, 60) [60, 70) [70, 80) [80, 120)

TC 150 600 900 1060 1330 1600 1800

ϕ 0.02 0.09 0.12 0.14 0.17 0.22 0.24

After averaging the median value of the road network speed in Table 3, the vehicle
capacity within all road network speeds can be obtained, and then normalized to obtain the
final ϕ value. The DGPR algorithm calculates the PR ranking value of each grid, compares
it with Table 4 and assigns the value, and obtains the final capacity factor ϕ of each grid.
According to the capacity factor, it is stipulated in this paper that when the grid is 0.02,
it is congestion; 0.09, 0.12, and 0.14 are slight − congestion (i.e., the road with changing
colors in Figure 1, and when grid get this value that the flag of µ is TRUE); 0.17, 0.22, and
0.24 represent unblocked roads, and when the SHGS algorithm compares the grid, if it
encounters a grid with the same label, it will compare the quadratic functions, and if µ is
TRUE, it will compare the values.

Figure 13 shows the results of convergence comparison between the DGPR algorithm
and GPR algorithm. The vertical coordinate of Figure 13 represents the interpolation
of the results of the previous iteration of the algorithm with the results of the current
iteration for each algorithm, and the horizontal sit represents the number of iterations of
the algorithm. As the number of iterations increases, it can be seen that the algorithm
is gradually converging. It can be seen from Figure 13 that both algorithms are close to
convergence when the number of iterations reaches 15, but the convergence rate of the
DGPR algorithm is higher than that of GPR, and DGPR has leveled off between 15 and
20 iterations.
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Figure 13. Results of convergence comparison between DGPR algorithm and GPR algorithm.

Figure 14 shows the running time of DGPR and GPR, the two algorithms show a
significant change in the number of iterations when it reach 50, with a smoother trend in
the growth of DGPR, but a significant change in the acceleration of GPR. Since Figure 13
shows that both algorithms converge to 0 after the number of iterations is 30, the DGPR
algorithm’s running time is 570 ms < 120,000,000 ms compared to the running time results
shown in Figure 14, so it satisfies the refresh frequency condition of the trajectory data.
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Figure 14. Running time comparison between DGPR algorithm and GPR algorithm.

Since the collection frequency of the trajectory dataset in this paper is 2 min, but it
may not be appropriate to specify a time window based on the situational refresh rate.
For example, the change of road networks in a short time will not be obvious enough
to affect the road network. Therefore, we will use Tq = [2, 5, 15, 30, 45, 60] [41] as the
time window, and use 500, 1000, 2000, 3000 start-end vertices pairs, abbreviation (SEVP)
in Table 5. RV(avg) represents the average numbers of relaxation vertex in SGHS* with
different start–stop vertices pairs, RT(avg) stands for the SGHS* running time of one
iteration, IT(avg) represents the average iteration time for each run of SGHS*.

Table 5 shows the effect of different query time windows Tq on the SGHS* algorithm
for different start-end vertices pairs. According to different starting and ending point pairs,
when the query time Tq is certain, there is no great difference in the number of relaxed
vertices, and then the number of relaxed vertices gradually becomes more as the query time
increases. However, when the query time is less than 15 because the vertices of each search
are queried according to the speed of the road network, there are many vertices in the
iterative calculation that are not visited in one search because the given driving time is too
short, which, eventually, leads to the algorithm not being able to search to these vertices.
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Table 5. Comparison with different query time window.

SEVP SGHS* RV (avg) RT (avg) IT (avg)

500

Tq = 2 (min) 31,826 82.3 ms 136
Tq = 5 (min) 30,342 79.2 ms 59

Tq = 15 (min) 34,721 85.8 ms 27
Tq = 30 (min) 68,924 182.1 ms 23
Tq = 45 (min) 101,936 242.4 ms 11
Tq = 60 (min) 328,611 432.3 ms 5

1000

Tq = 2 (min) 30,582 83.6 ms 129
Tq = 5 (min) 33,617 85.5 ms 60

Tq = 15 (min) 36,436 84.7 ms 25
Tq = 30 (min) 71,322 174.2 ms 18
Tq = 45 (min) 131,936 302.3 ms 9
Tq = 60 (min) 325,349 452.6 ms 4

2000

Tq = 2 (min) 32,481 78.9 ms 144
Tq = 5 (min) 31,342 77.2 ms 69

Tq = 15 (min) 36,552 81.7 ms 21
Tq = 30 (min) 68,980 179.1 ms 20
Tq = 45 (min) 126,450 212.4 ms 12
Tq = 60 (min) 333,414 458.1 ms 6

3000

Tq = 2 (min) 34,255 79.5 ms 125
Tq = 5 (min) 37,279 79.7 ms 67

Tq = 15 (min) 35,727 83.2 ms 24
Tq = 30 (min) 69,902 187.9 ms 18
Tq = 45 (min) 123,592 202.4 ms 10
Tq = 60 (min) 321,895 428.5 ms 5

However, when the query time window Tq < 15, the number of relaxed vertices also
decreases gradually, but its change value is not too significant. Comparing the algorithm
runtime results for different query time windows, it can be concluded that when the query
time window Tq = 60, one iteration of the algorithm is too long due to the fact that the
algorithm is almost doing a global search of the static graph by relaxing a large number
of vertices in one exploration. Additionally, 45 min and 30 min also show the same result,
both due to the relaxation of a large number of vertices. The running time decreases when
query time window Tq = 5 and Tq = 2, but its change is not obvious, mainly because the
vertices reached are too far from the target point, and SGHS* has to calculate the Manhattan
Distance from the candidate vertex to the target vertex when calculating the heuristic
function, so the SGHS* algorithm spends a lot of time overhead.

7.3. Verification of Algorithm Operation Efficiency

This subsection will set different length paths to compare the running efficiency of
each algorithm. The SGHS* proposed in this paper is based on the dynamic posture raster
map, so the concept of road network speed is added to the experimental setup in this
section. Firstly, based on the proposed quaternion functions ∂ { µ, φ, θ, υ }, we will verify
the combination of the quaternion functions and each parameter ∂ { µ }, ∂ { φ }, ∂ { θ }, ∂
{ υ }, ∂ { φ, θ }, ∂ { φ, υ }, ∂ { θ, υ }, ∂ { φ, θ, υ }, and Euclidean distance (ED), separately.

We simulated a ng × ng = 34 × 54 grid map and the purpose of the test is to verify the
efficiency of the proposed quadratic function ∂ when renewing the grid search. In order to
prevent the algorithm from searching among the same grid, a label is set to the grid that
passes by, and when the label is False, it indicates that the raster has been selected as a
candidate path grid, and, when it is True, it means that the grid can be further visited by
the algorithm. If the grid enters an impassable grid during the search (such as the red grid
in Figure 15), the algorithm can reverse the search to the previous grid and search again.
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Figure 15. The effect of different parameters on the path planning algorithm is tested for the parameters that make up the
quaternion function. (a) Impact of ∂{φ} on path planning. (b) Impact of ∂{θ} on path planning. (c) Impact of ∂{υ} on path
planning. (d) Impact of ∂{φ, θ} on path planning. (e) Impact of ∂{φ, υ} on path planning. (f) Impact of ∂{θ, υ} on path
planning. (g) Impact of ∂{φ, θ, υ} on path planning. (h) Only according to Euclidean Distance for path planning.
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In this experiment, 163 red grids are set to represent congestion grid, i.e., grids,
where vehicles are the prohibition of travel, in order to verify the degree of influence of
parameters on path planning and vehicle, can drive as long as the grids are adjacent to
each other, including diagonally adjacent grids. The blue grid is the path from the Source
s to Destination d. The gray grids are non-congested grids, and the experimental setup
randomly assigns the capacity values of the gray grids and changes them once in 2 min,
and all the gray grids are vehicle-accessible grids and µ is always TRUE. It should be
noted here that when the algorithm keeps searching among repeated grids, it will add the
Manhattan Distance between the search grid and the target grid so that the algorithm can
search for other grids that have been searched.

The results of the effects of different parameters on the search raster can be obtained
by Figure 15. Figure 15a only has the step size of ∂{φ} as the condition of the search grid
when the path planning from the source grid to destination grid. From Figure 15a, it can
be concluded that the algorithm is searching the grid effectively at the beginning, and,
when it encounters an L-shaped obstruction area, the algorithm will enter a dead-end
before it can bypass the congested area, and, in the later planning, also when it encounters
a T-shaped obstruction area and an L-shaped obstruction area, the algorithm needs to
backtrack. Figure 15b can show the result that the most selected basis for passing the angle
∂{θ} is still the need to bypass a large number of obstruction areas.

Figure 15c shows the only has GDPR value as the condition for path planning, the
result of the algorithm planning is that the vehicle walks through many repetitive areas
and even searches for different grids in the same area in a circular manner, a phenomenon
known as detouring, which is not allowed in emergency scenarios. Figure 15d–f show the
significant improvement in that the path planned by the algorithm allows the vehicle to
pass through fewer grids, but there are still a small number of detours. Figure 15g added
three elements ∂{φ, θ, υ}, the path planned by the algorithm is significantly better than the
others. Although there are also a few detours around the grid, and the overall planned path
results in a non-detour path into the obstacle area, and the overall directionality of the path
towards the target grid is better. Figure 15h shows the path planning results considering
only the Euclidean Distance and the search path occurs a large number of raster detours in
the L-shaped congested area, that is because only the overall directionality is considered for
the algorithm, and the congested area that will be encountered is not taken into account.

Secondly, the algorithm comparison of the experimentally tested bicycle under dif-
ferent path lengths, there to explain the road network density problem because the path
lengths chosen for testing are different, so the road network density of the path span varies,
so this point ensures that the algorithm is tested under different conditions of road network
density. Therefore, four different road lengths P1 = 5.3 km, P2 = 17.5 km, P3 = 30.4 km, and
P4 = 49.8 km (Manhattan Distance) will be involved in Table 6.

Table 6. Different of Effect Based Different Distributions with Four Paths.

Methods
P1 = 5.3 km p2 = 17.5 km p3 = 30.4 km p4 = 49.8 km

NGS NVS RT(ms) NGS NVS RT(ms) NGS NVS RT(ms) NGS NVS RT(ms)

Dijkstra ∗ 98 23.3 ∗ 892 78.9 ∗ 5432 226.2 ∗ 19311 404.9
A* ∗ 79 22.6 ∗ 781 68.8 ∗ 3572 189.7 ∗ 12477 362.7
T* ∗ 71 21.4 ∗ 708 69.3 ∗ 3523 183.4 ∗ 11584 358.4

RTA* ∗ 75 20.5 ∗ 774 73.1 ∗ 3629 165.8 ∗ 12831 346.3
RRT* ∗ 84 19.8 ∗ 817 72.4 ∗ 3641 172.1 ∗ 11425 334.1
GBD 15 35 18.2 78 343 69.8 213 1710 179.9 354 3482 347.5

SGHS* 15 39 21.4 63 338 68.5 175 1696 173.5 247 3369 340.9

In Table 6, the NGS represents the methods searched the number of grids, NVS
represents the methods searched the number of vertices, and runtime (RT) is standing the
effectiveness of the algorithm, ∗ is empty. Dijkstra’s algorithm as a breadth-first traversal
algorithm in path planning increases exponentially as the path length increases the search
vertices, the number of visited vertices when the search path is 49.8 km is as high as 19,311.
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The A* algorithm has a significantly smaller number of visited vertices in the search path
because of the heuristic function as the basis for judging the visited candidate vertices,
where we set the heuristic function to be the Euclidean distance from the search vertex
to the target vertex. The number of vertices visited by T* will be a little less than the
A* algorithm. RTA* is a variant of the real-time A* algorithm, which adds the function
of searching paths in real-time, but the number of its search vertices is almost the same
compared to A*. However, the RRT* algorithm adds a path pruning strategy to search
for vertices, which is intended to add shortcuts to prune paths as much as possible when
planning paths, but the number of vertices visited compared to A* is a similar quantity.

The GBD algorithm and the SGHS* algorithm join the raster judgment, so the two
algorithms compare the number of grids. In the beginning, the number of grids searched
is the same in planning path P1 because the path length is not large and the path length
spans two grids. However, as the distance of the planned path increases, the difference
in the algorithm’s search for grids becomes apparent. Since the SGHS* algorithm adds a
quadratic function to determine the selection of grids, it enables the algorithm to select only
grids with similar capacity for comparison before searching for them. Therefore, as the
length of the path changes, the SGHS* algorithm has a significant change in reducing the
number of grids. GBD and SGHS* algorithms have the limitation of the grid, so the number
of search vertices is 3482 and 3369 and, thus, significantly reduced compared with other
algorithms when the search distance has 49.8 km. However, this trend is not obvious in
short distance path planning, because in short path planning is equivalent to all algorithms
are searching in on grid, so the number of search vertices is almost the same. Except for the
Dijkstra algorithm, which has a slightly longer running time, the other six algorithms have
similar running times. Although the number of vertices searched by the GBD and SGHS*
algorithms is about the same, the time for searching the grid is added, and GBD is required
to compare neighboring grids each time, and the number of grids compared by SGHS* is
smaller than that of GBD, but the running times of SGHS* and GBD algorithms are similar
(347.5 ms and 340.9 ms) because the quadratic functions ∂{µ, φ, θ, υ} have to be calculated.

Third, we will verify the use of the algorithm for simulation experiments in different
road situations. Table 7 shows the different algorithms performing comparison experiments
in non-congestion (the range of road speed is from 45 km/h to 120 km/h) and congestion
(the range of road speed is from 10 km/h to 80 km/h), verified by the travel time of the
vehicle (a random value will be assigned to each road without exceeding the speed range).
The paths for the experiments are chosen p1 (5.3 km), p2 (17.5 km), p3 (30.4 km), and
p4 (49.8 km) as the query path. Depending on the length of the path that can access the
path planning comparing suburban and urban areas. Since the road density in the city is
large and the road density in the suburbs is small, the operation results of the algorithm
can be verified in the case of different road densities and compared according to the vehicle
travel time, time unit in minutes (min).

From the simulation experiment results in Table 7, it can be seen that the time required
when the vehicle travels on the road network at higher speeds does not vary much de-
pending on the length of the path. When the road conditions are non-congested, Dijkstra’s
algorithm uses the shortest distance between two vertices as the basis for path planning by
searching for the shortest distance between two vertices, and the road provided is often
the shortest path between two points. However, other algorithms are also the same, A*,
T*, RTA*, and RRT* are also based on the shortest path between two points for planning.
For A* and T* are simply added to the heuristic function, so the search time is faster when
planning the path, RTA* is real-time dynamic planning, but the planning results are the
same as A* when the speed of the road network is larger. The RRT* only adds a pruning
strategy to the search, and the pruning strategy does not affect the planning results of
the paths. The GBD algorithm has a grid, but its final planning path is still based on the
shortest path between two points, SGHS* algorithm is based on the speed of the road
network for road planning, because the overall speed of the city’s road network is similar,
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so the vehicle driving algorithm to provide the path of the time-consuming difference is
not much.

Table 7. Comparison the results of vehicle travel time with clear and congestion in different path
distances.

Case Methods P1 (5.3 km) P2 (17.5km) P3 (30.4km) P4 (49.8 km)

non-congestion

Dijkstra 15.4 (min) 30.2 (min) 49.4 (min) 65.5 (min)
A* 16.5 (min) 28.9 (min) 48.5 (min) 66.8 (min)
T* 15.1 (min) 28.8 (min) 49.6 (min) 64.6 (min)

RTA* 15.7 (min) 26.6 (min) 44.1 (min) 66.3 (min)
RRT* 15.4 (min) 27.3 (min) 42.7 (min) 64.8 (min)
GBD 16.3 (min) 25.5 (min) 43.9 (min) 65.5 (min)

SGHS* 16.0 (min) 27.4 (min) 44.3 (min) 66.3 (min)

congestion

Dijkstra 17.2 (min) 42.6 (min) 94.3 (min) 133.8 (min)
A* 17.7 (min) 38.5 (min) 88.7 (min) 122.9 (min)
T* 16.9 (min) 35.9 (min) 81.2 (min) 113.5 (min)

RTA* 17.8 (min) 37.1 (min) 83.4 (min) 124.1 (min)
RRT* 17.5 (min) 39.4 (min) 85.7 (min) 127.2 (min)
GBD 16.1 (min) 32.3 (min) 79.4 (min) 108.4 (min)

SGHS* 16.3 (min) 30.7 (min) 71.8 (min) 98.7 (min)

The path results of the planned algorithms are compared between algorithms under
congestion. The results of the paths planned by Dijkstra’s algorithm are found to be longer
as the length of the path increases compared to non-congested conditions because the
algorithm is only able to plan the shortest path and is not able to bypass those roads in
congested areas. The A* algorithm and the T* algorithm have the same results. Although
both RTA* and RRT* are real-time, the real-time refresh frequency of the algorithm is
greater than the real-time refresh frequency of the road network, and the search path can
only be searched in the next step, which cannot effectively determine the overall traffic
situation in the region. The paths planned by GBD and SGHS* algorithms reduce the travel
time of vehicles. GBD plans the paths for vehicles based on the maximum capacity of the
area, but the paths are still planned based on the shortest path within the area because it is
not guaranteed that the vehicles can effectively avoid the congested areas within the area.
However, SGHS* algorithm selects the grids with higher road network speed to provide
vehicles between regions and selects the roads with higher road network speed for vehicles
to travel within the grids, so this strategy avoids vehicles to drive into the congested roads
to some extent.

7.4. Impact of Graph Acceleration Algorithms on Path Planning

This section compares the impact of several graph acceleration algorithms on path
planning. A comparison of different graph contraction methods for different vertex sizes is
performed first. The experiment is validated using six graph sizes with vertex numbers of
500, 1000, 3000, 5000, 10,000, 20,000, and 83,884. The algorithm is evaluated by the running
time of the algorithm and the number of contracted vertices. Vertex represents number of
vertex; Edge is number of edge; Grid stands for number of grid; CV and CG are the number
of contracted vertex and number of contracted grid, respectively; Shortcut represents an
edge that links two new vertices; RT stands for algorithm running time.

The results of the graph acceleration algorithm can be obtained from Table 8. The
Table 8 shows that the CH algorithm is increasing the number of vertices searched as the
graph size becomes larger, and the running time is also increasing exponentially, ∗ is empty.
The SCH algorithm is used to contract the vertices according to the road network speed, it
can be seen that the number of SCH contraction algorithm is not as much as that of the CH
algorithm, but this is acceptable because, in the actual path planning the search algorithm
not necessary to search the whole graph, it only needs to search the vertices according to
the road network speed size.

Both the SGCH algorithm and SGMRCH algorithm perform contraction of the grid,
so a comparison of the grid is added. Since both algorithms perform contracted based on
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the velocity of the road network, the contraction of the grid is performed first according to
the DGPR results, followed by the contraction of the vertices, which makes the algorithm’s
computational overhead greater than CH and SCH. However, for the contracted results
it can be seen that SGCH and both SGCH and SGMRCH algorithms contracted a large
number of grids and vertices. Since SGMRCH is are based on the MRCH algorithm with
grid contraction, the number of contracted vertices is larger than that of SGCH after several
iterations of SGMRCH. Both SGCH and SGMRCH contracted grids based on the gridded
capacity value, so the number of contracted grids is not much difference between these
two algorithms. It is important to note that the running time of SCH, SGCH, and SGMRCH
less than 2 min (120,000,000 ms) of the road network refresh frequency.

Table 8. Comparison with different graph contraction methods.

Methods Vertex Edge Grid CV CG Shortcut RT (ms)

CH

500 1548 70 76 ∗ 52 5
1000 3603 140 159 ∗ 104 9
3000 9864 560 406 ∗ 321 59
5000 16,926 700 887 ∗ 538 120

10,000 32,510 1400 2193 ∗ 1384 692
20,000 63,721 2800 4579 ∗ 3492 1501
83,884 222,778 82,944 19,395 ∗ 15,596 16,613

SCH

500 1548 70 24 ∗ 19 6
1000 3603 140 95 ∗ 68 11
3000 9864 560 169 ∗ 129 62
5000 16,926 700 421 ∗ 335 168

10,000 32,510 1400 1593 ∗ 1202 772
20,000 63,721 2800 3979 ∗ 2874 1883
83,884 222,778 82,944 12,599 ∗ 9596 16,542

SGCH

500 1548 70 95 8 79 9
1000 3603 140 209 29 175 18
3000 9864 560 1092 81 321 139
5000 16,926 700 1907 172 1274 308

10,000 32,510 1400 3080 271 1983 992
20,000 63,721 2800 5227 425 3062 2191
83,884 222,778 82,944 25,612 1291 18,233 18,238

SGMRCH

500 1548 70 107 8 82 11
1000 3603 140 359 32 186 29
3000 9864 560 606 89 363 193
5000 16,926 700 2589 186 1370 531

10,000 32,510 1400 4185 281 1989 1592
20,000 63,721 2800 7579 432 3296 3659
83,884 222,778 82,944 29,341 1284 18,935 19,032

Figure 16a compares the operational efficiency of each algorithm for different path
lengths, which grows exponentially with increasing path length. Figure 16b incorporates
the traditional contraction hierarchical algorithm, which contracted the graph according
to the degree of access to the intersection. It is obvious from the figure that the running
efficiency of the algorithm has decreased, but the running time of the algorithm still
increases exponentially as the length increases. Figure 16c shows the SCH graph search
algorithm, and compared to Figure 16b it can be seen that the operational efficiency of the
algorithm is increased, because the SCH algorithm shrinks the intersections mainly based
on the road network speed, so when there is a non-significant change in the road network
speed contracted few vertices.

Figure 16d,e show the SGCH and SGMRCH graph acceleration algorithms, respec-
tively. Since these two algorithms incorporate grid contraction, while the Dijkstra, A*,
RTA*, and RRT* algorithms can’t progress the computation of the grid, the grid graph
acceleration technique cannot be used. So these four algorithms still incorporate the CH
graph acceleration technique. The following comparison of the running efficiency of the
BGD and SGHS* algorithms. The running efficiency of both the BGD algorithm and the
SGHS* algorithm has improved considerably and the running time has decreased signifi-



ISPRS Int. J. Geo-Inf. 2021, 10, 370 32 of 36

cantly adding the SGCH algorithm. The running efficiency of BGD and SGHS* improves
significantly adding the SGMRCH algorithm, and The running time increases linearly with
the increase in the planned path length. It is worth noting that when the query path is less
than 4km, the efficiency of path planning SGHS* + SGCH graph contraction algorithm is
better. When the SGHS* algorithm searches the same length of the path (for example, when
the length of the search path reaches 26km), the search time without graph acceleration
method is 88.4ms, while the search time after adding the graph acceleration method is
38.6ms. Therefore, the search efficiency of the algorithm has been significantly improved.
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Figure 16. Comparison of running efficiency of algorithms combined with different graph contraction
algorithms based on different length paths.

Figure 17 show the efficiency of adding different graph acceleration algorithms to the
query size, aiming at the operation efficiency of the path planning algorithm in the case
of multiple vehicles. Figure 17a shows that the running time of the algorithm increases
with the increase in the amount of text. When the amount of query text reaches 70 KB,
the running time of the SGHS* algorithm grows slightly slower than other algorithms.
Figure 17b,c add CH and SCH graph contraction algorithm, respectively, but the running
time indicator of the path planning algorithm is still rising rapidly with the increase in
query size. The SGCH and SGMRCH algorithms are added to Figure 17d,e, respectively. It
can be seen that the growth trend of GBD and SGHS* algorithms has decreased significantly.
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Finally, the search efficiency of path planning algorithm is improved obviously by the
graph acceleration algorithm.
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algorithms
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Figure 17. Comparison of running efficiency of algorithms combined with different graph contraction
algorithms based on different query size.

7.5. Discussion

Firstly, the DGPR algorithm is an improvement on the original GPR algorithm, it is
necessary to search every vertex in the grid. DGPR improves the calculation of weight to
make it more in line with the real-time road network situation. The grid where the vertices
are located is assigned and sorted, and each vertex still needs to be traversed. DGPR
converges faster than GPR about 5 iteration times that mainly due to the simplification
of the computational process of grid ranking, and same iteration times DGPR uses lower
running time.

Secondly, compared with the GBD algorithm, SGHS* algorithm has higher space com-
plexity because GBD algorithm searches vertices in two directions, while SGHS* algorithm
searches vertices in one direction, the main reason is to avoid searching congested vertices.
SGHS* excludes, as much as possible, the roads and intersections that are unnecessarily
searched. Such processing improves the computational efficiency of the algorithm and
reduces the running time of the algorithm. The pruning strategy is to reduce the search
of vertices in one iteration, so SGHS* has less computing time than GBD, and when the
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test path distance is 49.8km, the time taken by the vehicle using SGHS* is 6.6 min faster
than GBD in congested situation. The same principle applies to T*, RTA*, and RRT* algo-
rithms. The purpose of T*, RTA*, and RRT* is for fast convergence of the path planning
algorithm and considering the real-time dynamic changes of the road network, but there
three algorithms do not consider exploring as many possibilities as possible, and SGHS*
joins the pruning strategy to effectively exclude the possibility of redundant paths. In
addition, the search time of SGHS* is higher than that of RTA*, RRT* and GBD algorithms
when the search path length is about 5 km, but the running time of SGHS* algorithm is
smaller than them as the length of the plan increases. Therefore, the main reason is that the
number of vertices searched by SGHS* is much smaller than the other algorithms as the
path length increases.

Thirdly, the time complexity of the three graph acceleration algorithms proposed
in this paper is different. Compared to the baseline algorithm CH, the results of SGCH
and SGMRCH contraction networks show a significant improvement for path planning.
However, the difference between SCH and CH is not significant from the contracted results,
this is mainly because the intersection situational case considered by SCH is similar with
the intersection importance case of CH so that the number of contracted vertices is similar
for each of the two algorithms. The time complexity of the SCH algorithm is smaller
because of the bidirectional strategy used in the graph search, so it is O(2logn). SGCH adds
one-way graph traversal, so it is O(n), The SGMRCH algorithm needs to traverse all the
vertices in the road network once, and then the grid contracted and the vertex contracted
according to the situational information, so the time complexity of SGMRCH is O(n2).
However, compared with other graph acceleration algorithms, SGMRCH has the largest
number of contraction vertices because it performs multiple road network contraction
treatments, and its calculation time is less than 2 min of network sampling frequency,
so it is the best choice for the overall path planning time and calculation cost. CH only
considers the access degree situation of vertices singularly, and does not combine the actual
road network traffic flow, so it contracted some unimportant intersections, which affects
the calculation efficiency. Then SGCH and SGMRCH join the contraction of grid, which
increases the number of search vertices to some extent (a grid contains multiple vertices),
so that the congested area is no longer searched during path planning. So it increases the
efficiency of path planning.

8. Conclusions

In conclusion, through the comparative experiments, it can be concluded that when
the road driving conditions change, the path provided by SGHS* algorithm makes the
vehicle travel to the destination in a shorter time, and when the path is less than 4 km, the
efficiency of SGHS* + SGCH algorithm is higher, when the query path is more than 4 km,
the operation efficiency of SGHS* + SGMRCH is higher. Moreover, the running time of
SGCH and SGMRCH algorithm is less than the refresh time of situation information, so it
meets the graph acceleration processing of DGPR after sorting the grid. In addition, SGHS*
algorithm accelerates the convergence time of search target grid after adding quaternion
function ∂{µ, φ, θ, υ} as the judgment of grid.

In this work, we using the analysis of Beijing road network data and vehicle trajectory
data, and the road network grid is ng = 288, the proposed EGEPP framework is verified.
Under the condition of emergency, we add SGHS* + SGCH and SGHS* + SGMRCH
algorithm based on the situation map SGRN model to plan the path, and provide vehicles
with a road with large capacity to make the detour to the destination. The simulation
results show that the best query time window of path planning is Tq = 15 min. When the
query time window is smaller than Tq = 15 min, repeated path planning search is needed.
When the query time window is larger than Tq = 15 min, the path planned by the algorithm
will often enter the congestion area. Finally, through a number of experiments, it is found
that the EGEPP framework provides better detour path than GMEPP framework in case
of an emergency on urban roads. In our future work, we will still focus on the impact
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of situational information on road network weight (e.g., slope or the maximum vehicle
carrying capacity of the road), and the impact of related factors between the passing of
urban road network on path planning.
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