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Abstract

:

The shape classification of building objects is crucial in fields such as map generalization and spatial queries. Recently, convolutional neural networks (CNNs) have been used to capture high-level features and classify building shape patterns based on raster representations. However, this raster-based deep learning method binarizes the areas into building and non-building zones and does not account for the distance information between these areas, potentially leading to the loss of shape feature information. To address this limitation, this study introduces a building shape classification method that incorporates distance field enhancement with a CNN. In this approach, the distance from various pixels to the building boundary is fused into the image data through distance field enhancement computation. The CNN model, specifically InceptionV3, is then employed to learn and classify building shapes using these enhanced images. The experimental results indicate that the accuracy of building shape classification improved by more than 2.5% following distance field enhancement. Notably, the classification accuracies for F-shaped and T-shaped buildings increased significantly by 4.34% and 11.76%, respectively. Moreover, the proposed method demonstrated a strong performance in classifying other building datasets, suggesting its substantial potential for enhancing shape classification in various applications.
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1. Introduction


Shapes are crucial for defining spatial objects and representing spatial phenomena [1]. They determine the arrangement of each geospatial entity, which, in turn, illustrates the development and interaction of geographical phenomena [2]. As typical man-made features, buildings often display distinct shape patterns that partially reflect their function and style [3]. These shape patterns not only offer valuable insights into architectural design and urban planning, but also play a critical role in geospatial processes, such as mapping, navigation, and environmental monitoring [4]. Consequently, the classification of building shapes has become a key area of research within geographic information science (GIS) [5,6], facilitating applications, such as building change detection [7], and multiscale building matching [8].



Historically, building shape classification involved the manual computation of features, focusing on morphological characteristics to distinguish between different building shapes. The commonly used indicators include compactness [9,10], concavity [11], rectangularity [12], and the shape index. These methods are intuitive and utilize human expertise to identify the relevant features and patterns. However, they depend heavily on predefined morphological features, which can introduce bias and limit scalability due to the need for subjective feature definition and manual intervention.



With advancements in computer science, the focus has shifted toward employing traditional machine learning algorithms to improve the accuracy of building shape classification. Techniques such as random forest (RF) classifiers have been used to address complex nonlinear relationships in shape classification [13], whereas support vector machines (SVMs) have been applied for the detection and recognition of building shapes [14]. Other methods, including decision trees, K-means [15], and K-nearest neighbors, have also been utilized [16]. These methods represent a significant transition from manual, feature-based approaches to more automated and scalable classification techniques. Nonetheless, they still rely substantially on feature engineering, which involves complex data processing and may not capture all the relevant features of a building shape. Consequently, this reliance on predefined features can lead to missed opportunities for recognizing unique architectural forms and variations, ultimately affecting classification accuracy.



To address these limitations, other researchers have increasingly adopted deep learning techniques. Deep learning, a subset of machine learning, utilizes multi-layered neural networks to model and interpret complex patterns and relationships in data [17]. This approach has significantly advanced fields, such as natural language processing [18], image segmentation [19], and speech recognition [20]. CNNs [21] are known for their ability to learn the spatial hierarchies of features automatically and adaptively, and thus have been extensively used in recent years for classifying building shapes. For instance, Alidoost et al. [22] proposed a CNN-based approach that automatically extracts building detection and classifies roof shapes from a single aerial image. Castagno [23] et al. fused LiDAR data with satellite image data, extracted their features using a CNN, and used decision trees for subsequent building shape classification. Partovi et al. [24] utilized different pre-trained CNN models to extract deep features, and then employed SVM to classify a building roof shape. Jiao et al. [25] converted vector building data into raster images, and then utilized AlexNet to classify building shapes based on manually labeled images, effectively achieving the classification of different building shapes.



In contrast to CNN-based methods, other studies have directly processed vector-based building data using graph convolutional networks (GCNs) [26]. These methods leverage the polygonal vertices and edges of buildings to represent the structural data of buildings. For example, the graph convolutional autoencoder (GCAE) model [6] was used to encode various features of buildings, enabling differentiation between different shapes. The Seq2seq autoencoder model [27] extracted features from a building boundary structure, facilitating shape similarity measurement and retrieval matching. Additionally, several researchers have employed GCNs for shape classification. Liu et al. [28] developed a deep point neural network for building shape recognition to perform convolution operations directly on building points. Yu et al. [29] constructed a computation graph from building contour polygons and utilized a fully connected neural network to classify the building shapes.



The two deep learning-based methods for classifying building shapes each offer distinct advantages. However, the computational efficiency of GCN-based methods are not as good as that of the CNN-based approach methods when dealing with large-scale datasets, mainly because GCNs need to aggregate the information of neighboring nodes on each node, which can lead to a significant increase in computational costs in large-scale graph structures [30]. In contrast, the CNN-based methods offer a more efficient approach for shape classification, as they can extract features directly from images, reducing the additional computational overhead. Furthermore, the CNN-based classification methods [22,23,24,25] benefit from their compatibility with a diverse array of deep learning frameworks. They also have the capability to learn from multiple perspectives at various resolutions, which enhances the efficiency of both training and implementation.



In the application of CNNs for building shape classification, as in this reference [25], the input datasets typically consist of binarized raster images. These images effectively outline building boundaries by creating clear demarcation zones between the background and target pixels, a crucial feature for the feature extraction of CNNs [31]. Furthermore, the contiguous areas of target pixels in these images represent the building’s shape and implicitly include vital structural features such as skeleton lines [32]. However, the uniformity in the values of contiguous target pixels can limit the effectiveness of CNN models in utilizing these features, which may reduce the network’s sensitivity to subtle differences in building shapes, making it challenging to differentiate between similar shapes. As a result, the CNN may not fully capture important structural characteristics, which can lead to decreased classification accuracy.



To optimize the use of building shape information, the distance field method has been adopted to capture the internal structural features of buildings effectively. This method encodes the distance between the internal target pixels and the boundary as a distance value [33,34,35], enabling the precise representation of a building’s internal features. The distance field method has been widely applied in various domains, such as semantic segmentation [36] and image segmentation [37]. For examples, Hu et al. [38] first proposed a distance field-based convolutional neural network (DF-CNN). This method combined a feature map with a distance field branch, improving the overall edge detection performance, and its effectiveness is demonstrated by experiments on multiple datasets. Huang et al. [39] embedded the distance field map into a two-stage network and used the obtained distance map as a learning weight map to enhance left atrium MRI segmentation performance. Wang et al. [40] proposed Deep Distance Transform (DDT) for tubular structure segmentation in CT scans. By using distance transform as an auxiliary task, the method enhanced the model’s ability to segment complex structures like blood vessels, with improved accuracy validated across several medical datasets. In the context of building shape classification, the distance field can enhance the ability of the CNN to capture the structural features within a building image, thereby improving the classification accuracy.



Therefore, this study introduces the distance field method to enrich the shape information of buildings. By calculating the distance of each pixel to the boundary of the building, a more expressive feature image matrix is generated. This approach captures the complex geometry inside the building, while retaining the edge features of the shape, providing a more detailed description of the shape. Subsequently employing the CNN method, we utilize the distance field enhancement images as the input, which further improves classification accuracy. The remainder of this paper is structured as follows: The CNN-based building classification method incorporating the distance field is introduced in Section 2. The experiments conducted and their results are presented in Section 3. Lastly, the conclusions of this study are summarized in Section 4.




2. Methodology


The building shape classification method described in this study is depicted in Figure 1 and involves four primary steps: vector building rasterization, feature enhancement using distance field, the fusion of distance field with building boundary, and building shape classification. Specifically, vector building rasterization transforms each vector building polygon into a raster image to facilitate the extraction of boundary features. The purpose of feature enhancement using the distance field is to assign distance values to the target pixels in raster building images, thereby highlighting the internal structure of a building. By fusing distance field with building boundary, the information within the building images is enriched, providing deeper structural features for subsequent model learning and classification. Ultimately, the CNN model, InceptionV3, employs the enhanced distance field of building images as input data for training and classifying building shapes.



2.1. Vector Building Rasterization


The rasterization process of the vector building data is illustrated in Figure 2. For each building polygon, a square area centered on the geometric center of the polygon and with side length R is established as the sampling range. To ensure complete representation of the building in the resultant raster image, R is evaluated based on the side length of the minimum bounding square of the building. Owing to the varied sizes of buildings in the dataset, this study adopts the median of all minimum bounding square areas as the benchmark. Buildings of differing sizes are scaled to align their minimum bounding square areas with this benchmark. Subsequently, raster images with a resolution of m × m are generated based on the minimum bounding squares. The choice of m must balance the clarity of the raster image and the input data requirements of the subsequent classification model [41].




2.2. Feature Enhancement Using Distance Field


Following rasterization, a binary image that encapsulates the boundary features of the building is produced. In this image, features are primarily focused in the critical regions between the background and target pixels, corresponding to the locations of the building boundaries.



Subsequently, an internal distance field for buildings is created based on binary images that include building boundary features to enhance and enrich the internal structural features of buildings.



Typically, a distance field is defined by assigning a value to each pixel within a finite region of the field space, where the value represents the distance from the pixel to the nearest spatial feature (region boundary). This can be expressed using the following formula:


    F i e l d   d i s     I , J   = m i n   d i s t a n c e     I , J   ,   F e a t u r e   i        



(1)




where     F i e l d   d i s   ( I , J )   represents the distance field value at the pixel with row and column coordinates    ( I , J )   in the image, and   d i s t a n c e ( ( I , J ) ,   F e a t u r e   i   )   represents the distance from the pixel at coordinates    ( I , J )   to the boundary of object     o b j   i     in the image.



In the distance field within the interior of a building, each pixel location records the shortest distance to the nearest building boundary. Various distance metrics, such as Euclidean and Manhattan distances, are applicable in distance field computations. As illustrated in Figure 3a,b, the Euclidean distance field depicted in Figure 3b more accurately reflects real-world distance measurements compared to the Manhattan distance shown in Figure 3a. This precision may have a positive impact on the task of building shape classification. For instance, the distance field features highlighted in the red box in Figure 3b, as opposed to those in the corresponding location in Figure 3a, are more effective at capturing the turning points of the building’s morphology. This sensitivity to detail could be crucial for enhancing the performance of classification algorithms.



To enhance the efficiency of computing the distance field, this study integrates the use of distance templates, specifically upper and down templates. The basic process is depicted in Figure 3. Initially, a two-dimensional binary image of identical size is created from the raster image obtained in the preceding step, serving as the source field for distance transformation. This source field—a matrix of distance values—assigns a zero value to positions on the building exterior, indicating the initial distance to the image features. Conversely, interior target pixels are assigned an infinite value, representing their initial distances to the features.



Distance transformation scanning was conducted on the distance matrix using an upper-down template, as illustrated in Figure 4 with a 3 × 3 example template. The parameters of the pixels within the template represent their relative Euclidean distances from the template’s center. The upper template scans each pixel in a left-to-right, bottom-to-top sequence, starting from the bottom-left corner. It calculates the sum of the relative distance to the template’s center for each unit and the stored distance at the corresponding position in the distance matrix as the candidate distance value. This process iterates through all the template units to compute the candidate distance values, selects the minimum value among them, and updates the distance matrix with this new value. Let   A [ i ] [ j ]   denote the distance between the pixels with row index   i   and column index   j  . The formula for calculating the distance of this pixel during the sweep of the upper template is as follows:


  A [ i ] [ j ] = m i n { ( A [ i ] [ j ] + 0 ) , ( A [ i − 1 ] [ j ] + 1 ) , ( A [ i − 1 ] [ j − 1 ] +  2  ) , ( A [ i ] [ j − 1 ] + 1 ) , ( A [ i + 1 ] [ j − 1 ] +  2  ) }  



(2)







Similarly, this study employed a down template to scan each pixel in reverse order. When the distance values of all the pixels stabilize, indicating no further changes, the distance field is considered to have converged. At this point, the distance of each pixel approximately represents the shortest Euclidean distance to the building boundary. In computing the distance field, the use of both upper and down templates ensures the accuracy of the distance calculations in various directions, as well as effectively reduces the computational complexity.



After applying the distance field method, pixels within each raster image of a building were assigned values corresponding to their distances from the boundary of the building. Figure 5a presents a distance field image of a building. To clarify the results of the distance field computation, Figure 5b employs a color palette (black, red, yellow, green, blue, and purple) to depict pixels according to their increasing distance values. This assignment of distinct values to target pixels based on their proximity to the boundary provides a richer representation of the morphological structure of the building. Such enriched data facilitate the more effective feature extraction and classification of building shapes in subsequent analyses.




2.3. Fusion of Distance Field with Building Boundary


Upon generating the binary image of the building boundary and the distance field image that reflects the building’s internal structural features, we enhanced the contrast by multiplying all the pixel values in the distance field image by the coefficient, k. This adjustment aims to accentuate the differences between pixels at varying distances, thereby effectively merging the boundary features with the internal structural features into a single grayscale image. This fusion highlights the benefits of distance field enhancement.



Figure 6 illustrate the enhanced distance field images with the coefficient k set at 4, 5, and 6, respectively. These enhancements preserve the boundary features, as well as amplify the internal spatial characteristics of the buildings, leveraging the distance attributes of the boundaries.




2.4. Building Shape Classification


After fusing the distance field with the building boundary, we utilize enhanced distance field images as the input to conduct shape training and classification using a CNN model. In this study, we employ InceptionV3 for image classification, as illustrated in Figure 7. This model enhances the Inception module, originally based on GoogLeNet [42], and requires a minimum image resolution of 224 × 224 pixels. It extracts features through multiple convolution and pooling layers. Inception modules with convolutional kernels of varying sizes are used to capture receptive field information at different image scales. The features are then pooled and passed through fully connected layers to map them to a lower-dimensional feature vector. A Softmax activation function finally maps this vector to a predefined set of classes, recording the probabilities of the input image belonging to each shape class.



InceptionV3 incorporates significant adjustments inspired by the concept of factorizing convolutions [42]. These adjustments include splitting the convolution into smaller parts, reducing computational complexity, while maintaining the ability of the network to capture complex patterns. This refined structure effectively captures both local and global features, enhancing the expressive power of the network and improving its performance in complex image recognition tasks.



Unlike other CNNs, InceptionV3 employs label-smoothing regularization (LSR) to enhance the classification performance and generalization ability of the network. The core idea of LSR is to adjust the labels during training to values between 0 and 1, thus reducing the model’s overfitting of the training data [42]. The function of LSR is described as follows:


  H     q   ′     l   , p   l     = −   ∑  l = 1   N    l o g   q   ′     l   p   l   =   1 − ϵ   H   q   l   , p   l     + ϵ H   u   l   , p   l        



(3)




where   H ( q ’ ( l ) , p ( l ) )     represents the cross-entropy loss function used to measure the difference between the predicted probability distribution   q ’ ( l )   by the model and the true probability distribution   p ( l )  ;   l   represents the index of the class;   N   denotes the number of classes;   p ( l )   indicates the probability of the l-th class in the true probability distribution;   q ′ ( l )   represents the probability of the l-th class in the smoothed probability distribution predicted by the model;   ϵ   indicates the smoothing parameter used to control the degree of smoothing;   q ( l )   symbolizes the probability of the l-th class in the probability distribution predicted by the model; and   u ( l )   denotes the probability of the l-th category in the uniform distribution. Through LSR, InceptionV3 can effectively prevent the overfitting of the model.





3. Experiments


3.1. Experimental Data and Parameter Settings


The experimental dataset utilized in this study, as described in [6], comprises 10 different building polygon shapes, with 500 instances of each type. We chose these 10 building shape types because they align with our research objectives and represent our dataset well. Additionally, the common shapes of English letters in buildings provide a simplified, yet effective way to demonstrate our algorithm’s performance [43]. This dataset is widely recognized for its application in building shape analysis. During vector building rasterization, the resolution was carefully selected to satisfy the clarity requirements of the InceptionV3 model. A resolution of 256 × 256 pixels was selected, ensuring that all the buildings were displayed clearly and completely. Several examples of the rasterized building images of varying shape are listed in Table 1.



For the computation of distance fields, template sizes are typically selected to be (2n + 1) × (2n + 1) to center the template on the target pixel, where n denotes a natural number. The use of larger distance templates yields distance fields that more closely approximate the real Euclidean distance, while significantly reducing computational efficiency [44]. Therefore, three representative template sizes, 7 × 7, 13 × 13, and 15 × 15, were selected for distance field processing in this study for experimentation. Through these experiments, we found that the 13 × 13 template provided the best balance between distance measurement accuracy and computational efficiency. Consequently, we selected the 13 × 13 template for use in our subsequent experiments.



The dataset was randomly divided into training, validation, and testing sets in a 6:2:2 ratio. Training was performed on a computer running Windows 10, equipped with a GTX 1050 GPU and 2 GB of memory. Given the established performance of the InceptionV3 network, adjustments were made to the learning rate of the model during training to circumvent local optima. After several trials, the learning rate was set at 0.01, the batch size at 16, and the maximum number of iterations at 20,000 to ensure model convergence. A gradient descent optimizer was employed to update the parameters of each layer [42].




3.2. Results and Analysis


Three experiments were conducted using raster building and distance field enhancement images with varying coefficients k. The average accuracy from these experiments was deemed the overall accuracy for each set. The results demonstrated that the overall shape classification accuracy for the raster building images was 96.00%. With varying enhancement coefficients k, the accuracy of the enhanced distance field images exhibited slight variations, as depicted in Figure 8. The findings suggested that excessively small or large values of k adversely affected the shape classification of the distance field images due to the inappropriate pixel distance values. The optimal classification occurred when k was set to five, achieving the highest overall accuracy of 98.80%. Hereafter, unless stated otherwise, k is maintained at five.



Figure 9 presents the changes in training accuracy over epochs for the InceptionV3 model trained using both raster building images and distance field enhancement images. The enhancement of the distance field, which enriches the spatial information of the building images, resulted in a slower convergence rate during training. Nonetheless, the final model attained higher classification accuracy compared to that of the model trained solely on raster building images.



The classification accuracy for different building shapes in the test sets is outlined in Table 2. The results demonstrated improvements in classification accuracy for various building shapes with distance field enhancement, and the total classification accuracy is increased by 2.8%. Notably, the classification accuracy for the F-shaped and T-shaped buildings increased by 4.34% and 11.76%, respectively. These improvements suggest that distance field enhancement effectively extracts implicit building shape information from raster images, thereby enhancing the performance of the classification model for building shapes.



Several examples of the classification result probabilities for building shapes using both raster images and distance field enhancement images are presented in Table 3. The classifications derived from the raster images often result in misclassifications for certain building shapes. Specifically, the Y- and T-shaped buildings are susceptible to misclassification owing to their similar folding degrees, while the U-, L-, and Z-shaped buildings are challenging to classify accurately owing to their compactness similarities. To mitigate these issues, distance field enhancement accentuates the internal differences among buildings of various shape, thereby enriching local features for more accurate classification across the different shape categories.




3.3. Comparative Experiments


3.3.1. Different Sizes of Template Comparation


The previous experiments have demonstrated that distance field enhancement positively influences the accuracy of building shape classification. This section delves into the impact of using different template sizes on classification results through distance field enhancement. The template sizes tested were 7 × 7, 13 × 13, and 15 × 15. The InceptionV3 model was employed to train the system using the enhanced images. The classification outcomes for the test set are documented in Table 4, revealing that the shape classification accuracies for the distance field enhancement images with three template sizes were 97.90%, 98.80%, and 98.40%, respectively.



These results indicate that template size moderately affects classification accuracy, although the variations are not markedly significant. Notably, the 7 × 7 template size improved the distinction of E-, H-, and U-shaped buildings more compared to those of the other sizes. However, it displayed reduced accuracy for the F-, T-, Y-, and Z-shaped buildings. Conversely, the 15 × 15 template size enhanced the classification accuracy for the Y-shaped buildings, but reduced it for the F- and I-shaped buildings.



When the template size is set to 13 × 13 pixels, the training accuracy improves by 1 percentage point compared to that of the 7 × 7 template, and the recognition accuracy across various types becomes more balanced. However, further enlargement of the template does not yield additional improvements in classification precision. Therefore, from the perspective of balancing computational accuracy and efficiency, a 13 × 13 distance template is more suitable for the experiments in this study. Additionally, the experimental results indicate that building shapes with simpler structures, such as L-shaped, T-shaped, and Y-shaped buildings, rely more on the curvature features within their morphology for classification. For these types of buildings, the use of larger distance templates to enhance the accuracy of distance field measurements also leads to improved recognition precision. In contrast, buildings with more distinct structural features, such as E-shaped, H-shaped, and I-shaped structures, exhibit less sensitivity to the accuracy of distance field measurements. These variations suggest that smaller templates may not capture sufficient detail of the target shape, whereas larger templates could introduce noise from the distant features. The optimal template size depends on the specific architectural characteristics of the building.




3.3.2. Different Regions for Distance Field Enhancement Comparation


Distance field enhancement involves various regions, such as internal distance field enhancement (hereinafter referred to as internal enhancement), external distance field enhancement (referred to as external enhancement), and internal–external distance field enhancement (referred to as internal–external enhancement), as depicted in Figure 10. In this section, we employ the latter two methods to enhance the raster images of buildings, followed by using the InceptionV3 to classify the shapes of the enhanced images.



The classification results of building shapes following the application of distance field enhancement across different regions are presented in Table 5. Notably, the accuracy of building shape classification after external enhancement was 97.8%, which represents a 1% decrease compared to that of internal enhancement. Conversely, the accuracy after internal–external enhancement was 94.4%, marking a 4.4% decrease relative to that of internal enhancement. Specifically, external enhancement slightly improved the classification accuracy of the Y-shaped buildings, but diminished the accuracy for the H- and U-shaped buildings. Internal–external enhancement demonstrated high classification accuracy for the E- and F-shaped buildings, but was less effective for the L-, T-, E-, and Z-shaped buildings, with a notable 13.4% decrease in the classification accuracy of the T-shaped buildings compared to that of the two other methods.



Overall, despite achieving comparable shape classification accuracies, the three distance enhancement methods posed different impacts on the classification of specific shape types.





3.4. Tests on Microsoft Building Footprint Dataset


To evaluate the effectiveness of our approach in classifying building shapes in real-world datasets, we used the Microsoft Building Footprint dataset. This dataset is designed for the detection and analysis of building footprints, providing a solid foundation for users to identify building shapes. It collects building boundary information from various real-world sources, such as remote sensing images, and ensures the accuracy of boundary information through semantic segmentation and polygon processing, which help to distinguish shapes. As illustrated in Figure 11, we selected building data from an area in Alaska, USA, for our experiment. A total of 2000 buildings were labeled and classified into the same 10 shape types we identified earlier. Figure 12 shows that the dataset includes 10 different building shapes, each represented by 200 samples.



Using the labeled building data from the dataset, we generated both the raster building images and the distance field enhancement images. To verify the model’s transferability, the accuracy of classifying these buildings using both the previously trained raster image model and the previously trained distance field image trained model separately is listed in Table 6, indicating that our method demonstrates strong adaptability and effectively manages building-shape classification tasks across different scales.



To validate the accuracy of our method in real-world data sources, we compared it with the building shape classification method based on AlexNet from this reference study [25]. In this study, the vector building data sourced from OpenStreetMap (OSM) were first converted into raster images, and AlexNet was trained on manually labeled building images to develop a CNN model for shape classification. Since this study only reported classification results for L-shaped, O-shaped, and T-shaped buildings, we selected these three types for comparison. As shown in Table 7, the comparison results demonstrate that our method achieves higher accuracy and outperforms the AlexNet-based approach in building shape classification.





4. Conclusions


The shape feature extraction and classification of spatial objects are crucial tasks in spatial cognition and represent key challenges in the field of GIS. In this study, we enhanced the existing deep learning classification methods by incorporating the distance field method, which enriches the distance description information for all the pixels within a region, thereby facilitating building classification tasks. This approach provides more detailed structural information, which is beneficial for deep learning-based shape feature extraction. The experimental results indicate that the shape classification accuracy of building images has improved after applying distance field enhancement. Specifically, the classification accuracy for certain building types, such as those with F shapes and T shapes, increased by 4.34% and 11.76%, respectively.



Additionally, our method demonstrated strong transferability to other real-world building datasets, effectively adapting to variations in data quality across different buildings. This finding suggest that our method offers a novel and viable approach to enhancing the performance of deep learning-based pattern classification methods for map objects. Furthermore, we compared our method with the existing building classification methods. The existing approaches utilize the AlexNet network to classify the shapes of raster building images. In the same types of building shape classification task, our method demonstrated higher accuracy, indicating its superiority in building shape classification and showcasing its stronger performance.



However, our study also has some limitations. First, the computational cost of generating distance fields is relatively high, especially for complex datasets. Second, although our method improves classification accuracy for certain building shapes, its effectiveness may be weaker for irregular or ambiguous building shapes, which require further investigation. In future work, we plan to refine the parameter selection process for distance field enhancement and improve the classification model. By conducting systematic experiments to refine the algorithm further, we aim to develop more precise methods for extracting features from building images to increase shape classification accuracy. Furthermore, we intend to extend the application of our method to other feature objects, including road infrastructure and water networks. We will also explore the interpretability of the model to better understand its internal mechanisms.
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Figure 1. Overall framework of proposed building shape classification method based on distance field and CNN. 
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Figure 2. An illustration of the building rasterization process. 






Figure 2. An illustration of the building rasterization process.



[image: Ijgi 13 00411 g002]







[image: Ijgi 13 00411 g003] 





Figure 3. Distance field images based on different types of distance. 
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Figure 4. Illustration of distance field computation using example template. 
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Figure 5. Raster building image after distance field computation. 
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Figure 6. Distance field enhancement images after fusion of distance field and building boundary. 
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Figure 7. Simplified illustration of InceptionV3 architecture. 
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Figure 8. Building shape classification accuracies of distance field enhancement under different k values. 
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Figure 9. The training accuracies of the model for two building images, respectively. 
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Figure 10. Different regions of distance field enhancement building images. 
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Figure 11. A partial view of the experimental area in Alaska, USA. 
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Figure 12. Large-scale building image samples. 
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Table 1. Examples of 10 types of building shape in training data.
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Shape Type

	
Shape Example






	
E-shape

	
[image: Ijgi 13 00411 i001]

	
[image: Ijgi 13 00411 i002]

	
[image: Ijgi 13 00411 i003]

	
[image: Ijgi 13 00411 i004]




	
F-shape

	
[image: Ijgi 13 00411 i005]
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H-shape
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[image: Ijgi 13 00411 i011]
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I-shape
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[image: Ijgi 13 00411 i015]
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L-shape
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O-shape
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T-shape
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U-shape
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Y-shape
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Z-shape
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Table 2. Classification accuracies of buildings with different shape types.
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Image Type

	
Accuracy (%)




	
E

	
F

	
H

	
I

	
L

	
O

	
T

	
U

	
Y

	
Z

	
Overall






	
Raster building image

	
97.68

	
92.52

	
96.63

	
99.71

	
98.99

	
100

	
88.24

	
97.70

	
93.43

	
99.04

	
96.00




	
Distance field enhancement image

	
98.69

	
96.86

	
99.07

	
100

	
99.69

	
100

	
100

	
99.30

	
93.46

	
100

	
98.80











 





Table 3. Classification prediction probabilities of building images.
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Image example

	
Prediction probability (%)

	
Image example

	
Prediction probability (%)




	
E

	
F

	
H

	
I

	
L

	
O

	
T

	
U

	
Y

	
Z

	
E

	
F

	
H

	
I

	
L

	
O

	
T

	
U

	
Y

	
Z




	
Raster building image

	
[image: Ijgi 13 00411 i041]

	
8.43

	
0.55

	
0.01

	
0

	
0.10

	
0.02

	
90.85

	
0

	
0

	
0.03

	
Distance field enhancement image

	
[image: Ijgi 13 00411 i042]

	
99.59

	
0.24

	
0

	
0

	
0

	
0

	
0

	
0.17

	
0

	
0




	
[image: Ijgi 13 00411 i043]

	
0.02

	
4.43

	
0

	
0.50

	
0

	
0

	
0

	
0

	
0

	
95.05

	
[image: Ijgi 13 00411 i044]

	
0.14

	
98.88

	
0

	
0.85

	
0

	
0

	
0

	
0

	
0

	
0.13




	
[image: Ijgi 13 00411 i045]

	
96.92

	
0.08

	
2.68

	
0

	
0

	
0.01

	
0

	
0.31

	
0

	
0

	
[image: Ijgi 13 00411 i046]

	
0

	
0

	
100

	
0

	
0

	
0

	
0

	
0

	
0

	
0




	
[image: Ijgi 13 00411 i047]

	
0

	
0

	
0

	
46.28

	
0.46

	
0

	
53.26

	
0

	
0

	
0

	
[image: Ijgi 13 00411 i048]

	
0

	
0.11

	
0

	
99.81

	
0

	
0

	
0.08

	
0

	
0

	
0




	
[image: Ijgi 13 00411 i049]

	
0

	
1.67

	
0

	
49.57

	
48.67

	
0

	
0

	
0

	
0

	
0

	
[image: Ijgi 13 00411 i050]

	
0

	
0.03

	
0

	
0.12

	
97.32

	
0

	
1.55

	
0

	
0.98

	
0
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0

	
0

	
0

	
0

	
0

	
100

	
0

	
0

	
0

	
0
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0

	
0

	
0

	
0

	
0

	
100

	
0

	
0

	
0

	
0




	
[image: Ijgi 13 00411 i053]

	
0

	
99.16

	
0.01

	
0.01

	
0

	
0

	
0.53

	
0

	
0.01

	
0.28

	
[image: Ijgi 13 00411 i054]

	
0

	
1.97

	
0.02

	
0.01

	
0.05

	
0

	
86.22

	
0

	
10.46

	
1.27




	
[image: Ijgi 13 00411 i055]

	
1.08

	
2.42

	
0

	
0.97

	
81.94

	
0.10

	
0.06

	
12.56

	
0.01

	
0.85

	
[image: Ijgi 13 00411 i056]

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
100

	
0

	
0
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0

	
0

	
0

	
0

	
0.01

	
0

	
99.88

	
0

	
0.10

	
0.01

	
[image: Ijgi 13 00411 i058]

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
100

	
0




	
[image: Ijgi 13 00411 i059]

	
0

	
0.06

	
0

	
0.06

	
78.91

	
0.04

	
0.14

	
6.26

	
0.01

	
14.52

	
[image: Ijgi 13 00411 i060]

	
0

	
0

	
0

	
0

	
0.02

	
0

	
0

	
0

	
0

	
99.97











 





Table 4. Comparison of building shape classification accuracies under templates of different size.
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Template Size

	
Accuracy (%)




	
E

	
F

	
H

	
I

	
L

	
O

	
T

	
U

	
Y

	
Z

	
Overall






	
7 × 7

	
100

	
95.41

	
100

	
100

	
97.98

	
100

	
97.09

	
100

	
91.92

	
97.20

	
97.90




	
13 × 13

	
98.69

	
96.86

	
99.07

	
100

	
99.69

	
100

	
100

	
99.30

	
93.46

	
100

	
98.80




	
15 × 15

	
99.05

	
95.00

	
99.11

	
99.15

	
98.91

	
100

	
97.83

	
99.07

	
95.24

	
100

	
98.40











 





Table 5. Classified accuracies based on distance field enhancement in different regions.
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Image Type

	
Accuracy (%)




	
E

	
F

	
H

	
I

	
L

	
O

	
T

	
U

	
Y

	
Z

	
Overall






	
Raster image

	
97.68

	
92.52

	
96.63

	
99.71

	
98.99

	
100

	
88.24

	
97.70

	
93.43

	
99.04

	
96.00




	
Internal enhancement image

	
98.69

	
96.86

	
99.07

	
100

	
99.69

	
100

	
100

	
99.30

	
93.46

	
100

	
98.80




	
External enhancement image

	
98.11

	
95.05

	
95.56

	
100

	
99.00

	
100

	
100

	
97.14

	
93.52

	
100

	
97.80




	
Internal–external

enhancement image

	
100

	
98.02

	
99.12

	
100

	
94.78

	
100

	
86.60

	
96.04

	
92.05

	
96.80

	
94.40











 





Table 6. Large-scale buildings classification accuracy.
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Image Type

	
Accuracy (%)




	
E

	
F

	
H

	
I

	
L

	
O

	
T

	
U

	
Y

	
Z

	
Overall






	
Raster building image

	
84.00

	
84.00

	
86.50

	
100

	
86.50

	
98.50

	
82.00

	
89.50

	
85.00

	
97.00

	
89.10




	
Distance field enhancement image

	
91.00

	
93.00

	
92.00

	
100

	
93.50

	
99.00

	
91.50

	
92.00

	
89.50

	
98.50

	
94.00











 





Table 7. Comparison of building shape classification accuracy between our method and AlexNet-based method.
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Shape Classification Method

	
Accuracy (%)




	
L

	
O

	
T






	
AlexNet [25]

	
92.58

	
89.56

	
87.50




	
Inception V3 based on distance field

	
93.50

	
99.00

	
91.50
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