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Abstract: The development of information technology has led to massive, multidimensional, and
heterogeneously sourced disaster data. However, there’s currently no universal metadata standard
for managing natural disasters. Common pre-training models for information extraction requiring
extensive training data show somewhat limited effectiveness, with limited annotated resources.
This study establishes a unified natural disaster metadata standard, utilizes self-trained universal
information extraction (UIE) models and Python libraries to extract metadata stored in both structured
and unstructured forms, and analyzes the results using the Word2vec-Kmeans cluster algorithm. The
results show that (1) the self-trained UIE model, with a learning rate of 3 × 10−4 and a batch_size of
32, significantly improves extraction results for various natural disasters by over 50%. Our optimized
UIE model outperforms many other extraction methods in terms of precision, recall, and F1 scores.
(2) The quality assessments of consistency, completeness, and accuracy for ten tables all exceed 0.80,
with variances between the three dimensions being 0.04, 0.03, and 0.05. The overall evaluation of
data items of tables also exceeds 0.80, consistent with the results at the table level. The metadata
model framework constructed in this study demonstrates high-quality stability. (3) Taking the flood
dataset as an example, clustering reveals five main themes with high similarity within clusters, and
the differences between clusters are deemed significant relative to the differences within clusters
at a significance level of 0.01. Overall, this experiment supports effective sharing of disaster data
resources and enhances natural disaster emergency response efficiency.

Keywords: metadata extraction; UIE; natural disaster; Word2vec-Kmeans clustering

1. Introduction

Since the beginning of the 21st century, the frequency and quantity of major global
disaster events have been increasing due to climate change [1]. Natural disasters such
as heavy rainfall and floods, droughts, landslides, and earthquakes have become more
frequent, widespread, and intense, posing significant challenges to emergency decision-
making, response, and assessment. Integrating vast, multidimensional, and heterogeneous
dispersed information resources, establishing unified standards and specifications for
describing information resources, and achieving effective sharing of data resources are
urgent problems to be addressed in natural disaster emergency response. Metadata [2,3],
as the core information describing data characteristics, content, quality, and structure, is
crucial for maximizing the utilization of disaster data. It not only forms the foundation for
effective disaster information management but also serves as an indispensable basis for
scientific decision-making and emergency response. The various types of data required
for emergency response to earthquakes, floods, landslides, and other natural disasters
necessitate the establishment of a unified metadata management approach under a unified
metadata framework to achieve consistency and standardized management of these data
resources. However, the efficient extraction and matching of massive heterogeneous disaster
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data and information require methods beyond traditional manual processing, which are
increasingly inadequate to meet the demands of modern disaster management [4–6].

The research and practice of natural disaster metadata standards is an important
part of the field of disaster management and response. There are many organizations
and individuals worldwide dedicated to the research of comprehensive disaster metadata
standards [7–9]. For example, the Geoscience Australia Metadata, the digital geospatial
metadata content standard FGDC-CSDGM, and the emergency disaster database (EM-DAT),
one of the most important internationally, are all designed to serve disaster prevention
and mitigation. In addition, in China, Chen Ke et al. [10] have designed natural disaster
metadata standards, which have been applied in the development of natural disaster loss
databases in the Yangtze River Delta region. In terms of specific natural disaster types,
research on metadata standards for earthquakes [11,12], landslides [13], and floods [14] has
made some progress. In addition, in the field of relevant information, the development
of standards such as the Dublin Core Metadata Standard and ISO 19115 [15] promotes
data sharing and communication [16]. At present, the research on the comprehensive
metadata standards of natural disasters is still in the stage of continuous development and
improvement. There are some metadata standards applicable to different types of disasters,
but the metadata of most projects are maintained in the form of documents, lacking a
unified metadata standard format and management mode.

How to extract massive multi-source and heterogeneous metadata information accord-
ing to the metadata standard framework is also a key problem. With the rapid development
of machine learning and deep learning, support vector machines (SVM) [17], decision
tree, random forest [18], and other machine learning algorithms are used to extract struc-
tured information from text. Deep learning techniques such as recurrent neural networks
(RNNs) [19], long short-term memory networks (LSTMs) [20], transformer, etc., have also
made significant progress in metadata extraction tasks [21]. In particular, the emergence
of pre-trained models [22] such as BERT and GPT make it so the metadata extraction task
can be modeled and trained in an end-to-end way, which greatly improves the accuracy
and efficiency of extraction. However, these models face the challenges of high demand
for computational resources, large model parameters, and low interpretability [23]. In
contrast, UIE [24], a unified information extraction framework, customizes extraction goals
through natural language to achieve out-of-the-box use and meet various information
extraction needs. The model can support the extraction of key information without limiting
industry fields and extraction targets, achieve rapid cold start of zero sample (zero-shot),
and have excellent fine-tuning ability of small samples (few-shot) to quickly adapt to
specific extraction targets [25]. Its open-domain information extraction technology re-
duces the dependence of annotation data, thereby improving development efficiency and
simultaneously lowering costs.

In summary, how to realize the automatic extraction of multi-source and heteroge-
neous disaster metadata information on the basis of constructing a unified natural disaster
metadata standard is a problem worthy of in-depth exploration. Therefore, this paper es-
tablishes a unified natural disaster metadata model framework, adopts UIE and the Python
parsing library to achieve automatic metadata extraction and evaluate the extraction re-
sults, and conducts cluster analysis on the extraction results using the Word2vec-Kmeans
clustering algorithm. The model selected for the study improved the extraction effect
significantly, and the metadata model framework constructed in this study demonstrates
high-quality stability.

The innovative points of this article are as follows:

(1) We construct a unified metadata model framework for natural disasters based on core
metadata and complete metadata.

(2) UIE and the Python analysis library are used to realize automatic extraction of unstruc-
tured and structured disaster metadata information, and corresponding constraint
rules are formulated to establish an evaluation system from the three dimensions of
consistency, completeness, and accuracy.
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(3) The Word2vec-Kmeans clustering algorithm is used to realize cluster analysis of the
extraction results.

The findings can help to provide more effective support for efficient disaster management.

2. Research Design

This paper builds a unified metadata standard framework suitable for natural disasters
based on the metadata standard of the survey. According to the framework, for metadata
stored in structured formats, different Python libraries are used to parse the corresponding
data format and extract relevant metadata within the framework. For metadata stored in
unstructured formats, UIE is utilized to extract the required information and the param-
eters are adjusted based on the loss curves and F1 scores to achieve optimal extraction
results. Subsequently, the extracted optimal results are stored in the database, and corre-
sponding constraint rules are established for evaluation from three aspects: consistency,
completeness, and accuracy. Finally, the Word2vec-Kmeans clustering algorithm is used to
analyze the extraction results, which improves the efficiency and accuracy of retrieval and
recommendation by classifying the text into different groups. The technical route of this
study is shown in Figure 1.
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2.1. Experimental Setup and Data Pre-Processing

As shown in Table 1, the data sources selected in this study are the National Earth
Observation Science Data Center and the National Comprehensive Earth Observation Data
Sharing Platform, which are responsible for operating the Chinese Remote Sensing Satellite
Ground Station of the Academy of Space and Space Information Innovation, Chinese
Academy of Sciences. The experimental data cover five types of natural disasters, including
floods, earthquakes, avalanches, landslides, and mudslides, and the disaster processes
include pre-disaster, during-disaster, and post-disaster stages. In terms of the temporal
dimension, the data cover small-, medium-, and large-scale disaster events that occurred



ISPRS Int. J. Geo-Inf. 2024, 13, 201 4 of 20

across China between 1900 and 2022. In the spatial dimension, the data cover disaster
locations nationwide. The data are stored in various formats, including XLS/XLSX, SHP,
TIFF, DOC/DOCX, CSV, and TXT, totaling over 65 GB. Among them, the disaster metadata
information stored in unstructured formats includes 268 documents, with a data volume of
24.5 MB.

Table 1. Experimental data.

Disaster Type Time Data Format Data Size Data Source Counts of Events

Flood 2013–2021
XLS/XLSX,
SHP, TIFF,

DOC/DOCX,
CSV, TXT

5.25 GB ChinaGEOSS
Data Portal

(china-
geoss.cn) [26]

42
Earthquake 1900–2022 713 MB 76
Landslide 1995–2022 58 GB 56
Mudslide 2005–2022 429 MB 47
Avalanche 2006–2019 854 MB 47

Data preprocessing includes data cleaning, word segmentation, and data annotation
for the dataset description document.

(1) Clean the original text data, including removing special characters and some meaning-
less characters to reduce the impact of noise on model training, removing consecutive
repetitive characters and redundant blanks in the text to simplify the text structure and
improve the efficiency of the analysis, and detecting and deleting duplicate records or
duplicate text in the text data to ensure the uniqueness of the data.

(2) Cleaned text is subjected to the segmentation process, which slices the text into
sequences of words, converts them into machine-readable forms, and filters out some
common stop words. For some datasets, a comparison of segmentation between jieba
and Natural Language Processing and Information Retrieval (NLPIR) is conducted.
From Table 2, it can be seen that the accuracy of jieba is 65.54%, while the precision
and recall of NLPIR are relatively lower. When processing disaster metadata text
information, jieba segmentation performs better, with much higher accuracy than
NLPIR and relatively fewer cases of text loss.

Table 2. Comparison of word segmentation results.

The Name of the
Word Tokenizer P R F1

NLPIR 0.298 0.380 0.334
Jieba 0.655 0.731 0.691

(3) After tokenizing the words, perform lemmatization and part-of-speech tagging on the
words. Utilize the Doccano tool for annotation work to determine entity, relationship,
and other information corresponding to each text. Simultaneously, convert the data
into the JSON format acceptable by the model.

The preprocessed dataset was split into three groups: 70% for training, 20% for
development, and 10% for testing to better ensure that the model was able to fully learn the
features and patterns of the data and reduce the risk of overfitting and ultimately improve
the performance of the model. The UIE model was trained using the training dataset and
the model parameters were fine-tuned based on its accuracy on the validation dataset.
Subsequently, the accuracy of the best-performing model on the test dataset was evaluated
to assess its performance.

In this study, the hardware environment is a computer configured with NVIDIA
geforce RTX 3050ti GPU, 64 GB memory, Intel Core i7-12700k processor and 1 TB SSD stor-
age. The software environment includes the Windows 11 operating system, PaddePaddle
2.6.1 as the main deep learning framework, Python 3.8.5 as the programming language,
and dependencies such as PaddleNLP, NumPy, and Matplotlib, among others.



ISPRS Int. J. Geo-Inf. 2024, 13, 201 5 of 20

2.2. Unified Disaster Metadata Model Construction

As shown in Table 3, this study surveyed specific standards in three aspects: compre-
hensive metadata standards for natural disasters, metadata standards for single disaster
types, and metadata standards in related information fields. We propose a unified metadata
model for natural disasters, adopting a bottom-up approach. First, common metadata
elements are selected from the models of the three domains, and common element names
are summarized and their frequencies calculated as basic elements. Second, the higher-level
categories to which common elements belong are organized, and category names are stan-
dardized. Third, the categories that have been classified are summarized and generalized,
grouping categories of similar functions to form a system and thus ultimately refining a
subset of the metadata model.

Table 3. Related information field metadata.

Natural Disaster
Comprehensive Metadata Individual Natural Disaster Metadata Related Information Field

Metadata

EM-DAT Earthquake eML GB/T 24888-2010 [27] Dublin Core Metadata
Standard (DC1.1) [28]

EU-MEDIN RDF Schema TWML DB/T 41-2011 [29] ISO19115 [30]

FGDC Content Standards for
Digital Geospatial Metadata

Metadata Standard for
Seismic Mitigation and

Disaster Prevention Planning

Geological Disaster
Emergency Information

Resource Metadata Standard

Core Metadata Standard for
Earth System Science Data

Sharing

Geoscience Australia
Metadata

General Metadata Standard
for Emergency Field

Debris Flow Disaster
Emergency Metadata

Standard

GB/T 19710-2005/ISO
19115:2003, MOD [31]

Metadata Standard for
Natural Disasters

Core Metadata for Earthquake
Data Resources

Core Metadata for Geological
Disaster Monitoring Dataset

CWML

As shown in Table 4, by analyzing the metadata structure and the selection of metadata
standard elements, it can be seen that the subsets with higher proportions are identification
information, data quality information, content information, and other subsets among the
21 metadata standards selected for this survey, which are shown in the table. Based on
the analysis results of existing disaster metadata standards, a disaster metadata structure
framework that meets the requirements of disaster data and is also generic was constructed.
On this basis, starting from core metadata and full metadata, a unified disaster metadata
model standard suitable for disaster data is proposed in this study. It should be noted
that it is necessary to match them with existing standards as much as possible under the
premise of meeting their own usage requirements to ensure the sharing and interoperability
of disaster metadata standards. Based on the comprehensive statistical analysis results and
the actual needs of disaster data, some subsets with low frequencies can exist as secondary
subsets of subsets with higher frequencies. For example, the storage information subset
can be classified into content information, responsible unit information, or maintenance
information, and contact information can be classified into reference and responsible person
information, ultimately forming the basic primary subsets.

Disaster core metadata are the metadata information that disaster dataset produc-
ers must provide when providing data. Based on the above research and analysis, this
study designed a disaster metadata standard that defines disaster metadata consisting
of 30 core metadata elements to meet the needs of disaster metadata management, in-
cluding disaster types, disaster processes, and other descriptive disaster characteristics.
Table 5 provides a detailed explanation of disaster core metadata content in the form of
a data dictionary. The “Constraint/Condition” column indicates whether the metadata
entity or metadata element must be selected, including mandatory (M), optional (O), and
conditionally mandatory (C) options.
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Table 4. Metadata standard structure.

Structural Elements Description of Sub-Elements or Corresponding
Structural Elements Abbreviations

Metadata identification information The basic information needed to uniquely identify data
resources MDID info

Content information Information describing the content of the dataset Cont info
Data-quality information Evaluation information regarding the quality of the dataset DQ info

Restriction information Information containing restrictions on access and use of
resources Restr info

Distribution information

Description of the distributor of the dataset and methods for
obtaining data, providing reference material names and dates,
as well as responsible unit names, duties, contacts, and other
information

Distr info

Metadata reference
information

Contains descriptions of the metadata standards themselves,
including metadata standard names, versions, etc. MDRef info

Reference system information Provides spatial reference system and temporal reference
system information RS info

Extended
information

Provides extension information for implementation when
specialized standards need to be established and the required
metadata elements or entities are not present in this standard

Ext info

Citation and responsible party
information

Provides information about responsible units and individuals
related to the data, as well as materials, datasets, models, or
literature used for referencing or referring to the dataset

CRP info

Coverage
information

Defines and describes metadata for the spatial and temporal
coverage of resources Cov info

Table 5. Disaster core metadata.

Name/Role Name Constraint/Condition Name/Role Name Constraint/Condition

Use restrictions O Dataset keywords M
System unique

identifier ID M Dataset identifier/ID C

Dataset type M Dataset creation time M

Dataset title M Dataset contact
information M

Dataset thumbnail O Dataset character set O

Dataset summary M Dataset access
restrictions O

Dataset subject
category M Data-quality report C

Dataset security
restriction level M Data log C

Dataset language M Data format M

Disaster complete metadata describe all metadata information related to disaster
information, including mandatory and optional metadata entities and elements (UML
attributes), as illustrated in Figure 2. It encompasses entities such as MDID info, Cont
info, DQ info, Restr info, Distr info, MDRef info, RS info, Ext info, CRP info, and Cov info.
Among them, MDID info provides necessary details to uniquely identify resources, and
MDRef info pertains to dataset metadata. These two entities exist uniquely. Other entities
are not essential for metadata information and may appear zero to n times or zero to one
time based on specific data usage requirements. The system unique identifier is an element
uniquely identifying metadata and occurs exactly once. The character set specifies the
character set code used by metadata and this element is required when character coding
and UTF-8 are not used.
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2.3. Disaster Metadata Extraction
2.3.1. UIE-Based Extraction of Disaster Metadata Stored in Unstructured Form

The storage forms of disaster metadata usually include structured, unstructured, and
semi-structured. This study focuses on the metadata information stored in structured and
unstructured ways. Disaster metadata stored in unstructured form lack a fixed pattern
or organizational structure and needs to be managed and analyzed with the help of deep
learning techniques. Information extraction (IE) is a basic natural language processing
(NLP) task that converts unstructured or semi-structured descriptions of natural language
text into structured features. UIE is a unified framework for general information extraction
proposed by Lu et al. [24] in ACL-2022 based on IE. Formally, UIE takes the given structural
schema instructor (s) and the text sequence (x) as input and generates the linearized
structured extraction language (SEL) (y), which contains the extracted information from x
based on schema s:

y = UIE(s ⊕ x) (1)

where x = [x1, . . ., x|x|] is the text sequence, s = [s1, . . ., s|s|] is the structural schema guide,
and y = [y1, . . ., y|y|] is an SEL sequence that can be easily converted to the extracted
information record.

In the information extraction results of the UIE model, probability refers to the con-
fidence or probability of the model in predicting specific information (such as entities,
relationships, etc.). This probability value is usually calculated from the softmax function of
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the model in the last layer, reflecting the degree of confidence of the model in the correctness
of its prediction. The calculation process is performed as follows:

• Model forward propagation: Input the text of the given metadata into the trained UIE
model for forward propagation. During the forward propagation process, the model
processes the text and generates various predictions, including entity boundaries (start
and end positions), entity types, and relationships between entities.

• Output layer: The model’s output layer typically includes a softmax function. For each
predicted category, the softmax function normalizes the predicted scores, converting
them into probability form. This ensures that the probabilities of all categories sum
up to 1.

• Probability calculation: For each prediction, the softmax function of the model output
layer calculates a probability value indicating the confidence the model believes
is correct.

In the above calculation process, entities refer to various types of metadata information,
such as geographic locations, time, events, people, organizations, etc. Relationships describe
the connections or dependencies between different entities. Taking time information metadata
as an example, entities may include dates, time periods, etc., and relationships can represent
the sequential relationships between times, such as before, after, simultaneous, etc.

The benchmark model in this paper was implemented using PaddleNLP, which
borrows the framework from UIE. The model was constructed using Python 3.8 in Task
Flow. The model parameters of the UIE are shown in the Table 6. To study the best
combination of UIE parameters, certain parameters were adjusted for the experiments
within the possible values based on the prediction accuracy of the validation set [32],
including learning_rate and batch_size, which are also the most sensitive parameters of the
deep learning models in most cases [33].

Table 6. UIE model parameters.

Parameter Description Experimental Setting

Learning rate
The time interval for updating model
parameters per training epoch; values
range from 0 to 1.

Adjusting from 1 × 10−3 or
1 × 10−4 to 3 × 10−4

Batch_size Batch size Adjusting from batch sizes of
16 or 32 to 64

num_epochs Number of training epochs Setting the maximum iteration
rounds to 400

Model
Model selection: program performs
model fine-tuning based on the
selected model

UIE-base

2.3.2. Analysis of Disaster Metadata Stored in a Structured Form

Structured data are often organized in a well-defined format and structure, with each
data field having a specific meaning and data type. The data formats for this study include
SHP, TIFF, XLS/XLSX, and CSV. XLS/XLSX and CSV files are typical forms of structured
data. The SHP file itself stores geospatial data, but the property table data associated
with it usually exists in a structured form. In TIFF files, attribute information is stored
in “tags”, and each tag has a unique numerical identifier and corresponding data value.
From this point of view, attribute information in TIFF files can be considered structured.
In this study, pyshp library, GDAL library, XML parsing library, PIL library, and other
third-party libraries in Python were used to read the basic information of SHP, TIFF, and
XLS/XLSX files. The first row of a CSV file usually contains column labels or table headers.
The metadata information is used as part of the column labels or table headers. When
parsing the file, these labels were checked, and if comments existed in the labels, regular
expressions were used to extract metadata from the comments. The specific parsing process
for each type of data is shown in Figure 3.
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2.4. Quality Assessment of Disaster Metadata

Wang R.Y et al. [34] conducted an analysis and survey of 118 attributes to address user
requirements for data. As a result, they proposed 20 commonly used evaluation dimensions,
such as integrity, consistency, and accuracy. Building upon this foundation, this study
established corresponding constraint rules to assess the quality of disaster metadata in terms
of consistency, completeness, and accuracy after being stored in the database [35–37]. The
completeness constraint rule is one of the most fundamental rules, serving as a prerequisite
for ensuring data entry into the database. The consistency constraint rule describes the
semantic consistency among different attributes in the data table, including both internal
within a data table and across multiple data tables. The accuracy constraint rule describes
the accuracy of data values in terms of both form and content. The details are shown in
Tables 7–9.

Table 7. The constraint rules of completeness.

Completeness Constraint Rules Content

Primary key constraint rule Primary key attribute values must exist and
be unique.

Composite primary key constraint rule A primary key composed of two or more fields
must exist and be unique.

Not null constraint rule Values must exist and cannot be null
(non-primary key).

Unique constraint rule Values must be unique and cannot have
duplicates (non-primary key).

Continuity constraint rule Values must be continuous.

Candidate key constraint rule Values must exist and be unique
(non-primary key).

Table 8. The constraint rules of consistency.

Consistency Constraint Rules Content

Foreign key constraint rule

The values of the foreign key attribute column
in the relation table must be consistent with the
attribute values of the associated primary key.
That is, the values of the foreign key attribute
column must be referenced by the primary key.

Equality consistency constraint rule
Values must be calculated based on one or
more attribute columns in one or more
relation tables.

Logical consistency constraint rule
Values must have a logical relationship with
one or more attribute columns in one or more
relation tables.

Existence consistency constraint rule Values must have a matching relationship with
another attribute column.
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Table 9. The constraint rules of accuracy.

Accuracy Constraint Rules Content

Data-type constraint rule All value types must satisfy the data type
defined under the attribute column.

Length constraint rule String lengths must meet the given length
constraint.

Precision constraint rule Floating-point values must satisfy the given
precision constraint.

Data format rule Values must satisfy the given data format.
Value range rule Values must be within the given value range.

Fixed-value constraint rule Values must be in the given set.

(1) Completeness assessment

Given a relation R containing N tuples, with the attribute set A = {A1, A2, . . ., Am},
primary key constraint A1 has a null value count M1, union key constraint set B = {B1, B2,
. . ., Bn} has a null value count M2, and non-null constraint set C = {C1, C2, . . ., Ct} has a null
value count M3. Here, Bi, Ci
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A{i = 1, 2, . . ., n; j = 1, 2, . . ., m; t < m}, and Cj are singleton sets.
Additionally, in all constraint rule metadata, violating the non-null constraint rule indicates
a violation of data completeness. Therefore, the completeness function L1 on relation R can
be defined as:

L1 =

(
1 − M1 + M3

(1 + t)× N

)
× 100% (2)

(2) Consistency assessment

In all constraint rules, violations of the name, alias, and dimensional consistency
constraint rules would indicate violations of the consistency of the data and, therefore, the
consistency evaluation L2 be defined as:

L2 =

(
1 − Scm − Scr

Scm
× ScrScc − Sid − Sc1 − Sc2 − Sc3

ScrScc − Sid

)
× 100% (3)

where Scm represents the total number of records in the data, Scc represents the number
of attribute columns, Sc1 represents the number of data points violating the equality con-
sistency constraint rule, Sc2 represents the number of data points violating the existence
consistency constraint rule, Sc3 represents the number of data points violating the logical
consistency constraint rule, Sc4 represents the number of data points violating the foreign
key constraint rule, Sc5 represents the number of data points violating the equality de-
pendency constraint rule, Sc6 represents the number of data points violating the logical
dependency constraint rule, Sc7 represents the number of data points violating the code
constraint rule, Sid represents the number of empty data points in the problem records, and
Scr represents the size of the problem record set.

(3) Accuracy assessment

In all constraint rules, violations of length, precision, minimum, maximum, and
fixed values indicate the accuracy of the data, so the accuracy evaluation algorithm L3 is
defined as:

L3 =

(
1 − Scm − Scr

Scm
× ScrScc − Sid − Sa1 − Sa2 − Sa3

ScrScc − Sid

)
× 100% (4)

where Sa1 represents the number of data points violating the value range constraint rule, Sa2
represents the number of data points violating the data type constraint rule, Sa3 represents
the number of data points violating the data format constraint rule, Sa4 represents the
number of data points violating the fixed-value constraint rule, and Sa5 represents the
number of data issues violating the precision constraint rule.
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(4) Model accuracy assessment

The accuracy measures used in this study include precision (P), recall (R), and F1
scores (F1) [38]. P refers to the proportion of samples where the model is actually positive.
R refers to the proportion of samples that are actually positive and that are predicted to be
positive. F1 scores are the harmonic mean of P and R.

P =
TP

TP + FP
(5)

R =
TP

TP + FN
(6)

F1 =
2 × P × R

P + R
(7)

where TP is the correct quantity in the extracted sample, FP is the quantity that is not accu-
rately extracted, and FN is the incorrect quantity actually extracted in the split word sample.

2.5. Cluster Analysis of Disaster Metadata

Cluster analysis groups disaster data with similar features or attributes into clusters,
aiding in identifying the associations and connections between different data. By visually
displaying the distribution and characteristics of different categories of data, users can gain
a more intuitive understanding and analysis of disaster data. This helps in discovering the
interactions, influencing factors, and complex relationships among disaster data, which
provides important clues for further data analysis and application. Word2vec is a simple yet
effective word-embedding technique that is easy to understand and implement. Its context
independence makes it particularly suitable for tasks such as computing semantic similarity
and building word recommendation systems. Compared to more complex models like
BERT, Word2vec consumes fewer resources.

Word2Vec [39,40] is a type of word-embedding model based on deep learning. It
maps words into high-dimensional space, representing words in text as real-valued vectors.
Word2Vec includes the continuous bag of words (CBOW) model and the skip-gram model.
CBOW [41] is characterized by its fast-training speed, low demand for dense representa-
tions, and suitability for frequently occurring words compared to skip-gram. The CBOW
model predicts the current semantic unit w based on the context (w). Firstly, the words in
the context are mapped to a common semantic space using one-hot encoding at the input
layer. Secondly, the resulting matrix is multiplied by a shared matrix W and summed,
then averaged to update the hidden layer vector h. The vector h is then multiplied by
the shared matrix W’ and normalized using the softmax activation function to update the
output layer weights. This completes the forward propagation process of the CBOW model.
Subsequently, the cross-entropy cost function is used as the loss function, and the process
of continuously reducing the loss is the backward propagation process [2]. The objective
function is the negative logarithmic loss function.

−
T

∑
t=1

logP
(

w(t)
∣∣∣w(t−m), . . . , w(t−1)

)
, w(t+1), . . . , w(t+m) (8)

where the text sequence length is T, the word w (t) index is t, and the window size is m.
Word vectors are typically high-dimensional. To visualize word vectors, dimensional-

ity reduction techniques are employed to transform them into lower-dimensional vectors.
t-Distributed stochastic neighbor embedding (t-SNE) [42,43] is a nonlinear dimensionality
reduction algorithm. Its primary objective is to preserve the local similarities between
high-dimensional data points and maintain these relationships as much as possible in
the lower-dimensional space. This allows the visualized data points to better reflect the
structure of the original data. By applying the t-SNE algorithm, high-dimensional data can
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be mapped into a two-dimensional space, where each data point is represented by two
coordinates (x and y).

The coordinate results after dimensionality reduction are taken as input, and the
K-means algorithm is used to cluster them. K-means is a commonly used distance-based
clustering algorithm [44–47]. The principle is to divide the text data into pre-specified
K clusters, and the center of each cluster represents the average of all the samples in the
cluster. The K-means algorithm iteratively assigns text to the nearest cluster and updates
the center of the cluster until the convergence condition is reached.

J(c, µ) = ∑k
i=1 x(i) − µc(i)

2 (9)

where µc(i) represents the mean of the i-th cluster.

3. Results
3.1. UIE Model Optimization

Figure 4 illustrates the impact of adjusting the learning rate(lr) and Batch_size parame-
ters on the model under different iterations. As shown in Figure 4a,b, when the lr was set
to 1 × 10−3, the training loss decreased very slowly with increasing iterations, indicating
no convergence, and the F1 score was unstable, suggesting that the model lacked learning
ability on the training set. When the lr was set to 1 × 10−4, the training loss converged,
and the F1 score fluctuated around 0.95. When the lr was set to 3 × 10−4, the training loss
converged the fastest, and the F1 score remained above 0.96. Therefore, in this study, the
lr was set to 3 × 10−4. As shown in Figure 4c,d, when the Batch_size was 16, 32, or 64, the
training loss converged to below 0.5. When the Batch_size was 16 or 32, the F1 score on the
test set fluctuated slightly within a small range above 0.96, and the convergence speed of
the model with a Batch_size of 32 was slightly faster than that with a Batch_size of 16. When
the Batch_size was 64, the amplitude of the F1 score was larger. Larger batch sizes usually
accelerate the training speed, but larger batch sizes consume more memory. Therefore, a
Batch_size of 32 was chosen for subsequent experiments.
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3.2. Disaster Metadata Extraction and Quality Assessment
3.2.1. Results of Disaster Metadata Extraction

From Figure 5, it can be observed that before model optimization, the probability
values of UIE for dataset metadata extraction of five types of disasters—floods, earthquakes,
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landslides, mudslide, and avalanches—ranged between 0.50 and 0.60. Specifically, the
average probability value (ave_pro) for flood domain metadata was 0.59, for earthquake
domain metadata ave_pro was 0.58, for landslide domain metadata ave_pro was 0.56, for
landslides domain metadata ave_pro was 0.57, and for avalanche domain metadata ave_pro
was 0.58. After model optimization, the probability values ranged between 0.80 and 1.00.
Specifically, the average probability value after optimization (t_ave_pro) for flood domain
metadata was 0.89, for earthquake domain metadata t_ave_pro was 0.89, for landslide
domain metadata t_ave_pro was 0.90, for landslide domain metadata t_ave_pro was 0.90,
and for avalanche domain metadata t_ave_pro was 0.88. The extraction performance
improved by 53.16%, 54.46%, 60.25%, 57.36%, and 53.22%, respectively, all exceeding
50%. It can be seen that the model performed best in extracting flood data before tuning,
but the improvement in extracting flood metadata was relatively minima after tuning.
Model tuning may have resulted in a more balanced handling of different categories of
data, reducing over-reliance on flood metadata. So, the improvement in extracting flood
metadata was relatively small. As a result, the experiments indicate that the model showed
superior performance in extracting metadata for the five types of disasters, which makes
it more suitable for extracting metadata information in the field of natural disasters after
training and parameter optimization.
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3.2.2. Quality Assessment of Extraction Results

Based on the extraction results, Figure 6 provides an evaluation of the data table,
focusing on consistency, completeness, and accuracy. The quality assessment results of
three dimensions were all above 0.80 for ten tables, with mean values of 0.86 for consistency,
0.94 for completeness, and 0.88 for accuracy. This indicates that the data in the tables main-
tained consistency among different records, with few missing data points in the tables and
relatively complete key information, which refers to the constructed metadata standards
having high quality and reliability. Meanwhile, the evaluation results of completeness
were slightly higher than those of consistency and accuracy, indicating that the metadata
information of the experimental source dataset matched well with the metadata standard
framework. As for each table, the mean values of consistency, completeness, and accu-
racy for Cont info, RS info, CRP info, and Cov info were all above 0.90. Moreover, the
variances of consistency, completeness, and accuracy among tables were 0.04, 0.03, and
0.05, indicating that the metadata model framework constructed in the experiment had
high-quality stability.
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after being imported into the database.

Based on the extraction results, Figure 7 provides an evaluation of the data items in
the data tables, focusing on consistency, completeness, and accuracy. The results were all
above 0.80 and the results for the completeness assessment of data items in each table were
higher than those for consistency and accuracy. Among them, the mean consistency of
all data item metadata was 0.89, the mean completeness was 0.95, and the mean accuracy
was 0.89. The overall trend of the results is consistent with that of the table level. The
maximum value for consistency in the evaluation results was the “metadata standard name”
item (MDSN = 0.95) in the “MDRef info” table, the maximum value for completeness
was the “coordinate reference system” item (CR = 0.99) in the “RS info” table, and the
maximum value for accuracy was the “character set“ item (CS = 0.95) in the “MDID” table.
The minimum value for consistency was the “description” item (De = 0.81) in the “Cov
info” table, the minimum value for completeness was the “metadata creation time” item
(MDCT = 0.90) in the “MDRef info” table, and the minimum value for accuracy was the
“responsible unit” item (RN = 0.82) in the “CRP info“ table. Overall, the data item quality
was optimal in the “reference system information” table and relatively poor in the “Restr
info” table, consistent with the results at the table level. The experimental results reflect the
soundness of the overall database architecture, indicating that this study adopted effective
metadata management strategies to ensure high-quality metadata.



ISPRS Int. J. Geo-Inf. 2024, 13, 201 15 of 20

ISPRS Int. J. Geo-Inf. 2024, 13, x FOR PEER REVIEW 15 of 21 
 

 

 
Figure 6. The consistency, completeness, and accuracy evaluation results of the data table dimension 
after being imported into the database. 

Based on the extraction results, Figure 7 provides an evaluation of the data items in 
the data tables, focusing on consistency, completeness, and accuracy. The results were all 
above 0.80 and the results for the completeness assessment of data items in each table were 
higher than those for consistency and accuracy. Among them, the mean consistency of all 
data item metadata was 0.89, the mean completeness was 0.95, and the mean accuracy was 
0.89. The overall trend of the results is consistent with that of the table level. The maximum 
value for consistency in the evaluation results was the “metadata standard name” item 
(MDSN = 0.95) in the “MDRef info” table, the maximum value for completeness was the 
“coordinate reference system” item (CR = 0.99) in the “RS info” table, and the maximum 
value for accuracy was the “character set“ item (CS = 0.95) in the “MDID” table. The min-
imum value for consistency was the “description” item (De = 0.81) in the “Cov info” table, 
the minimum value for completeness was the “metadata creation time” item (MDCT = 
0.90) in the “MDRef info” table, and the minimum value for accuracy was the “responsible 
unit” item (RN = 0.82) in the “CRP info“ table. Overall, the data item quality was optimal 
in the “reference system information” table and relatively poor in the “Restr info” table, 
consistent with the results at the table level. The experimental results reflect the soundness 
of the overall database architecture, indicating that this study adopted effective metadata 
management strategies to ensure high-quality metadata. 

 

Figure 7. The consistency, completeness, and accuracy evaluation results of the data item dimensions
of each data table after being transferred to the database. (a) DSTi is Dataset Title, DSID is Dataset
Identifier ID, DSla is Dataset language, CS is Character set, DSTy is Dataset type, DF is Data format,
Keyw is Keywords, SH is Subject headings, DC is Data category, CI is Coverage information, CN is
Contact unit, DT is Disaster type, DP is Disaster process, DSCT is Dataset creation time, DSLUT is
Dataset last update time; (b) LN is Layer name, I/R CD is Image/raster content description; (c) DQR
is Data Quality Report, DL is Data Log; (d) SR is Security restrictions, LR is Legal restrictions; (e) DR
is Distributor Resource, TM is Transmission Method, Fo is Format; (f) MDLa is Metadata language,
MDCT is Metadata creation time, MDLUT is Metadata latest update time, MDSN is Metadata
standard name, MDSV is Metadata standard version, MDCI is Metadata contact information; (g) TR
is Time reference, CR is Coordinate reference, SRBGI is Spatial referencing based on geographical
identifiers; (h) Ci is Citation, RN is Responsible Unit, Co is Contact, OR is Online Resources; (i) EEI
is Extended element information, EOR is Extended online resources; (j) De is Description, GC is
Geographic coverage, VRI is Vertical range information, TR is Time range.

3.3. Disaster Metadata Cluster

Taking flood data as an example, the extracted disaster metadata were transformed
into corresponding word vectors using a pre-trained Word2Vec model after removing
duplicate words, and served as input for the K-means clustering algorithm. To determine
the optimal K-value in the K-means algorithm, the experiment combined the elbow method,
the Calinski–Harabaz index, and the Davies–Bouldin index for evaluation. The elbow
method reflects the clustering error SSE. From Figure 8a, it can be observed that the
inflection point between rapid and slow decline occurred at n_cluster = 5. Additionally,
from Figure 8b,c, it is evident that at n_cluster = 5, the Calinski–Harabaz index was highest,
while the Davies–Bouldin index was lowest. This indicates better intra-cluster similarity
and greater inter-cluster dissimilarity, respectively. Based on the experimental results, the
optimal number of clusters was determined to be 5.
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Based on Matplotlib, the clustering results were plotted as shown in Figure 9. In the
flood dataset, the 359 extracted metadata information items were divided into five clusters.
With a confidence level of 90% for the centroids, the majority of the information was covered.
According to Figure 9, each cluster contained metadata information that categorized the
flood dataset into five main themes: Cluster 1 represents contact information, cluster 2
represents location information, cluster 3 represents time information, cluster 4 represents
format information, and cluster 5 represents content information.
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Table 10 presents the variance analysis table of the clustering results. In this table,
cluster sum of squares (CSS) represents the sum of distances from all sample points to
their respective cluster centers, while error sum of squares (ESS) indicates the uncertainty
or dispersion of the clustering results. The F-value represents the ratio of between-group
variation to within-group variation, and the p-value was used to test the significance of
the F-value. From Table 10, it can be observed that the sample points are close to their
respective cluster centers within groups, indicating high similarity among samples within
the clusters and good compactness of the clustering. There is minimal variation within
clusters. However, between groups, the differences between clusters were considered
significant relative to the differences within clusters at a significance level of 0.01. Cluster 3
shows the best separation from other clusters, while slight overlaps exist between other
clusters. The proximity between cluster 1 and cluster 2 may be due to the inclusion of
address information in the contact information, which overlaps with location information
in the dataset. Similarly, the proximity between cluster 4 and cluster 5 may be attributed to
certain format information being classified under content information, leading to overlap.
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Table 10. Analysis of variance table.

CSS ESS F-Value p-Value

x 73.60 0.10 714.40 4.83 × 10-168

y 48.79 0.08 603.90 1.14 × 10-156

4. Discussion

In order to evaluate the effectiveness of the proposed self-training method for disaster
metadata information extraction, multiple sets of comparative experiments were conducted.
The proposed method was compared with existing metadata information extraction meth-
ods based on test set prediction accuracy. Our method used the optimal combination of
hyperparameters obtained as explained in the preceding section. The experimental groups
for comparison included traditional regular expressions [48], a pre-trained BERT model [49],
a pre-trained UIE model (without fine-tuning), and a self-trained UIE model (fine-tuned
using the optimal parameter combination obtained in this study). The extraction results
of metadata stored in unstructured form in the field of natural disasters using different
information extraction methods are shown in Table 11.

Table 11. The evaluation results of different metadata extraction methods.

Methods P R F1

Regular expressions 0.655 0.731 0.691
BERT 0.802 0.811 0.806
UIE 0.842 0.794 0.778

Self-trained UIE 0.926 0.911 0.918

For simple text patterns, regular expressions typically have very fast matching speed,
can be flexibly customized and modified, and support almost all programming languages
and text processing tools. But they rely on complex syntax structures; thus, for complex text
processing needs, regular expressions cannot provide enough flexibility and functionality,
and also have difficulty handling tasks that require consideration of context-related informa-
tion [50,51]. As shown in Table 11, the effectiveness of regex-based approaches is far inferior
to current pre-trained models when extracting metadata stored in unstructured form in the
field of natural disasters. The BERT model has strong capabilities in understanding context,
multitask learning, and semantic representation; hence, it has been widely applied and
recognized in the field of natural language processing. In our experiments, the UIE model
without fine-tuning outperformed BERT. This is because the BERT model relies on a large
amount of annotated text data during application, and the limited sample size restricts the
semantic perception ability of the model [52,53]. In addition, the BERT model has high
complexity and consumes significant computational resources, which may not be suitable
for resource-constrained environments. Although the precision of UIE reached above 0.8,
when applying the UIE model with fine-tuning for metadata information extraction, all
indicators exceeded 0.9. These results indicate that the self-trained UIE model improved the
prediction accuracy on the test set, effectively enhancing the ability of metadata information
extraction and thereby improving the efficiency of disaster data management.

In information extraction tasks, regular expressions are suitable for simple text pattern
matching and efficient processing of large-scale text data, especially for handling fixed
formats or highly regular information extraction tasks, such as extracting specific format
information from structured text. On the other hand, BERT is suitable for complex infor-
mation extraction tasks that require consideration of context relationships and semantic
understanding, and it is particularly adept at handling unstructured text or situations
requiring deep semantic understanding, such as extracting semantic relationships or en-
tity relationships from natural language text. Furthermore, metadata information from
disaster data comes from diverse sources, with multiple dimensions and diverse formats
and structures. Given these data characteristics, self-trained UIE models have better extrac-
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tion results compared to traditional regular expressions. In contrast to the BERT model,
UIE models allow for faster iteration with limited annotated data, accelerating the model
optimization process and thereby achieving greater benefits at lower costs.

5. Conclusions

Based on the design of the natural disaster metadata model architecture, this study
investigates the extraction of massive, multidimensional, heterogeneous natural disaster
metadata. The conclusions are as follows:

(1) The UIE and Python parsing libraries were utilized to extract disaster metadata infor-
mation stored in structured and unstructured forms automatically. The experimental
results show that the extraction performance of UIE for five types of natural disasters
(floods, earthquakes, landslides, mudslides, and avalanches) all improved by more
than 50% when the learning rate was set to 0.0001 and the batch size to 32, which
achieved optimal extraction results for disaster metadata information.

(2) Under the three dimensions of consistency, completeness, and accuracy, the metadata
standards and unified disaster metadata model framework designed in this study
showed good applicability in the field of natural disasters (floods, earthquakes, land-
slides, mudslides, and avalanches) in terms of both the data table dimension and the
data item dimension. Furthermore, the completeness dimension was slightly better
than consistency and accuracy.

(3) Combining the Word2vec model and K-means algorithm to cluster analyze the meta-
data of the flood dataset, the clusters were clustered into five main themes: contact
information, location information, time information, format information, and content
information. Moreover, at a confidence level of 90% for centroids, the clustering re-
sults covered most of the information. In terms of intra-group analysis, there was high
similarity among samples within clusters, indicating low internal dissimilarity, which
suggests a relatively concentrated distribution of text cluster data. For inter-group
analysis, significant differences existed between groups compared to within groups
at a significance level of 0.01, while there was slight overlap between some clusters.
Overall, the clustering effect was good.

The experiment provides a foundation for the exchange, sharing, and utilization of
disaster data, which helps to strengthen disaster management and response capabilities,
facilitates more efficient management and utilization of various types of natural disaster
data, and improves the level of prevention and mitigation of natural disasters in society.

The proposed disaster metadata standard is only a small-scale application case, and
more tests are needed to determine its reasonableness and generalizability. The weights
of the words can better reflect the semantic information of the text and thus improve
the quality of clustering, but this was not considered in this study. Future research can
verify the generalizability of the proposed disaster metadata standard and the validity of
the model extraction results through more extensive experiments, as well as improve the
accuracy of clustering by introducing methods such as weighting considerations in the text
clustering process.
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