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Abstract

:

We contribute a system design and a generalized formal methodology to segment tourists based on their geolocated blogging behaviour according to their interests in identified tourist hotspots. Thus, it is possible to identify and target groups that are possibly interested in alternative destinations to relieve overtourism. A pilot application in a case study of Chinese travel in Switzerland by analysing Qyer travel blog data demonstrates the potential of our method. Accordingly, we contribute four conclusions supported by empirical data. First, our method can enable discovery of plausible geographical distributions of tourist hotspots, which validates the plausibility of the data and its collection. Second, our method discovered statistically significant stochastic dependencies that meaningfully differentiate the observed user base, which demonstrates its value for segmentation. Furthermore, the case study contributes two practical insights for tourism management. Third, Chinese independent travellers, which are the main target group of Qyer, are mainly interested in the discovered travel hotspots, similar to tourists on packaged tours, but also show interest in alternative places. Fourth, the proposed user segmentation revealed two clusters based on users’ social media activity level. For tourism research, users within the second cluster are of interest, which are defined by two segmentation attributes: they blogged about more than just one location, and they have followers. These tourists are significantly more likely to be interested in alternative destinations out of the hotspot axis. Knowing this can help define a target group for marketing activities to promote alternative destinations.
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1. Introduction


With the development of social media over the last two decades, unstructured data have become increasingly relevant for scientific research. Data on opinions and interests are publicly available in the form of user-generated content (UGC). These data can be collected and consolidated, information can be extracted for tourism research, and data analysis such as geographical distribution or user segmentation can be performed. Therefore, social media mining (SMM) can be valuable for answering behavioural questions related to tourism research directly from data. Tourism is a wide area of study, which brings with it the question on the use of appropriate methods. Traditional methodological approaches include a broad spectrum of usable research methods which include both quantitative and qualitative approaches. Ideally, due to its multidimensionality tourism as a field of research is tackled with various approaches complementing each other. As such, data science and engineering methods can be applied to extract relevant knowledge about the social media behaviour of tourists complementing traditional research methods. Interesting dimensions of social media analysis are time (trends), region (geodata), users and user groups (influencers), moods (sentiment analysis), and social structures (network analysis). Analysing these dimensions enhances the understanding of the social media context of tourists and tourism destinations. However, whereas SMM makes use of external and unstructured big data, social science usually focuses on the analysis of structured data collected internally, such as empirical surveys. Being a relatively new field, SMM for computational social science raises methodological questions that need to be answered to strengthen its acceptance. For instance, it is unclear how unstructured and semi-structured data can be consolidated to derive conceptual statements that support answering scientific questions. New methods and systems need to be developed and evaluated to generate knowledge from social media data.



One field of study to which SMM can be applied is tourism research. In fact, Bauder [1] proposes a research agenda for the use of big data in tourism geography. Accordingly, SMM can be used to retrieve information about visitors’ travel behaviour. The global tourism industry—particularly the demand for urban tourism—is booming. As a result, popular city destinations, city centres, and tourism facilities attract a growing number of tourists, giving rise to crowding phenomena [2] and generating negative effects on the affected destinations. Consequently, it is argued that tourist activity should be monitored and regulated accordingly to mitigate these effects. Researchers therefore emphasize the need for more detailed information about visitors’ travel patterns to estimate visitor flows and introduce adequate measures [3,4]. To cope with the crowding phenomenon known as one implication of overtourism, it could be helpful to promote alternative destinations. To that end, it is important to know what differentiates tourists who are interested in alternative destinations from tourists that are only interested in hotspots. Consequentially, an approach against overtourism is to detect hotspots and to identify tourist segments who are interested in other, less well-known places so that these segments can be targeted to distribute tourism streams more evenly. However, existing approaches to data collection such as surveys and polls are unable to capture travel behaviour comprehensively or accurately reflect travel patterns. Social media sites have proven useful to analyse and predict tourist behavioural patterns at specific destinations [5]. For example, Vu, Li, Law and Ye [6] analysed socially generated and user-contributed geotagged photos publicly available on the Internet to map and visualize the travel behaviour of inbound tourists to Hong Kong. Furthermore, Gàrcia-Palomares, Gutiérrez, and Mìnguez [7] have shown that main tourist attractions can be identified with the help of geotagged photographs. However, it is yet to be established how social media users can be segmented based on their geolocated blogging behaviour and how these segments correlate with interest in places outside of tourist hotspots.



Therefore, the aim of this study is to segment tourists based on their content-generating behaviour on geolocated travel blogs and identify those who are more interested in places other than tourist hotspots. The research goal is a contribution to geolocated social media data use methodology. This entails the detection of the main tourist attractions from geolocated social media data and implies a further development in methodology to find the features of geolocated social media users who form a possible target group interested in alternative travel destinations. With this knowledge, marketing activities can be supported to mitigate the effects of overtourism. Epistemologically, to answer these research questions, we performed design-oriented information systems research according to Oesterle et al. (2010). We contribute a system design to achieve the research goals in the case of the travel blog Qyer.com, theorize further from the specific case and provide a generalized formal methodology for hotspot detection and tourist segmentation regarding travel hotspot behaviour from geolocated travel blog data. We evaluate our system and method through a pilot application in the case of Chinese travellers on Qyer. China as a source market was chosen based on its importance for the Swiss tourism industry. The number of overnights generated by Mainland Chinese travellers in Switzerland increased by 500% within the last decade. With this case study, we can answer a scientific question from tourism research: who is interested in exploring alternative destinations outside of tourist hotspots? Thus, this research contributes insights on both the proposed method and the observed phenomena, resulting in empirical data and a demonstration that significant segmentations of travel blog users can be established with our method based on attributes found only on geolocated social media.



Accordingly, we describe a case study collecting empirical data from the Chinese social media platform Qyer.com. We detected tourist hotspots for Chinese travellers in Switzerland, segmented tourists based on their social media behaviour, and analysed the dependency between the identified segments and interest in less well-known places. We were able to identify a segment of tourists that are significantly more interested in alternative destinations. Based on our findings, we conceptualized a formal methodology for tourist segmentation based on geolocated social media that is generalizable to other destinations and travel blogs. With this method, it is possible to (1) detect destinations at risk for overtourism, (2) identify possible tourist segmentations based on social media behaviour, (3) correlate possible segmentation features with interest in alternative destinations and (4) use this knowledge to target the segments directly on social media to promote visits to alternative destinations and relieve tourist hotspots.



This article is organized into six sections. Following the introduction, in Section 2, we describe the potential of data science and big data for computational social science and provide an overview of existing approaches to answer scientific questions directly from social media data and geolocated data in the field of tourism research. In Section 3, we describe in detail the sourcing, collection, consolidation, and analysis of the data from the Qyer travel blog, and then we describe the formal general methodology for hotspot detection and tourist segmentation from geolocated travel blogs. In Section 4, we present the empirical results of this study according to the proposed method. In Section 5, we interpret the meaning of the resulting data. In Section 6, we summarize the main conclusions that are supported by our data. Furthermore, we discuss limitations of this study and provide an outlook on possible further research.




2. Literature Review


2.1. Data Science and Big Data for Social Science Research


Historically, statistical data has been in short supply, and generating knowledge from data has necessitated manually sampling and codifying the data. Now, with the ubiquity of information systems, data are generated abundantly, even excessively; the term big data has been applied to this phenomenon. Provost and Fawcett [8] define big data simply as data sets that are too large for traditional data processing. With increasing volume, the enormous number of observations in big data sets makes conclusions from data astonishingly reliable although, epistemologically, there are many open questions about the validity of data-driven insights [9]. However, according to the 5V model of big data by Demchenko, Grosso, Laat and Membrey [10], volume is not the only criterion; velocity, variety, veracity and value are also big data challenges. Kitchin and McArdle [11] analysed the ontological notion of big data and concluded that there are multiple forms of big data that do not share the same characteristics. In this sense, data sets with unusual formats and unstructured content, such as social media data, represent big data challenges if they require non-traditional data engineering methods.



Data science is defined as “the extraction of actionable knowledge directly from data through a process of discovery, or hypothesis formulation and hypothesis testing” [12]. According to Chang [12] the quality of data science results is measured by their predictive power and by their ability to generalize data analysis results to yet-unobserved events. According to Provost and Fawcett [8], data science methods can be applied to refine data sets that have been engineered from big data. With the results of these methods, knowledge and insight can be applied for data-driven decision making. In data-driven scientific research, Frické [13] found that big data permits larger sample sizes and cheaper, more extensive testing of theories; however, it can also lead to passive data collection instead of experimentation and testing and to unsound statistical fiddling. Therefore, in data science, as in any other scientific data analysis, care must be taken to interpret engineered data sets without speculation, as objectively as possible and to only draw conclusions that are directly supported by the data.



Regardless, using big data and data science methods, large quantities of data are available online for knowledge generation. Big data methods are becoming more applicable for social science studies [14], although new epistemological approaches are needed to validate data science methods that allow for big data analytics to generate scientific knowledge [15,16]. In the emerging method of computational social science [17], data science methods are more oriented towards explanation than prediction, and big data is frequently textual instead of relational. In contrast to data collection with surveys, which intervene with the social processes that are the object of study, social big data occur without intervention by researchers and can be observed directly. Of particular interest for social science is SMM, because human subjects publicly share data about themselves and their behaviour that can be collected and analysed. According to Ghani, Hamid, Targio-Hashem and Ahmed [18], data sources for social media analysis include microblogs, news articles, blog posts, Internet fora, reviews and Q&A posts. Based on this data, descriptive, diagnostic, predictive and prescriptive analyses can be performed. Possible analysis techniques include predictive modelling, sentiment analysis, social network analysis and text mining. If user content is geotagged, we can add geographical data analysis as another technique. In general, social media data are user-centred and user-generated and thus readily available for analysis and knowledge generation about social phenomena.




2.2. Social Media Mining for Tourism Research


In general, travel products are associated with higher risks not only because of their intangibility but also because they typically involve higher costs and complex choices [19]. To mitigate these risks, travellers tend to gather a great deal of information before deciding on a purchase. Because tourism services are experience-based products and cannot be evaluated prior to their consumption, consumers tend to rely more on the recommendations and reviews of others. Social media has fundamentally changed the way tourists find, trust and collaboratively produce information about tourism suppliers and destinations. Social media applications, such as blogs, electronic social networks and aggregators of UGC, are especially influential in supporting the creation and exchange of user-generated travel information, opinions and recommendations [20,21,22,23]. One outcome of this use of UGC is its potential impact on traveller empowerment and, consequently, on travel planning behaviour [24,25]. Consequently, SMM has become an increasingly relevant topic to researchers. The analysis of social media data to study travel-related behaviour is a novel yet well documented field; the first investigation into this topic was published by Pan, MacLaurin and Crotts [26], who aimed to discover destination experiences of tourists through travel blogs. More recently, gaining insights related to tourism through SMM has been the focus of several studies. These studies largely rely on two different types data sources: textual content, such as reviews and opinions [27,28,29], and visual content such as images and video [30]. It has to be kept in mind that the nature of social media platforms may impact the comments contributed, as platforms may differ in terms of the expected amount of interaction with other users and length of comments permitted [31]. However, Tilly, Fischbach and Schoder [32] discuss and support the reliability of UGC as displayed on social media platforms.



Chinese tourists’ social media is not only popular for providing information, but also for exchanging experiences [33]. As a result, the analysis of Chinese social media and blogs has become interesting to researchers, mainly because online reporting may act as key signposts shaping tourist behaviour from China as the market diversifies [34]. Almost all studies carried out recently have been restricted to text in English. There are a few exceptions of researchers who examined Chinese sources; for instance, Cheng and Edwards [35] examined tourism-related posts on the Chinese microblog service, Sina Weibo, using a visual analytic approach. Tse and Zhang [29] analysed blog and microblog contents created by mainland Chinese visitors sharing their Hong Kong experiences. Their results include profiles of the bloggers by their usage patterns and provides insights into the image of Hong Kong as a destination. Chen, Plaza and Urbistondo [36] processed unstructured Chinese content to derive general sentiment and relevant topics regarding destinations through user comments on social media. With regards to Switzerland, a study by Liu, Shan, Glassey, Balet and Fang [37] examined the behaviours of Chinese tourists using a semantic analysis approach, explored the demographics of the travellers and identified similarities and differences between first-time and repeat visitors.




2.3. Geolocated Data Mining for Tourist Behaviour Analysis


Of interest to researchers and practitioners of tourism management are geotagged data sources. Their main areas of interest can be recognized: tourist hotspot detection, tourist movement patterns and tourist segmentation. First, many studies use geolocated data to detect tourism density and activity areas. Garcia-Palomares et al. [7] used photo-sharing services to identify and analyse the main tourist attractions in eight major European cities. Salas-Olmedo, Moya-Gómez, García-Palomares and Gutiérrez [38] analysed the big data generated by tourists in cities. They point out that traditionally, tourist behaviour is measured by surveys, but that big data offers new opportunities. The study uses data from Panoramio, Foursquare and Twitter to detect tourist hotspots and categorize areas of Madrid according to activities. Hale [39] and Kim et al. [40] used geolocated photo data from Flickr to generate tourism heat maps and detect tourism hotspots.



Second, sites that use geolocated data such as Flickr and Twitter are analysed to extract tourist behavioural patterns [41]. For instance, Girardin, Calabrese, Fiore and Ratti [42] traced tourist movements in Rome based on Flickr uploads. Miah et al. [5] also used geotagged photos to analyse and predict tourist behavioural patterns in Melbourne, Australia. Meanwhile, Shi, Serdyukov, Hanjalic and Larson [43] used geotagged photos sourced from Flickr to recommend landmarks to individual users who reflected their specific tastes. Chareyron, Rugna and Cousin [44] analysed Internet image databases and to reconstruct tourist paths based on GPS coordinates and timestamps. Hu, Li, Yang and Jiang [45] analysed geotagged Tweets with a graph-based approach to detect tourist movement patterns in New York City.



Third, some studies on tourist segmentation from data exist. For example, Chen, Zhu, Xie, Huang and Huang [46] analysed passenger name records of flight data with the goal of generating marketing segments for airlines. Kim, Lehto and Morrison [47] analysed survey data to establish gender differences in online travel searches. Park and Pan [48] analysed proprietary company data to categorize types of flying to predict where an airline would next schedule a one-stop flight. The study by Chareyron et al. [44] is mainly a work on tourist movement patterns. Most studies on tourist segmentation or do not use geolocated data for segmentation. Exceptions are studies by Karagiorgou, Pfoser and Skoutas [49] who propose a novel method to generate a geosemantic network from geotagged Twitter data for user segmentation, and Kladou and Mavragani [50], who applied a small-data approach to 203 TripAdvisor reviews to asses destination images from UGC. However, to our knowledge, the methodology we propose to segment tourists based on geolocated social media activity regarding tourist hotspot interest is novel.





3. Method


3.1. System Design for Data Collection: The Case of Qyer.com


Data collection from geolocated social media depends on new forms of data system engineering. Therefore, we present a system design as a solution to achieve our research goals. This study aims at detecting tourism hotspots in travel blogs and segmenting tourists based on this data. As a case study, we focused on Chinese travellers in Switzerland. As a data source, there are several social media platforms taken into account. However, Western technology companies that have tried to penetrate the Chinese market have achieved mixed results at best. Thus, the Chinese technology industry is dominated by local companies such as Tencent, Alibaba and Baidu, which could be considered the Chinese versions of Facebook, Amazon and Google, respectively [51]. Therefore, Chinese social media platforms and travel blogs were the primary targets of this study. Important selection criteria included accessing a manageable, reliable and representative sample. At the primary stage, two Chinese social media platforms, Qyer and Sina Weibo, were selected after reviewing a number of possibilities. According to Ge and Gretzel [52], these two platforms are the most popular among independent Chinese travellers. On the one hand, Sina Weibo offers microblog services similar to Twitter, where users can release news or upload pictures via web pages, mobile clients and text messages. The tourism part of Sina Weibo is an important social media platform for promoting tourism. On the other hand, Qyer represents a tourist community mostly oriented towards independent travellers. Qyer provides users with value-added products related to outbound travel, including such core products as itinerary assistants, forums and tips for travel on a shoestring budget via community-based platforms and UGC [53]. Qyer was chosen as the platform in our study for the following four reasons. First, Qyer specializes in providing a forum for discussing outbound independent travel [33,51]. Second, social networking sites for travel, such as Qyer, are used by Chinese tourism consumers throughout the whole travel process, which includes collecting information before travelling, broadcasting the journey in real time, sharing travel experiences and providing travel notes and tips after travelling [53]. Qyer offers interactive, consumer-driven content, which is fundamental for our analysis. Third, the geographically tagged, user-generated points of interest (POIs) with associated comments facilitate an in-depth view of the traveller’s experience [54,55]. Finally, given Qyer’s focus on outbound travel, less irrelevant information would be collected as opposed to an approach using a more general social media platform.



Qyer does not provide any official way to gather its publicly available data. Therefore, web scraping was the method used for information extraction, which is an automated process that programmatically browses publicly available web pages and downloads the requested information in a structured way. The data engineering process started with an analysis of the Qyer website to create a data model that serves as a basis for the data collection software. The underlying structure of the data stored by Qyer is not visible to the user. For transformation and analysis, a relational data structure based on the available entities had to be reverse engineered. Figure 1 shows the structured data model conceptualized by analysing the website qualitatively. Based on the data model, a web crawler was programmed in Python that starts at a predefined location on the target website and crawls all directly linked information such as places, POIs, user comments (reviews) and user data recursively. The Scrapy library was used for the scraping; this library allows the utilization of hypertext markup language (HTML) tag patterns that are used on the target website to structure its content. By using the available HTML tag patterns, the web crawler can target specific parts of information required for later analysis, thus making use of the semi-structured nature of web and social media data. Additionally, this application sends the raw Chinese text to a translation engine (e.g., Google translate) using a wrapper application programming interface (API). On Qyer, every POI has its own page with reviews (comments) and ratings from users. To gather this data, our script started with the Qyer page for Switzerland and then recursively crawled all linked places and POIs, corresponding user reviews and connected user profiles, including user attributes from the Qyer website.



The method for data collection, storage, visualization and analysis can be explained by the following system design components, whose numbers correspond to those illustrated in Figure 2. (1) As discussed before, data about locations (places and POIs), user profiles and users’ reviews of locations were crawled from the Qyer microblog. (2) For this, a Python application was developed to interpret the semi-structured information in the HTML code of the website using the API Scrapy to transform the text of the web pages into structured key value pairs in Java Object Notation (JSON) format. Every data record represents information about a particular review, including POI, place, user ID, user attributes, the contents of the user reviews and the geographical coordinates of the POIs (geographical coordinates with latitudinal and longitudinal degrees) available publicly in the HTML source. (3) The Chinese content in the JSON structure was sent to an automatic translation web service to be automatically translated from Chinese to English. (4) The structured and translated data were stored in a full text search database system (Elasticsearch) so that they could be efficiently queried, manipulated, reorganized and visualized. (5) A web-based user frontend (Kibana) that allowed visual and interactive querying, manipulation and visualization was used for online analytical processing. (6) On the Kibana platform, the geographical annotations of the user comments (via their relationships to geotagged POIs) were applied to visualize the distribution of reviews on an interactive heat map with zoom functionality. (7) To further analyse the data, a structured data table including all data was exported from the database to a spreadsheet file. In the process, the data were aggregated from single reviews to the granularity of users and from single POIs to places where, in addition to sociodemographic and social media information, an indicator was constructed for each place, which was 1 if the user had commented on that place or 0 if they had not. This matrix provided a geographic interest profile for all users. (8) This user profile matrix was loaded into a machine learning toolkit (Weka), and an EM clustering was performed to generate meaningful segmentation of the observed Chinese tourists. The machine-generated clusters were then analysed and evaluated exploratively and visually to discover meaningful segmentation variables. A formal analysis of the proposed method is described in the following section.




3.2. Theorizing and Generalization: Formal Methodology


Based on the specific case designed to achieve the research goal for the Qyer travel blog, a formal methodology for hotspot detection and tourist segmentation based on geolocated social media data can be theorized that is generalizable to other data sources and other markets. From a data engineering perspective, those formula are a theoretical contribution, modelling the methodology and representing generalizable knowledge produced by our research. Other researchers and practitioners can apply these formulae and reproduce our methods on travel blog data other than those from Qyer.com.



Conceptually, a travel blog B can be formalized as a tuple   B =  (  C , L , U , λ , γ ,    υ C  ,  υ L  , φ ,  X U   )   . The components of this tuple are sets and mappings defined as follows:




	
  C =  {   c 1  ,    c 2  , … ,  c   | C |     }    is a set of comments (posts, reviews) by users about locations interesting for tourism;



	
  L =  {   l 1  ,    l 2  , … ,  l   | L |     }    is a set of locations (sights, places) the users comment on and thus show their interest in. These locations possibly have a nested granular structure, such as places that contain POIs These locations are the object of travel hotspot detection;



	
  U =  {   u 1  ,    u 2  , … ,  u   | U |     }    is a set of users who post these comments; these users are the object of tourist segmentation;



	
  λ : C ⟶ L   is a mapping indicating the location that a comment is about;



	
  γ : L ⟶ P  ( C )    is the inverse function    λ  − 1     mapping a location to a set of comments that are about that location;



	
   υ C  : C ⟶ U   is a mapping indicating the user who is the author of a comment;



	
   υ L  : L ⟶ P  ( U )    is a mapping indicating the set of users who commented on a location;



	
  φ : U ⟶ P  ( U )    is a mapping indicating, for each user, the set of users who follow them on the social network (i.e., subscribe to their content);



	
   X U  =  {   X 1  ,  X 2  , … ,    X   |   X U   |     }    is a set of analytic variables    X i  : U → d o m  (   X i   )    that represent data about the users. These features are candidates for classification predicates to segment the user base of the travel blog.








Within this framework, we propose to detect tourist hotspots by sampling a probability distribution, as defined in Formula (1). For this, the number of comments per location is computed, as defined in Formula (2). Whereas the probability only reflects the relative frequency of one event, the complementary cumulative distribution function (CCDF) indicates the proportion of the data generated by the most frequent places. If tourism hotspots exist, a long-tail distribution of comments over places will be recognizable in the data, and a few hotspot locations will cover half of the cumulative distribution, whereas the large majority of locations will be found in the tail. As an example threshold, if less than 5% of locations cover more than 50% of blog posts, we can assume that these locations are tourist hotspots. This threshold can be defined by tourism experts. In our case, we defined it empirically by visualizing the distribution, as seen in Figure 3. Accordingly, the CCDF can be computed according to Formula (3).


  p  (  λ  ( · )  =  l i   )  = # γ (  l i  ) /  | C |  ,       i = 1 ,   … ,    | L |   



(1)






  # γ  (   l i   )  =  |   {  c ∈ C   |   λ  ( C )  =  l i   }   |   



(2)






  C C D F  (   l i   )  ≔ p  (  # γ  ( ⋅ )  ≥ # γ  (   l i   )   )  =  |   {  c ∈ C   |   λ  ( c )  =  l  k     ∧ # γ (  l k  ) ≥ # γ (  l i  ) )  }   |  /  | C |   



(3)







For tourist segmentation, we propose to compute a user-centric clustering approach based on a user profile matrix  M  with dimensions    | U |  ×  |   X U   |   . On this data matrix, a clustering algorithm can partition the user records into  k  disjoint subsets. We propose to use the estimation maximization (EM) clustering algorithm [56], as it is probabilistic and returns good estimates of feature means and standard deviations for the resulting clusters. The EM algorithm generates a partition of the input space,   S =  {   S 1  ,    S 2  ,   … ,    S k   }   , by iteratively estimating probabilities of cluster memberships based on mixed probability distribution models, as well as maximizing the likelihood of the data, given the clusters. As output, the WEKA implementation of the EM algorithm describes the clusters by computing the means for every feature in    X U    and the standard deviations for all generated clusters. Based on this information, it is possible to deduce the prototypical attributes of user segments. Thus, with this proposed framework, a basic segmentation of the user base of a travel blog  B  can be derived, and the typical user features    X i  : U → d o m  (   X i   )    for the discovered segments can be revealed.



The EM algorithm provides the basis to identify and manually select features for further analysis. However, we propose to further analyse selected important features    X i  ∈  X U ′  ⊂  X U    manually and visually with the following procedure. First, to visually explore a feature of interest, a sampled distribution can be calculated, as defined by Formula (4). We assume categorical features.


  p  (   X i  = x  )   



(4)







This distribution can be plotted to visualize and recognize which feature domain subsets    x  i j   ⊂ d o m  (   X i   )    segment the user base prototypically in particular dimensions.



Second, to examine the association of a feature of interest with travel behaviour and interest in alternative destinations, based on the recognized segmentation characteristics in the form of selected feature domain subsets, the coefficient of determination (   R 2   ) can be computed between the popularity of a location, measured by the number of commenting users per location   #  υ L   ( · )    defined by Formula (5) and the percentage of users commenting on a location having a certain characteristic,   p  (   x  i j     |   l  )    defined in Formula (6), where    x  i j     is a particularly meaningful subset of characteristics of the domain of feature    X i    to be analysed. This procedure can be repeated for every feature of interest.


  #  υ L   ( l )  =  |   {  u ∈ U   |   ∃ c ∈ C :    υ C   ( c )  = u ∧ λ  ( c )  = l  }   |   



(5)






  p  (   x  i j     |   l  )  =  |   {  u ∈ U   | ∃ c ∈ C :    υ C   ( c )  = u ∧ λ  ( c )  = l ∧  X i   ( u )  ∈  x  i j    }   |  / #  υ L   ( l )   



(6)







The resulting coefficient of determination can be computed as the square of the Pearson correlation coefficient between the two values, formalized by Formula (7). However, for meaningful results, we propose to consider only data points for locations with a sufficient number of users (e.g., 50 or larger), denoted by the set   L ′  .


       R 2   (   x  i j    )  = c o r r    (  #  υ L   ( · )  , p  (   x  i j     | ·  )   )   2       = (     ∑   l ∈  L ′     (  #  υ L   ( l )  −     ∑    l k  ∈  L ′    #  υ L   (   l k   )     |  L ′  |     )   (  p  (   x  i j     |   l  )  −     ∑    l k  ∈  L ′    p  (   x  i j     |  l k   )     |  L ′  |     )        ∑   l ∈  L ′       (  #  υ L   ( l )  −     ∑    l k  ∈  L ′    #  υ L   (   l k   )     |  L ′  |     )   2        ∑   l ∈  L ′       (  p  (   x  i j     |   l  )  −     ∑    l k  ∈  L ′    p  (   x  i j     |    l k   )     |  L ′  |     )   2      )     



(7)







This    R 2    statistic indicates the degree of linear dependencies between quantitative location interest,   #  υ L   ( · )    and the distribution of user characteristics per location,   p  (   x  i j     | ·  )   . The significance of this correlation can be estimated using Student’s t-distribution based on the t-value defined in Formula (8).


  t = R      |  L ′  |  − 2   1 −  R 2       



(8)







Third, to find characteristics associated with interest in alternative destinations, once a set of interesting segmentation characteristics are found in the previous steps, the association of the segments with tourism hotspot behaviour can be analysed. We propose to evaluate the stochastic dependency between a user segmentation  X  based on a combination of meaningful user segmentation feature domain subsets and the indication of interest in places outside the hotspot axis  Y . For this, a    χ 2    independence test can be calculated based on two binary variables  X  and  Y . The independent variable   X : U ⟶  {  0 , 1  }    can be derived by a Boolean conjunction of meaningful partitions of user characteristics    X i   ( u )    by subsets    x  i j     derived in steps one and two, as defined in Formula (9).


  X  ( u )  ≝  ⋀   X i  ∈  X U ′     X i   ( u )  ∈  x  i j    



(9)







The dependent variable   Y : U ⟶  {  0 , 1  }    indicates whether a user has commented on an alternative destination. This variable can be derived by partitioning the locations into two sets according to their number of comments and by indicating whether each user has commented on the subset of locations with a complementary cumulative relative frequency of comments lower than a given threshold  θ  (e.g., ½), as defined by Formula (10).


  Y  ( u )  ≝  {       1    i f   ∃ l : u ∈  υ L   ( l )  ∧ C C D F  ( l )  > θ      0    e l s e .        



(10)







To test the strength of association between the two variables, a cross tabulation of  X  and  Y  is performed, leading to four empirical numbers of users   #  X 1   Y 1   ,   #  X 1   Y 0   ,   #  X 0   Y 1    and   #  X 0   Y 0   , each equal to the cardinality of the subset of users satisfying the corresponding Boolean truth values of the predicates  X  and   Y ;   as shown in Formula (11). For example,   #  X 1   Y 1    is the number of users that show characteristic X and also satisfy the target Y.


   #  X a   Y b  =     ∑   u ∈ U    (   (  1 − a  )  +  (  2 a − 1  )  X  ( u )   )   (   (  1 − b  )  +  (  2 b − 1  )  Y  ( u )   )  ,    a ∈  {  0 , 1  }  ,   b ∈  {  0 , 1  }    



(11)







The expected numbers, given independence, can be calculated according to Formula (12).


   E  (   X a   Y b   )  =  (    ∑   i ϵ  {  0 , 1  }    #  X a   Y i    ∑   j ϵ  {  0 , 1  }    #  X j   Y b   )  /  | U |     a ∈  {  0 , 1  }  ,   b ∈  {  0 , 1  }    



(12)







The corresponding    χ 2    statistic can be calculated according to Formula (13).


   χ 2  =   ∑   i ϵ  {  0 , 1  }      ∑   j ϵ  {  0 , 1  }         (  #  X i   Y j  − E  (   X i   Y j   )   )   2    E  (   X i   Y j   )     



(13)







The null hypothesis for the    χ 2    test is that the two variables  X  and  Y  are independent. If the corresponding    χ 2    statistic is significantly large, there is a high probability that the interest in places outside the hotspot axis  Y  is actually dependent on the previously defined user segmentation  X . We discuss the results of a pilot application of this methodology in the following section.





4. Results


In the following subsections, we describe the results from the pilot application of our system for data collection and analysis, as well as our method for explorative analysis for segmentation. As a use case, we analysed data from the Chinese geolocated travel blog Qyer linked to POIs in Switzerland. First, we analysed the geographical distribution of Qyer UGC to gain insights on travel hotspots for Chinese tourists in Switzerland. Second, we segmented the users according to their social media activity to gain insights on what differentiates users with interests in less frequently commented on places, with the aim of using these insights to define a target group for managing overtourism.



4.1. Tourist Hotspots: Geographical Distribution of Geolocated Blog Posts on Qyer


We collected a total of 15,136 comments on Qyer published by 2894 users about POIs in Switzerland. In total, 1290 POIs were commented on between 26 February 2012 and 2 November 2017, belonging to 85 places or towns. This dataset is available as Supplementary Material. 61% of users who disclosed their gender were female. The average age of this sample was 32.5 years (SD = 10.9). 57% of users who disclosed their age were between 26 and 35 years old. 40% of all users preferred not to disclose their gender, and 60% did not disclose their age.



On Qyer, users have the ability to express their opinion and provide feedback about certain POIs in the form of comments, also called reviews. These comments represent UGC, which is publicly available to all users. In addition, each comment includes an exact timestamp indicating when the comment was published. Qyer also provides the GPS coordinates of each POI. This allows an analysis of geographical distribution of UGC. Thus, we counted the number of comments per POI and place. The sampled distribution, aggregated to places, is shown in Figure 3, which shows a long-tail distribution. Ninety percent of all Qyer comments are linked to 17 out of 85 places; the majority (60.8%) of all comments are linked to Lucerne, Zurich, Interlaken and Geneva (4.7% of all places).



These data enable the interactive visualization of the frequency of UGC for each POI, as explained in Section 3.1. The result is shown in Figure 4 and Figure 5. The colour and the size of the markers indicate the number of comments collected per POI. For the purpose of an overview, the POIs are pictured in an aggregated form. The resulting heatmap has a zoom functionality, as illustrated in Figure 5 that shows the most frequently commented POIs in Lucerne. Overall, in Figure 4 the majority of POIs commented in Switzerland are within the periphery of Lucerne, Zurich, Interlaken and Geneva. The number of comments in the region of Lucerne clearly stands out with a gap between it and other destinations. Disregarding the number of comments, the markers are evenly distributed over the populated areas. The POIs generally seem to be located in either a more urban or a more mountainous area.



With this high cumulative frequency, these four locations can be considered tourism hotspots according to the definition of Formula 10 (θ = 1/2) in Section 3.2. Although this method for hotspot detection is not the main focus of this study, it serves two purposes. First, we used it for validating the data by cross-referencing it to overnight statistics, and second, we applied it as a dependent variable for the exploratory data analysis process to model segments regarding tourist hotspot behaviour. This process is described in the next section.




4.2. Tourist Segmentation Regarding Hotspot Interest Using Social Media Activity Features


The data gathered on Qyer consisted of single records, each representing one blog post linked to one user and one POI. Many POIs can belong to a geographical region called a place or location. To analyse users with interests in hotspots versus alternative destinations, we summarized the blog post data to build user profiles consisting of one record per user. Thus we aggregated the data from the granularity of single reviews of single POIs to the level of users and the places they showed interest in. Users possibly posted multiple reviews of places with multiple POIs. Accordingly, we derived user location interest indicators    I i L  : U ⟶  {  0 , 1  }  ,   i = 1 ,   … ,    | L |    that indicate, for every location    L i   , whether a user    U k  ∈ U   has commented on this particular location at least once. Also, we included the number of comments per user,   c : U ⟶ ℕ   and the number of commented or reviewed places per user,   R : U ⟶ ℕ  , both of which can be directly derived from the data within the proposed framework. Furthermore, we observed the number of followers   F : U ⟶ ℕ   that a user has, indicating the interest of the social network in content generated by a particular user, where   F  ( u )  =  |  φ  ( u )   |   . Other variables were the sociodemographic indicators age   a : U ⟶ ℕ   and gender   g : U ⟶  { ′   m ′  ,    ′   f ′  }  , however because of many missing values the data quality was not satisfying. The result of the data aggregation was a user travel profile matrix, where, in addition to user profile data such as age, gender and the number of followers, there is an indicator for whether each user has commented on each of the 85 places found on Qyer. To find a meaningful segmentation of this travel profile matrix, we chose a data-driven approach. Using a machine learning toolkit, an EM clustering with k=2 of this user travel matrix on these attributes generated two user segments. According to the output of the clustering algorithm, the most significant distinctive features for the two clusters were social media activity, especially the number of followers, and the number of distinct places in Switzerland commented on by the user.



In the following, we analyse these two representative variables in detail so as to evaluate if they provide significant characteristics for the tourist segmentation in the Qyer social network. According to the clustering algorithm result, our hypothesis is that the number of followers, F, and the number of distinct places commented on, R, meaningfully segment the travel profile matrix of the user base. To test this hypothesis, we analysed the difference in interest in tourist destinations according to their number of followers, as well as their number of commented on places, respectively.



Firstly, there is an evident divide in the observed social media user group when it comes to followers and reviews. The left side of Figure 6 indicates the percentage of users as a function of the number of distinct places reviewed (R). For example, 17.6% of the users commented on two places. As can be seen, most users (60.3%) only comment on exactly one place in Switzerland. Analogically, the right side of Figure 6 shows the percentage of the user base as a function of the number of followers (F) on the social medium Qyer, as indicated on their user profile. For example, 14.2% of the observed users have one follower. As observed, most users (56%) do not have any followers. Clearly, the two features R = 1 and F = 0 provide a very sharply contrasting division of the user base, and this can be applied for a segmentation analysis.



Secondly, as illustrated on the left side of Figure 7, the data show that users who commented on more than one place (R > 1) have a higher likelihood of being interested in less popular places outside the hotspot areas. The majority of users who only commented on exactly one place commented on one of the hotspots Lucerne, Interlaken, Zurich and Geneva. The percentage of users who commented on more than one place tends to be larger for places with more frequent comments. In fact, as visualized by the left side of Figure 7, the inverse correlation between the popularity of a location measured by the number of commenting users   #  υ L   ( · )    (cf. Formula (5)) and the percentage of users who commented on more than one place     p  (  R > 1   |   L  )    (cf. Formula (6)) is statistically significant, (R2 = 0.495, p << 0.01).



Thirdly, as illustrated on the right side of Figure 7, the data also show that Qyer users who actually have followers (F > 0), who are a minority, are also more likely to be interested in less well-known places outside of the hotspot axis. Again, as visualized on the right side in Figure 7, the correlation between the popularity of a location, measured by the number of commenting users   #  υ L   ( · )    (cf. Formula (5)) and the percentage of users who have followers, p   (  F > 0   |   l  )    (cf. Formula (6)) is significant (R2 = 0.435, p < 0.01). It is evident that less popular places are more likely to have proportionally more comments from users with followers.



Fourthly, it is evident in the data that the subgroup of Qyer users who are active on social media, who commented on more than one place and who have followers    (  R > 1 ∧ F > 0  )    are far more likely to be interested in alternative POIs in Switzerland. Generally, of the 2894 users, we observed that only 1459 (50.4%) commented on a place outside the hotspot areas of Zurich, Lucerne, Interlaken and Geneva. We defined these four areas as hotspots because they are differentiated from other places by the median number of comments, and because they can be visually recognized as outliers in Figure 7. As we have seen, most users have no followers, and most users commented only on one place. Table 1 shows that only 587 users have at least one follower and have commented on more than one place. Interestingly, as shown in Table 2, of all the 587 users in this segment of active social media users    (  R > 1 ∧ F > 0  )   , 477 (81%) commented on alternative places outside the hotspot axis. This difference from the expected value of 295 is statistically highly significant (χ2 = 280.26, p << 0.01).





5. Discussion


According to our proposed methodology, we collected data about the users and their travel interests by means of their comments on individual geotagged POIs. A declarative analysis of the geographical distribution of user comments on Qyer has addressed the question of which geographical places and POIs in Switzerland microblogs users commented on the most. A segmentation analysis studied how interest in hotspots versus alternative destinations can be differentiated.



First, regarding tourism hotspot detection, we found that most UGC content is uploaded from Lucerne, Zurich, Interlaken and Geneva. In addition, we found a long-tail distribution of places from which only very little UGC is uploaded. This result appears to be plausible because the measured number of overnights generated by Chinese travellers follows a similar long-tail distribution. The same destinations (e.g., Lucerne, Zurich, Interlaken and Geneva) generate the bulk share of all overnights, whereas a large number of destinations have only a small share [57]. A similar geographical distribution of UGC is also presented by Liu et al. [37], who found that most content on the Chinese platform Weibo is uploaded in close proximity to a few selected cities and places in Switzerland, such as Zurich, Lucerne and Interlaken. Based on a semantic analysis, they claimed that content uploaded from the aforementioned cities is most likely uploaded by first-time visitors and group travellers. They further argue that content from less frequently visited places is more likely to have been uploaded by return visitors and independent travellers. A traveller who visits a destination a second time may already have seen the hotspots, so they are likely to spend more time visiting other less popular places. Our data confirm this distribution pattern of UGC. Subsequently, our results suggest that, independent of their travel arrangement choices, Chinese tourists prefer to visit locations in close proximity to hotspots. However, unlike packaged travellers, the users we observed on Qyer, who are likely to be mostly independent travellers because of the website’s focus [33], also additionally visited a few lesser known locations. This interpretation of the results was also discussed with tourism practitioners. Based on the results of our analysis and the feedback received from tourism practitioners, we challenge the preconception that independent Chinese travellers differ significantly from Chinese packaged travellers in terms of the places and attractions they choose to visit. Independent travellers on Qyer differ from packaged travellers in terms of their travel behaviour only insofar as they combine visiting hotspots with visiting lesser known attractions. This behaviour is linked to the fact that independent travellers tend to stay longer in a destination than packaged travellers and therefore have more time available to explore [58].



Second, regarding tourist segmentation, our method identified two clusters of users on Qyer that correlate significantly with interest in tourism hotspots. The majority of users fall within the first cluster. Said users have no followers or only commented on one place, or both. Based on this finding, we argue that most of the observed tourists use social media in a passive manner as a source of information rather than a platform to share their own travel experiences, in contrast to other researchers who identified sharing and being helpful to fellow travellers as two key factors [55]. Yet, studies have also shown that certain consumers groups are willing to share their knowledge with peers on the Internet [59]. In this case we see that there is a minority of users who fall within this second cluster. These users comment on multiple places, which means that they explore and share, and they have followers, meaning that their travel experiences are of interest to other travellers. It is evident in the data that this user segment is significantly more interested in less popular places outside the hotspot axis. We can call this group explorers and influencers. As studies have shown, for businesses it is not only important to provide the identified precursors to encourage such behaviour but also identify these consumer groups. The identification of these users has theoretical as well as practical implications. From a tourism practitioner’s point of view, it should be of interest that a large proportion of users on Qyer seemingly use the platform as a source of information and not as a method to share their own travel experiences. Targeting users who share their travel experiences and have many followers can be considered part of a marketing strategy to promote visits to alternative destinations, or less frequently visited places, to relieve travel hotspots from the effects of overtourism. From a researcher’s perspective, the results show that users who are active on social media are more likely to explore places outside of the hotspots. This hints at a new theory of social media influencers and travel hotspots that could be explored as further research.



Third, regarding methodology, we gained insights on the value of our proposed system and method through a pilot application, which answered a scientific question in tourism management on how to segment tourists based on geolocated social media activity regarding their interest in alternative destinations. The application of big data analysis for social science research is rather new, and epistemological approaches are needed to evaluate methods for data-driven knowledge generation. In this study, we adopted an abductive, data-driven science approach. We generated a hypothesis about possible segmentations using an unsupervised machine learning algorithm to gain insights on a meaningful segmentation of the user data we collected. We then tested the machine-generated hypothesis with human-understandable statistics. Interestingly, with this method, a clear, statistically significant segmentation of the social media user base emerged. This fact validates our proposed method and qualitatively demonstrates that segmentation according to social media usage data is feasible and meaningful. Nevertheless, there are some lessons based on expert reviews with social scientists and industry practitioners. Firstly, the choice of data source is fundamental to any data science project. In our study, Qyer seems to be a platform for individual travelling, and it is not directly possible to gather data about group travellers because it is not evident which Qyer users travel in groups, if any. Secondly, for decision support, receiving the relevant questions from management is a challenge in itself. There is a gap between technologically possible data science methods and the everyday reality of industry practitioners. This gap became particularly evident when the researchers discussed the data with tourism authorities to promote a change in tourism behaviour based on the results obtained. Thirdly, in our case, the comprehensibility of the data analysis results was of key importance. By working with experts from tourism management, we had the insight that simpler but understandable analyses are often better suited for industrial applications. Data-driven decision-making requires trust in the data analysis, and this trust is often better established if the decision makers understand the analysis methods that led to the results. To apply SMM for decision support, the comprehensibility of explanations might be more important than predictive power. Fourthly, using big data for computational social science, the question of the correspondence of data with reality must be addressed explicitly and clearly. This is, in essence, an epistemological question that is fundamental to this emerging discipline. It is central for data scientists to remain objective and to only draw conclusions that can be directly supported by empirical data. In our case, we cross-referenced our data with other studies based on additional social media and classical statistics, and we used exploratory data analysis to explain and visualize results from clustering methods using comprehensible descriptive and inductive statistics.




6. Conclusions


We contribute a system design for detecting tourism hotspots and for segmenting tourists based on their interests in these hotspots, in the case of the geolocated social medium Qyer.com. We theorize our solution towards a generalized formal methodology that can be applied to other geolocated travel blogs. We demonstrate the potential of our system and method through pilot application, analysing Chinese tourism in Switzerland. The following methodological and practical knowledge can be concluded from our research. From an information systems perspective, firstly, our system design and formal methodology for hotspot detection from geolocated social media resulted in plausible geographical distributions of tourism hotspots, as validated by cross-references. This study confirmed the known geographical long-tail distribution of interest, including the hotspot areas of Lucerne, Zurich, Interlaken and Geneva, validating the plausibility of the data and its analysis. Secondly, in the case study, by application of our proposed method we discovered a highly significant stochastic dependence, thus providing evidence for the value or our proposed methodology for segmentation. From a tourism management perspective, thirdly, we can conclude that Chinese independent travellers, which are the main target group of Qyer, are mainly interested in discovering travel hotspots in the same way as packaged tourists are; in addition, they show interest in other, less popular places. Fourthly, we found that social media activity, as measured by the number of followers and the number of distinct commented locations, is a very selective criteria to segment the observed users regarding their interest in travel hotspots versus alternative destinations. Users who are more active, who comment on different places and who have followers are a minority. However, these more active users are significantly more interested in alternative destinations outside the hotspot axis. This information can be applied to define a target group for online marketing to promote alternative travel destinations with the goal to reduce overtourism in travel hotspots.



Nevertheless, this study is not without its limitations. First, there are uncertainties in terms of the user base of Qyer and its representativeness. Even though Qyer is known to be a platform where independent Chinese travellers share their experiences, the possibility that packaged travellers are also active on Qyer cannot be eliminated. Furthermore, it is unknown whether the sample is biased towards other subgroups of Chinese outbound travellers, such as budget travellers. In fact, research has shown that different social media platforms target different user groups [60,61]. Overall, there are various uncertainties in terms of the representativeness of the entire visitor population as there is a lack of data covering the behaviour and characteristics of the visiting population, which would be necessary to validate the sample. Second, the fact that a user has commented on a place or POI does not necessarily mean that this user has visited the place or POI to which the comment refers, even if this indicates interest. Third, even though Qyer does provide a timestamp for every comment, we found that users tend to upload their comments on various places and POIs at the same time. It is likely that they upload their posts upon return to their accommodations, where Internet access is available to them. As a result, it is impossible to retrace visitor flows and evaluate the length of stay. Finally, it was not possible to separate Chinese residents of Switzerland from the Chinese tourists in Switzerland. Residents could be those visiting less popular areas.



Regarding future research directions, the hotspots detected in this paper do not necessarily imply that the respective destinations experience effects of overtourism. There are various factors, e.,g. population size, history of a tourism destination, distribution of the value added, that leverage the symptoms of overtourism. Thus, the detected hotspots in this paper should be critically evaluated based on additional criteria. In fact, there are major issues associated with social media and blog data. The information gained from these sources may be always biased, which is an issue often associated with generalizations. So, in future studies, we plan to put even more efforts on validating/evaluating the data we used.



Furthermore, a qualitative analysis of explorative influencers might provide an adequate separation of users into independent travellers and packaged travellers so as to provide additional insights into the travel behaviour of independent Chinese travellers. A method to identify multiple visitors can lead to the possible differentiation of packaged and individual travellers as this new trend toward individualized travel has subsequently led to the emergence of new customer segments and thus constitutes new business opportunities. As was found in previous studies, the travel arrangement chosen by Chinese travellers significantly influences their information search behaviour, image perception and activities undertaken [62]. Furthermore, future analysis of UGC on Qyer linked to less well-known POIs should be investigated more deeply. To this end, an influencer analysis is possible with the existing data, and POIs that are relatively popular among users with many followers can be identified, and their characteristics can be recognized. As further points of research, other social media platforms such as Ctrip and Tripadvisor can be analysed according to our proposed method. Thus, it is possible to draw more samples from the population to improve the estimate of the true probability distribution.
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Figure 1. Reverse engineered structural data model for information extraction from the Qyer weblog. Rectangles represent entity sets, including their attributes, and arrows symbolize relationship sets instantiated by references found on the website. 
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Figure 2. System architecture for data collection, consolidation and analysis. 
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Figure 3. The relative frequency of geotagged Qyer reviews (user comments) of places in Switzerland shows a long-tail distribution (n = 15,136). 
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Figure 4. Screenshot: Frequency of comments by users per point of interest visualized on an interactive map of Switzerland. The colour and size of the markers indicate the number of comments collected per POI (data: 26 February, 2012 to 2 November, 2017). 
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Figure 5. Screenshot: Frequency of comments by users in an interactive heatmap zoomed to the area of Lucerne. 
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Figure 6. The left side indicates the sampled distribution of the number of distinct places about which users posted a review, R. The right side shows the sampled distribution of the variable F, the number of followers a user has on the social medium Qyer. Most users (60%) only commented on one place in Switzerland. Also, the majority of observed users (56%) have no followers. (n = 2984). 






Figure 6. The left side indicates the sampled distribution of the number of distinct places about which users posted a review, R. The right side shows the sampled distribution of the variable F, the number of followers a user has on the social medium Qyer. Most users (60%) only commented on one place in Switzerland. Also, the majority of observed users (56%) have no followers. (n = 2984).



[image: Ijgi 08 00493 g006]







[image: Ijgi 08 00493 g007 550] 





Figure 7. The scatterplot on the left side shows the correlation between popularity of locations L, measured by the number of users who commented on that location, and percentage of those users who have commented on more than one place,   p  (  R > 1   |   L  )   . The graphic on the right side visualizes the correlation between location popularity and the percentage of users commenting on location x who have followers,   p  (  F > 0   |   L  )   . The 21 most frequently commented on places that were reviewed by at least 50 users were taken into account as data points. The likelihood of having followers    (  F > 0  )    and reviewing multiple places    (  R > 1  )    tends to be higher for users commenting on alternative destinations with lower number of comments. 
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Table 1. Cross-tabulation of Qyer users based on their number of followers Fi and their number of reviewed places Ri.
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	Ri > 1
	Ri = 1
	Σ





	Fi > 0
	587
	674
	1261



	Fi = 0
	563
	1070
	1633



	Σ
	1150
	1744
	2894










[image: Table] 





Table 2. Cross-tabulation of Qyer users by their membership in the focus segment S = {i | Fi > 0}∩{i | Ri > 1} and their microblogging behaviour in relation to tourism hotspots.
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	i ∈ S
	i ∉ S
	Σ





	reviewed alternative destinations
	477
	982
	1459



	reviewed only hotspots
	110
	1325
	1435



	Σ
	587
	2307
	2894
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