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Abstract: Point-of-interest (POI) recommendations in location-based social networks (LBSNs) allow
online users to discover various POIs for social activities occurring in the near future close to their
current locations. Research has verified that people’s preferences regarding POlIs are significantly
affected by various internal and external contextual factors, which are therefore worth extensive study
for POI recommendation. However, although psychological effects have also been demonstrated to
be significantly correlated with an individual’s preferences, such effects have been largely ignored in
previous studies on POI recommendation. For this paper, inspired by the famous memory theory in
psychology, we were interested in whether memory-based preferences could be derived from users’
check-in data. Furthermore, we investigated how to incorporate these memory-based preferences into
an effective POI recommendation scheme. Consequently, we refer to Ebbinghaus’s theory on memory,
which describes the attenuation of an individual’s memory in the form of a forgetting curve over time.
We first created a memory-based POI preference attenuation model and then adopted it to evaluate
individuals’ check-ins. Next, we employed the memory-based values of check-ins to calculate the
POI preference similarity between users in an LBSN. Finally, based on this memory-based preference
similarity, we developed a novel POI recommendation method. We experimentally evaluated the
proposed method on a real LBSN data set crawled from Foursquare. The results demonstrate
that our method, which incorporates the proposed memory-based preference similarity for POI
recommendation, significantly outperforms other methods. In addition, we found the best value
of the parameter H in the memory-based preference model that optimizes the recommendation
performance. This value of H implies that an individual’s memory usually has an effect on their daily
travel choices for approximately 300 days.

Keywords: location-based social networks; point-of-interest recommendation; memory-based
preference; Ebbinghaus forgetting curve; collaborative filtering

1. Introduction

With the development of emerging technologies such as GPS, mobile communication and wireless
networks, location-based social networks (LBSNs), such as Foursquare, Gowalla and Facebook, have
been widely adopted worldwide. LBSNs combine social, localization and mobility functionalities,
among others, to pinpoint and precisely understand locations through the mining and analysis of
users’ location data. In contrast to traditional social networks, LBSNs display users’ geographical
information and enrich the spatial and temporal characteristics of locations with various information
drawn from users’ mobility data. Meanwhile, massive volumes of individual trajectory data are
constantly being generated and are available to be extracted from LBSNs, thereby promoting research
on real-time trajectory mining, user behaviour prediction, traffic analysis and location recommendation.
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The location-based services in LBSNs allow users to add and share locations such as restaurants,
shopping malls or cinemas [1]. One of the advantages of such geographical services is that online
users can discover points of interest (POls) for social activities occurring in the near future close to
their current locations.

Since the personal trajectories formed by online users’ check-ins are closely related to their
preferences at the check-in points over time, an LBSN contains not only historical check-ins as
trajectory-forming sequences but also many related annotations collected by means of geographic
information services [2,3]. Therefore, LBSN data effectively combine check-in trajectory sequences
with geographical information annotated with local business activities and thus provide opportunities
for researchers to derive human mobility behaviour patterns and personalized travel preferences, from
which POIs can be further predicted and recommended for individuals [4-7].

POl recommendation is quite different from e-commerce recommendation, which can be performed
anywhere at any time and is less strongly affected by various contextual factors. In contrast, location
recommendation is relevant when people are travelling, and their travel decisions can easily be affected
by various contextual factors, especially their times of travel and spatial locations. For example, in the
evening, people may tend to prefer to go to a restaurant for dinner or to a bar for entertainment rather
than to the library to read a book. Thus, if a person is recommended a library as a POl in the evening,
they will likely not be satisfied.

Among the various factors influencing POI preferences, individuals” psychological effects have
been largely ignored in existing research on POI recommendation. For example, the preferences of an
individual may be affected by personal or environmental factors, which may vary with time. Therefore,
the preference of a certain user with regard to a given POI will also vary with time. Specifically, if a
user wishes to go to a certain place, they may need to remember some experience concerning it and
know its approximate location. Obviously, such recall of a place is similar to a recollection or memory
of the user’s historical impression of that place, which is strongly related to past check-ins. In this case,
we are interested in the memory-based preference derived from users’ check-ins. Consequently, in
this study, we refer to classical psychological research on memory, as founded by the famous scholar
Ebbinghaus. Ebbinghaus’s theory on memory can be modelled in the form of a forgetting curve, which
imitates the attenuation of an individual’s memory over time [8].

Based on the above understanding, in this paper, we propose a memory-based POI preference
attenuation model for calculating the similarity of preferences between people. To achieve this objective,
we first consider several essential factors: (1) the mobility trajectories of online LBSN users, which
illustrate their spatial preferences regarding POls, and (2) a memory-based preference attenuation
model based on Ebbinghaus’s forgetting curve. Then, by integrating the above two factors, we define a
novel measure of the similarity between online LBSN users based on the memory-based preference
model. Furthermore, we propose a novel collaborative filtering model based on the proposed similarity
for POI recommendation, which considers the characteristics of users” memory-based preference
attenuation. We demonstrate the effectiveness of our proposed method via 10-fold cross-validation on
a real data set crawled from Foursquare. The results show that our method based on memory-based
preference significantly outperforms other methods.

The organization of the paper is as follows. Section 2 summarizes the related work. Section 3
provides an overview of the proposed memory-based POI recommendation method. Section 4 presents
the results of an experimental evaluation of the proposed method and a corresponding parameter
analysis. Section 5 offers some further discussion and concludes the paper.

2. Related Work

2.1. Collaborative Filtering for POI Recommendation

LBSN-based POI recommendation uses such information as a user’s historical check-in records to
predict the location in which the user is most likely to be interested at present and recommend that
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location to the user [9]. Collaborative filtering, as a widely used basis for personalized recommendation
algorithms, is also the main foundation for methods of POI recommendation and heavily relies on
user—POI check-ins [10]. The basic assumption of collaborative filtering is that the historical records
of a person’s check-ins reflect their interest in POIs; thus, a user’s preferences can also be discovered
from the frequencies of their visits. Therefore, if sufficient historical check-in data are available for a
user, then their preferences can be predicted [11]. Based on this assumption, in collaborative filtering
methods, user preferences are typically first represented as vectors of historical visits to identify
people with similar preferences; then, recommendations are provided based on the visit frequencies of
similar individuals.

Collaborative filtering methods for POl recommendation can be further divided into memory-based
and model-based algorithms [10]. Memory-based algorithms include user-based and item-based
collaborative filtering. In these methods, the target user’s preferences are predicted by aggregating the
scores of similar users or POIs based on a similarity measure or some specific relationship [4,12,13].
Related studies have captured users’ potential demands and relatively stable tastes by exploiting
measurable relations between individuals and POlIs from historical visits and thus have extracted
preference similarities from trajectories [2,3,14,15].

Model-based algorithms recommend certain POIs to users by calculating preferences that indicate
their likelihoods of visiting different POls. These preferences are calculated by deriving a model
built on the data set as a whole [16]. Typical model-based methods include matrix factorization and
Bayesian probabilistic modelling. Matrix factorization has been applied to combine geographical data
with social information [5-7]. For example, Liu et al. predicted user preferences regarding POlIs by
using a probabilistic factor model combining probabilistic matrix factorization with a Poisson factor
model [17]. Yin et al. proposed a probabilistic generative model for user rating profiles based on latent
Dirichlet allocation [18].

2.2. Context-Based POI Recommendation

Although the advantage of adopting collaborative filtering for POI recommendation is that there is
almost no need to know any additional characteristics of the users or POIs, various related information
does help to capture users’ preferences regarding POIs. Therefore, context-based POI recommendation
methods have recently received considerable attention.

Context is usually defined in terms of certain descriptions of the features of the POlIs visited
by a user. Contextual factors have been demonstrated to exert significant influences on individuals’
preferences [19]. For instance, environmental factors have an important impact on people’s activities
and potential travel demands [20,21]. Considering such contextual information, such as geographic,
temporal and social factors, makes it possible to capture individuals’ POI preferences to provide further
information for POI recommendation.

Context-based methods have obvious advantages over traditional methods by virtue of modelling
various contextual factors [19]. Based on LBSN data, recent studies have attempted to improve the
accuracy and efficiency of POI recommendation by considering temporal information [22], location
tags [23], geographic semantic information [24] and both social and categorical correlations between
people and POIs [25,26]. For example, Yin et al. proposed a unified probabilistic generative
model, namely, the Topic-Region Model (TRM), for discovering the semantic, temporal and spatial
patterns of individuals’ check-in activities and modelling their joint effects on users’ decision-making
regarding POIs [25]. Baral and Li proposed a matrix factorization method named GeoTeCS for
integrating geographical, categorical, social and temporal information into a single model for POI
recommendation [5]. Hung et al. identified user communities by analysing users’ trajectories in
order to predict user locations based on the similarities among the trajectories of users in the same
community [27]. Xiao et al. incorporated semantic location categories into the calculation of user
similarity [28]. Other studies have achieved improved recommendation performance by representing
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users’ preferences by means of semantic descriptions and similarity calculations, group preference
analysis [29] or trust relations among individuals [30].

2.3. Temporal Factors and Ebbinghaus’s Forgetting Curve

In previous studies, temporal factors have often been considered to represent dynamic
characteristics such as periodicity, non-uniformity [31] and consecutiveness [32]. Most previous
studies have focused on periodic temporal patterns, such as hour-of-the-day and day-of-the-week
patterns at a given timestamp. Some recent studies have extracted the correlations among consecutive
check-ins to improve POI recommendation performance [31]. For example, the time dimension has
been divided into periodic time slots to make use of periodic temporal properties [33]. Recent studies
have modelled sequential patterns in LBSN data to capture the spatio-temporal continuity of users’
check-in behaviours for time-specific scenarios [34].

According to the literature, individuals’ POI preferences are also associated with temporal factors,
which strongly influence most of the abovementioned contextual factors [19], as well as factors such as
daily travel habits, lifestyle and characteristics of the current location and surrounding environment,
which will gradually lead to changes in people’s POI preferences over time.

In reality, an individual’s memory is another important temporal factor that influences their
check-in behaviours, but this factor has not been addressed in previous studies on POI recommendation.
For a suitable related theory, we can refer to the well-known psychological theory developed by
Ebbinghaus, namely, the forgetting curve, which represents the temporal evolution of a person’s
memory. Ebbinghaus believed that the attenuation of a person’s memory is a regular but unbalanced
process, as shown in Figure 1. Initially, the forgetting speed is very fast, and it subsequently
becomes increasingly slower. He hypothesized that the basal forgetting rate differs little between
individuals [35,36]. Relevant research indicates that the forgetting curve shows an initial rapid
drop, followed by a slower decrease over time; this behaviour can be simulated by an exponential
function [37].
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Figure 1. Memory values on the forgetting curve.
2.4. Limitations of Existing Studies

Although previous studies have predicted individuals’ behaviours based on static preferences for
POI recommendation, there has not yet been an attempt to capture dynamic changes in preference,
especially in the form of attenuation over time in a manner consistent with people’s memory. Therefore,
current studies lack effective methods of integrating memory-based preferences, which greatly limits
the degree of intelligence that can be achieved in POI recommendation.

Since existing studies rely on the assumption that a person’s preferences remain static over time,
the effects and patterns of preference changes over time related to people’s daily check-ins have been
largely ignored. Specifically, an individual’s earlier check-in records should be considered to reflect
less accurately their current preferences compared with recent check-in records, and thus, they should



ISPRS Int. |. Geo-Inf. 2019, 8, 279 50f 15

play a less important role in POI recommendation. Consequently, it is obviously unreasonable to
directly use early historical data to analyse users’ travel preferences, as this will lead to a reduction in
the efficiency of POI recommendation in LBSNs [38].

However, the question arises of how one can capture the patterns of time-related changes in
preference, which are related to individuals” subjective feelings. To answer this question, we resorted
to the well-known psychological theory on memory proposed by Ebbinghaus, in which the attenuation
of a person’s memory over time is represented in the form of the forgetting curve [8,37]. Inspired by
this theory, we established a memory-based preference attenuation model to represent individuals’
preferences regarding POIs. Furthermore, we proposed a novel POI recommendation method that
incorporates this memory-based preference model based on Ebbinghaus’s forgetting curve.

3. Methods

3.1. Overview of the Proposed Method

The proposed method is designed based on the understanding that an individual’s preferences
regarding POIs can be represented by a forgetting curve in accordance with the memory theory of
Ebbinghaus from the field of psychology. As briefly illustrated in Figure 2 (see Table 1 for explanations
of the notations), this method is composed of six sequential steps. First, we collect historical check-ins
from the LBSN website to capture individuals’ daily travel histories, with a timestamp for each check-in.
Second, we introduce the memory-based preference attenuation model to describe the preference
attenuation of a given individual in terms of the difference in date between the current check-in and a
historical check-in at a POI. Third, for each check-in of an individual at a POI, we generate a value
based on the accumulated values obtained from the proposed preference attenuation model. Fourth,
we calculate the user similarity matrix for each pair of users in the LBSN in accordance with their
check-in values for different POIs. Fifth, based on these similarity matrices, we adopt a collaborative
filtering method to predict the levels of the user’s preference with regard to their unvisited POls. Sixth,
based on the ranked POlIs for each individual, we select the top N POls as the recommendation list.

The detailed steps of the method are described in the following subsections. Before we present
our proposed model and algorithm, essential notations are defined in Table 1.

Table 1. Notations.

Notation Meaning
u set of all users in the LBSN
P set of all POIs in the LBSN
u auser,uecl
p aPOLpeP
n number of users in the LBSN
m number of POIs in the LBSN
numy, p number of check-ins of user u at POI p
doy date of the current check-in
d date of a check-in before the current check-in
H a threshold on the time interval between the current date dy and the earliest date in
the check-in records
Cup a binary variable indicating whether u has checked in at p; ¢y, p =1 0r 0
Cu,p,d a binary variable indicating whether u checked in at p at time point d; ¢, 4 =10r 0
cu, p(d, do) check-in value for user u at POI p at time point d relative to an observation point dy

Cupdo total check-in value of p for u at the current check-in date dj
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Figure 2. Flowchart of POI recommendation considering memory-based preference similarity.
3.2. Memory-Based Preference Attenuation Model

Based on the Ebbinghaus forgetting curve introduced in Section 2.3, we assume that an exponential
function can be used to represent the memory-based evolution of a person’s preferences regarding
POIs because the evolution of a person’s memory has been demonstrated to be similar to that of their
preferences [39].

We regard the horizontal axis of the forgetting curve as representing the difference between the
current time and a previous check-in time, and we consider the memory value on the vertical axis to
represent the weight of a check-in. The attenuation rate describing the change in a user’s preference
regarding a certain POI between different time intervals is assumed to be similar to the forgetting
process related to their memory of that POIL Thus, the preference curve is assumed to show an
exponential downward trend over time; that is, the closer a previous check-in time is to the current time,
the more informative it is regarding the user’s current preference. Therefore, we define a memory-based
preference attenuation function that has the same form as Ebbinghaus’s forgetting curve:

Fup(d,dg) = e~ Hld=ol (1)

where dj is the current check-in date and 4 is a check-in date from the user’s historical records; usually,
the value of dy should be no less than d. H represents a threshold on the time difference between
the current date and the earliest date in the check-in records. When d is equal to the current date d,
the value of f is 1, which means that no time-based decay has occurred. The greater the absolute
difference is between d and the current date dy, the smaller the value of f.

In Figure 3, the time-related value |d — dj| is plotted on the horizontal axis, and the vertical axis

represents a time-weighted value. We observe that the smaller the time interval between the two dates
ld—dg|
do and d is, the larger the value of e # *. That is, we assign a higher weight to more recent check-in

behaviour. Consequently, inspired by the forgetting curve, we introduce a memory-based preference
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attenuation function to make the value of each check-in more consistent with the dynamic changes in
users’ check-in behaviour over time. Thus, we emphasize more recent check-ins while reducing the
influence of earlier check-ins on POI recommendation.
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Figure 3. Memory-based preference attenuation curve, where y =e¢™ # and0<e™ H <1.

3.3. Check-In Values with Memory-Based Preference Attenuation

A user’s check-ins in an LBSN are composed of special places at discontinuous time points and
reflect exactly the user’s daily travel destinations and interests, for purposes such as tourism, exercise
and social activities. Hence, there is a strong correlation between the number of check-ins at a POI and
the degree of interest of the user. That is, the more times a user u checks in at a POI p, the higher their
interest in p. This fact suggests that two users have common preferences if they have similar check-in
histories [13]. Therefore, to reflect the intensities of user interest in different POIs, we use the number
of check-ins of user u at POI p rather than simply whether u has checked in at p. We then transform all
check-ins of all users into a user—POI matrix, as follows:

€11 Cin
Ciuxn = . (2)

Cm1 *°° Cmn

To consider the influence of time-based attenuation on user preferences, it is necessary to consider
the effect of time on check-in values. We can then incorporate the memory-based preference attenuation
function introduced above as a weight on the preference similarity with respect to users’ timestamped
POI check-ins. We adopt ¢, 4 to denote whether u checked in at p at time point d and ¢y ,(d, dp) to
denote the check-in value for user u at POI p at time point d with respect to an observation point dy.
We calculate ¢, ,(d, dp) as follows:

_ L1y
Cu,p(d, dg) = Cupde ld—dol .
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Then, we can consider both the number of check-ins and the memory-based preference attenuation
function to define the check-in value ¢, 4, for user u at POI p at the current time point dp:

N — L |d—do|
e = E ¢, e~ HIA=do 4
u,p,do i g u,p,d ’ ( )

where num, , represents the total number of check-ins of u at p before the current date dy, ¢, 4 represents
ld—dg|
whether u checked in at p on the dated and e™ 7 * is the time attenuation factor. The recommendation

effects under different thresholds H can be tested through experiments. Figure 4 illustrates a toy
example of the memory-based preference value for each check-in of an individual.

2019.1.1 2019.1.31
Yaoa
A
2019.3.21 2019.3.23 2019.3.25
2019.2.1 2019.3.31
O . O_O & & 0O >
A\ 4 v
This check-in value for This check-in value for Gym This check-in value for
Caffee shop is the highest center is the second Playground is the lowest
among the 3 POls highest among the 3 POls among the 3 POls

Figure 4. Memory-based preference value for each check-in. The memory-based preference values of
the check-ins at Coffee Shop, Gym Centre and Playground between 2019.1.1 and 2019.3.31 are considered
for an individual. Obviously, focusing on the most recent observation time point for each POI (i.e.,
the dates between 2019.3.21 and 2019.3.25), the value of the check-in at Playground on 2019.3.25 is the
lowest, whereas the value of the check-in at Coffee Shop is the highest among the three POIs.

3.4. User Similarities in Terms of Memory-Based Check-In Values

After considering the influence of user preference changes, we adopt the cosine method to
calculate similarities based on the memory-related check-in values, such that new data are given
higher weights, and we consider that the change in user travel preferences will be similar among
similar users. The process of calculating the improved similarity is as follows: let U be the set of
users with check-in data, where u, v € U, and let P be the set of check-in locations, where p € P. ¢,
represents the check-in value of user u at POI p based on the number of check-ins and the effect of
the memory attenuation function. To calculate the cosine similarity sim(u, v) between users u and v,
we first construct a historical check-in vector for each user consisting of their check-in value at each
POL Then, we calculate the cosine similarity between these two vectors. Finally, the cosine similarity
calculation is used to obtain the memory-based preference similarity for u and v:

Z cl, 614, '@v,
sim(u, v) = P PP . 5)
\/ZpEL Cup? \/ZpeL Cop”

The range of the value sim(u, v) is [0, 1]; users u and v are considered completely dissimilar to
each other if sim(u, v) = 0, whereas these two users are considered completely similar to each other if
sim(u, v) = 1.
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3.5. POI Recommendation with the Memory-Based Similarity Model

We can now use the memory-based preference similarities between all users in an LBSN to
recommend POls at which users have not previously checked in. We first sort the similarity values
calculated for the target user u in descending order and select the k users who are most similar to u as
the nearest neighbourhood, denoted by neighbour(u, k). We then adopt the weighted average method
to predict the check-in value for each POI for u and generate a recommendation list for them. In detail,
for each v € neighbour(u, k), we calculate the memory-based preference similarity between u and v,
denoted by sim(u, v). Next, we take sim(u, v) as the weight of the check-in value ¢, for each POl p at
which v has checked in before but u has not. For all k users most similar to u, we weight the check-in
values for u as follows: Y. oencighbour(ik) sim(u,v)-¢,p. Thus, we obtain a score corresponding to p for u,
denoted by score(u, p). Finally, we rank the check-in values score(u, p) for all POls at which u has not
previously checked in in descending order to obtain the recommendation results for u:

1

score(p) sim(u,v)-Cyp. (6)

Zveneighbour(u,k) sim (u, Z)) Zveneighbour(u,k)

3.6. Methods for Comparison

For a given user, the user-based collaborative filtering method is as follows. First, the similarities
between that user and all other users are calculated, and then, a prediction for a POl is produced by
considering a weighted combination of the other users’ check-in records at that POIL. More specifically,
let v € U denote a user in the user set U, and let p € P denote a POl in the POl set P [33]. We set ¢y, = 1if
v has checked in at p before and ¢;;, = 0 otherwise. For a user u, the recommendation score representing
the likelihood that u will check in at a POI p that they have not visited before is computed using the
following equation, where s, , is the similarity between users u and v. We use the abbreviation U-CF to
denote this method in the following sections.

P Yo Su,vCo,p
a Yo Sup

@)

3.7. Evaluation and Validation Methods

3.7.1. Validation Method

We partitioned the known check-ins of users at POIs into training data and test data based on the
timestamps of all check-ins in ascending order. The training set consisted of the earliest 80% of the
check-ins, and the test set consisted of the most recent 20% of the check-ins for all users. Users with no
check-ins in the test set were removed from the data set. In addition, in the test set, we removed POIs
with corresponding check-ins by users in the training set, and we used the unvisited POlIs for each user
to assess the effectiveness of our method.

For a given user, we collected a set of test POls associated with that user in the test data and
a set of control POls associated with that user in neither the training data nor the test data. Then,
we calculated concordance scores for both the test and control POIs and ranked each test POI against
all control POls in descending order of their scores. By repeating this ranking procedure for each user,
we obtained a set of ranking lists, which we used to calculate two criteria for measuring accuracy and
retrieval, as defined below.

3.7.2. Evaluation Criteria

Given a threshold L (with a default value of 10 in this paper for the calculation of all criteria),
we considered a test case to be a true positive (TP) if it ranked among the top L entries in the ranking
list, and we similarly considered a control case to be aalse positive (FP) if it ranked among the top L
entries. Then, we calculated a criterion denoted by PRE(L) as follows: TP/(TP + FP). A method with
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high accuracy will tend to have a low mean relative rank and a high PRE(L). We considered a test POI
to be successfully recommended if that POI was ranked among the top L entries in the ranking list.
For a user u with several POls in the test data (where the number of POIs for user u in the test data is
denoted by D), we counted the number of successful recommendations among these POlIs, denoted
by Ry, and calculated the fraction of successfully recommended POlIs to obtain the recall for this user
as follows: p, = R,/D,,. Finally, by averaging the recalls for all users with at least one POI in the test
data, we obtained the overall recall under the threshold L, denoted by REC(L). In this paper, we set
L =10 for the calculation of this criterion. A method with a higher recommendation accuracy will
exhibit a higher recall.

4. Results

4.1. Data Set

The data set was crawled from Foursquare, a mobile service website based on users’ location
information (location-based service). Foursquare encourages users to share their real-time locations,
and each check-in represents a location the corresponding user has visited at a specific time, such as a
restaurant or attraction, as shown in Figure 5. We focused on New York City, which is the city with the
largest number of check-ins among all cities in the Foursquare data set. The data set contains five fields:
user ID, check-in time, check-in venue, longitude and latitude of check-in and check-in date. We developed a
Python script to crawl the related fields from Foursquare and ran the script on our computing cluster
to download the data. The same computing cluster was later used to conduct the experiments.
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Since we wished to study user POI preferences, we deleted locations such as home and company
for each user. To avoid sparsity of the data set, we removed users with fewer than 10 check-ins as well
as POIs with fewer than 10 check-ins. After these deletions, the data set contained 3937 users, 5766
POIs and 190,356 check-ins with dates from April 3, 2012, to September 16, 2013. The statistics of the
data set are given in Table 2.

Table 2. Statistics of the data set.

# of Users 3937
# of POIs 5766
# of Check-ins 190,356

# of Check-ins per User 48
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Table 2. Cont.

# of Check-ins per POI 33
Time Period 2012.4.3-2013.9.16

4.2. Improvement of Recommendation Performance

Here, the traditional user-based collaborative filtering recommendation algorithm is denoted
by U-CF. Recommendation based on memory-based changes in user preference is denoted by
U-CF-Memory. N values of 5, 10, 15, 20, 25 and 30 are considered.

We assessed the performance of each method using the three criteria defined in the methods
section; the results are summarized in Figure 6 and Table 3. Our proposed method clearly outperforms
U-CF. With regard to the recommendation precision (at a rank cut-off value of N = 10), our proposed
method U-CF-Memory achieves a precision (PRE) of 2.16%, which is significantly higher than that
of U-CF (1.59%), corresponding to an increase of 35.85%. In terms of the recommendation retrieval
performance (at a rank cut-off value of N = 10), U-CF-Memory achieves the higher recall (REC), with a
value of 8.61%, outperforming U-CF (6.11%) by 40.92%. With regard to the f-value, U-CF-Memory
achieves a value of 3.46% (at a rank cut-off value of N = 10), outperforming U-CF (2.52%) by 37.3%.
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3 A 13 | U-CF B 4.2 c
28 12+ |C__JU-CF-Memory 3.9
26 1 36
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Figure 6. Comparison of recommendation performance. (A) Precision of the top N recommendations.
(B) Recall among the top N recommendations. (C) F-value of the top N recommendations.

Table 3. Comparison of recommendation performance.

N=5 N=10 N=15
PRE REC F PRE REC F PRE REC F
U-CF 2.22 4.30 2.93 1.59 6.11 2.52 1.26 7.23 2.14
U-CF-Memory 3.11 6.23 4.15 2.16 8.61 3.46 1.74 10.35 2.98
N=20 N=25 N=30
PRE REC F PRE REC F PRE REC F
U-CF 1.10 8.51 1.94 0.95 9.37 1.73 0.87 10.24 1.60
U-CF-Memory 1.45 11.21 2.56 1.26 12.28 2.29 1.14 13.25 2.10

The above experimental results are all based on a rank cut-off value of N = 10. We also analysed
the influence of different rank cut-off values (N = 5, 15, 20, 25 and 30); however, we found that the
selection of the rank cut-off value did not affect our conclusion. More specifically, although the values
of the evaluation criteria are different for different rank cut-off values, our method, U-CF-Memory,
uniformly outperforms U-CF at all cut-off values in terms of all three criteria. Therefore, the selection
of the rank cut-off value is not an important issue in regard to the comparison of the different methods.
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4.3. Robustness to Parameter Values

Our method has one parameter: the memory attenuation index (H). By default, this parameter is
set to H = 300. However, we also assessed how the parameter H influences the performance of our
proposed method.

We varied the memory attenuation index H from 1 to 500. As shown in Figure 7, the performance
of U-CF-Memory at different values of this parameter suggests that the results are robust to this
parameter over a wide range of values around the default. Taking the precision as an example, at the
default value of H, the PRE value is 2.16%. As H decreases, the PRE value initially decreases only
gradually, reaching 1.96% at H = 40. However, when H is less than 40, PRE decreases more dramatically
with decreasing H, reaching 1.08% at H = 1. Thus, the curve of PRE vs. H suggests that a small value
of H is not preferred. By contrast, as H increases towards larger values, the PRE value decreases slowly
to 2.12% and then reaches a plateau, suggesting that large values of H are preferred.

The REC metric exhibits a pattern similar to that of PRE. However, these two retrieval measures
(i.e., the recall and precision) show different unimodal patterns, with a single peak occurring around
the default value of H. Taking the recall as an example, at the default value of H, the REC value is
8.61%. As H decreases, the REC value initially decreases slowly, reaching 7.78% at H = 40. When H is
less than 40, REC decreases at a much faster rate to 4.25% at H = 1. By contrast, as H increases towards
large values, REC decreases at a slower rate, reaching 8.41% at H = 500.

Taking all these criteria into consideration, we conclude that U-CF-Memory is robust to the
memory attenuation index H when it takes values larger than the default (300). Larger H values
will result in only a minor loss in recommendation accuracy and thus are acceptable in most cases.
However, smaller H values will, in general, lead to a dramatic loss in recommendation performance.
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Figure 7. Influence of different values of the memory attenuation index H on recommendation
performance (at a rank cut-off value of L = 10). (A) Precision with different H values. (B) Recall with
different H values. (C) F-value with different H values.

5. Discussion and Conclusions

In this paper, we proposed a novel method of generating personalized recommendations by
exploring the effects of memory-based attenuation of preferences regarding POls in a user-based
collaborative filtering framework. We demonstrated the superior performance of our method compared
with the existing approach by means of systematic validation experiments and comprehensive
evaluation criteria. The main contributions of our work can be summarized as follows. First, the
results of our method demonstrate that making use of the time series of check-in values instead of only
summary statistics (e.g., check-in counts) can enable a more effective utilization of the data, thereby
greatly improving the recommendation performance. Second, the results of our method show that
weighting the check-in values using a memory-based attenuation mechanism is an effective means
of using such data. Specifically, this sophisticated formulation, motivated by the memory theory of
Ebbinghaus from the field of psychology, emphasizes check-in values that are closer to each other in
the time series and thus leads to superior performance. Third, our method utilizes a collaborative
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filtering framework to make recommendations while considering the user similarities derived from
the proposed memory-based mechanism and thus combines advantages of both collaborative filtering
(e.g., a low computational burden) and the memory-based attenuation formulation (e.g., more precise
user similarity matrices).

Our method has the following limitations. First, although we have presented comprehensive
simulation experiments to assess the influence of the parameter H, a theoretical analysis of the optimal
value of this parameter remains to be conducted. One possible approach is to convert the adjusted user
similarity matrix into a complex network and then study how the global properties of this network
(e.g., the degree distribution and the scale-free property) change with the parameter H. However, the
main difficulty in this approach is that the conversion of the user similarity matrix into a network may
itself require certain threshold values, which may be controversial. Second, the proposed method lacks
a means of location analysis. The memory-based preference mechanism for POI recommendation
can be further extended in terms of locations. Different locations have different characteristics, such
as categories, visual features, recommendations by individuals, related activities and geographical
features. Naturally, we may ask whether these characteristics exert any distinctive influence on the
attenuation of individuals” preferences among different locations. If so, the question arises of which
characteristics affect these differences in attenuation most significantly. To further investigate these
questions, we will need to incorporate additional information about specific locations, and we may
need to cluster location information to reveal the fundamental rules governing the attenuation of
individuals’ preferences regarding POIs. We may then incorporate any resulting findings into our POI
recommendation method.

Certainly, the proposed method can be further investigated from the following perspectives.
First, although our method in its current form is designed on the basis of the user-based collaborative
filtering framework, the basic idea of our method could be straightforwardly incorporated into
item-based collaborative filtering approaches by simply applying the memory-based preference
attenuation function to the POI similarities derived from check-in data. It would also not be difficult
to incorporate our idea into content-based methods by using the proposed preference function to
adjust the POI similarities calculated based on the analysis of POI contents. Second, although most
current collaborative filtering methods primarily use historical data to calculate user similarity scores,
it has become increasingly feasible to incorporate users’ social networks and social tagging systems
into a collaborative filtering framework to enhance the derivation of user similarities. Intuitively,
information such as the preferences of friends and the correlations of social tags between friends
should be beneficial in helping a POI recommender system to overcome known issues such as data
sparsity and the cold-start problem. One of our future research directions will be the integration of
such valuable information into the proposed method.

Based on the outstanding performance of our method, we expect that it can be incorporated into a
variety of applications, including but not limited to the recommendation of POIs, bookmarks, news
and academic resources. Of particular interest would be the incorporation of our method into the
study of social networks. For example, the recommendation of friends has now become a common
functionality in most instant messaging applications for smart phones. The adaptation of our approach
for such a scenario could result in a method capable of recommending an appropriate list of friends.
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