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Abstract: Low-cost, commercial RGB-D cameras have become one of the main sensors for indoor
scene 3D perception and robot navigation and localization. In these studies, the Intel RealSense R200
sensor (R200) is popular among many researchers, but its integrated commercial stereo matching
algorithm has a small detection range, short measurement distance and low depth map resolution,
which severely restrict its usage scenarios and service life. For these problems, on the basis of
the existing research, a novel infrared stereo matching algorithm that combines the idea of the
semi-global method and sliding window is proposed in this paper. First, the R200 is calibrated.
Then, through Gaussian filtering, the mutual information and correlation between the left and right
stereo infrared images are enhanced. According to mutual information, the dynamic threshold
selection in matching is realized, so the adaptability to different scenes is improved. Meanwhile,
the robustness of the algorithm is improved by the Sobel operators in the cost calculation of the energy
function. In addition, the accuracy and quality of disparity values are improved through a uniqueness
test and sub-pixel interpolation. Finally, the BundleFusion algorithm is used to reconstruct indoor 3D
surface models in different scenarios, which proved the effectiveness and superiority of the stereo
matching algorithm proposed in this paper.
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1. Introduction

Indoor 3D environment perception technology is one of the key technologies for robot positioning
and navigation, virtual reality, augmented reality and indoor mapping and localization [1–7]. With the
rapid development of sensor technology, there are many devices that can be used for the point cloud
acquisition and surface modeling of indoor scenes, such as LiDAR [8], RGB cameras [9], RGB-D cameras [5]
and other commercial sensors, which are widely used in indoor 3D perception. The RGB-D camera
combines the characteristics of two types of sensors, LiDAR and RGB cameras, to obtain point cloud
data and RGB image data output in a time series, which is more conducive to real-time acquisition
and the update of indoor 3D spatial structure and texture information. Moreover, it is inexpensive
compared with devices integrating LiDAR, and covers extensive research and application prospects
in close-range indoor 3D perception. One of the earliest consumer commercial RGB-D sensors is
Apple’s Prime Sense sensor, which uses structured light (SL) to implement scene perception technology.
Similar devices include the Microsoft Kinect v1 and the Asus Xtion [10]. Microsoft then released the
Kinect v2, a version of the RGB-D camera that uses the time-of-flight (ToF) principle for distance
sensing, with a high frame rate, but a lower depth map resolution [11,12]. The emergence of RGB-D

ISPRS Int. J. Geo-Inf. 2020, 9, 472; doi:10.3390/ijgi9080472 www.mdpi.com/journal/ijgi

http://www.mdpi.com/journal/ijgi
http://www.mdpi.com
https://orcid.org/0000-0002-0722-028X
http://www.mdpi.com/2220-9964/9/8/472?type=check_update&version=1
http://dx.doi.org/10.3390/ijgi9080472
http://www.mdpi.com/journal/ijgi


ISPRS Int. J. Geo-Inf. 2020, 9, 472 2 of 16

cameras that include an infrared texture projector with a fixed pattern means RGB-D-style cameras
have a higher depth map resolution, especially in close-range indoor 3D perception, where they can
obtain completer and more accurate data. Intel’s portable consumer-grade RGB-D cameras are the
main sensors, including the Intel R200 (2015), D415 and D435 (2018), which are based on active stereo
vision (ASV) for data acquisition and processing. Specifically, the technology typically uses one NIR
texture projector paired with two NIR cameras for depth estimation [13]. With the advent of low-cost,
portable RGB-D sensors, RGB-D cameras based on ASV are not sensitive to indoor textures, so there are
a growing number of commercial companies and researchers interested in using such RGB-D cameras
for 3D perception of indoor scenes [14]. Among them, the R200 is a representative RGB-D camera
based on infrared speckle and stereo vision technology for the depth estimation of indoor scenes.
Many researchers use it for robot indoor navigation and positioning, indoor 3D Mapping and other
research [15]. The binocular stereo matching module provided by Intel on the R200 is based on a local
matching method. Although it can match infrared stereo images with a higher frame rate, its depth
map has the problem of many holes and a short valid detection distance. Specifically, the hole rate will
often reach 40%, and the valid detection distance is less than 4 m. This is a limitation in much indoor
3D reconstruction and mapping work that requires dense 3D perception, which makes it unable to
work well for many usage scenarios and requirements.

In view of the current performance and deficiency of the R200 commercial matching algorithm,
a novel stereo matching algorithm, called Infrared Stereo Semi-Global Matching Algorithm (ISGSM),
is proposed on the basis of the work of Semi-Global Matching (SGM) [16]. This method is based on
the characteristics of an infrared speckle image. It adopts the strategy of a semi-global and sliding
window, by which it can incorporate more data into the cost calculation. In this way, higher-quality
stereo matching will be achieved, so that the obtained depth map has better integrity and higher
accuracy, and significantly increases the detection range and accuracy of the R200. The validity and
superiority of the method are verified by the experimental comparison and analysis of the R200′s
commercial algorithm [17] and the representative stereo matching algorithms [18]. The following
sections of this paper are arranged as follows: Section 2 outlines the research progress of existing
stereo vision technology; Section 3 introduces the existing typical algorithms, and describes the newly
proposed ISGSM algorithm in detail; Section 4 explains the experimental methods and analyzes the
experimental results; Section 5 is the discussion based on the experimental results; and Section 6 is
the conclusions.

2. Related Work

At present, research on depth maps through the stereo vision technique is a research hotspot in the
field of photogrammetric computer vision. It calculates the depth map of the scanned scene through
matching of the images, and then can acquire dense unstructured point cloud data, which is the core
technology for 3D scene perception and semantic segmentation. According to the characteristics and
principles of these stereo matching algorithms, they can be simply divided into local methods and
global methods [16]. The local methods mainly use the local information around the pixel of interest to
calculate, involving less information and lower computational complexity. Common local matching
algorithms include area-based and feature-based methods. The area-based matching algorithm is
based on the principle of photometric invariance. The gray level of the neighborhood window is
often used as the matching unit, and the correlation degree is used as the distinguish basis. In this
way, a denser disparity image will be obtained. Among them, the more common one is the BM
(Block Matching) algorithm [18]. Its prominent shortcoming is that the sharpness of the change
of the correlation function is often insufficient in the texture-less area, and it is difficult to retain
depth continuity, so it is unlikely to obtain accurate matching results. In view of these problems,
Zabih et al. [19] have carried out some research improvements. They promoted rank transform to
Census transform, so that they could avoid the correlation phase altogether and simply match pixels
according to a set of semi-independent measures. The feature-based matching algorithm is based on
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the principle of geometric invariance, which can overcome the shortcoming of the area-based matching
algorithm’s sensitivity to texture-less areas to a certain extent. Due to the statistical properties of the
feature units and the regularity of the data structure, it is suitable for hardware design. However,
there are problems where dense disparity images need to be attached to a more complex interpolation,
and the performance of feature matching results relies heavily on the precision of the feature extraction.
Prince [20] uses the local energy method to identify multi-directional subpixel features, and detects
multiple types of features for matching, which improves the capability of feature-based local matching
algorithms. However, most local matching algorithms are sensitive to noise, and the matching effect is
not ideal in texture-less areas, occlusion areas or areas of discontinuous disparity. The global matching
algorithms transform the matching problem of corresponding points into a global optimization problem
of finding an energy function, the core of which lies in the energy function construction method and
energy function optimization solution strategy. There are common global algorithms, such as Dynamic
Programming [21], Graph Cut [22] and Belief Propagation [23]. Scharstein et al. [24] evaluated the
performance of various optimization strategies and pointed out that Dynamic Programming can
quickly search the optimal solution while satisfying the corresponding point sequence constraints.
Its essence is finding the least matching cost paths between left and right images, providing global
support for locally texture-less areas and, thereby, improving the matching accuracy, but it cannot
effectively confluence the continuity constraints in horizontal and vertical directions. The matching
accuracy of global algorithms is higher than that of the local algorithms, and the edges of the objects are
also kept better. Unfortunately, the complexity of global algorithms is higher, and the processing time
and hardware costs increase, which consume more memory during runtime. Therefore, it is difficult to
achieve real-time processing and its application scenarios are relatively limited.

In view of the advantages and disadvantages of global methods and local methods in the stereo
vision technique, the semi-global algorithm has attracted the interest of researchers and the attention
of the industry. One of the most representative is the SGM algorithm [16], which combines the
advantages of local methods and global methods, performs 2D global optimization by constraining
the 1D path in multiple directions, and maintains higher efficiency while obtaining higher quality
disparity images [16,25,26]. Meanwhile, the semi-global matching algorithm is less complex than
global methods and can be processed in real time. In addition, the accuracy and detection distance
of the semi-global matching algorithm, as well as the quality of disparity images, are significantly
higher than local matching algorithms, which provides stunning visual effects and the ability for
fine 3D perception. Therefore, the research on semi-global matching has become the research focus
of the current stereo vision technique, especially in many indoor application scenarios that require
both complete 3D perception accuracy and real-time processing, but it still has some shortcomings.
Many researchers have made a lot of improvements based on SGM, among which the more prominent
one is the tSGM algorithm [27]. The tSGM algorithm in SURE [28] provides a hierarchical coarse-to-fine
solution for the SGM method to limit disparity search ranges and decreases the memory demand as well
as the processing time. However, edges are not reconstructed as clearly as in the SGM algorithm [29],
which will directly reduce the accuracy and integrity of 3D perception. Considering the use of stereo
vision in structured environments, the CSGM (Consistent SGM) method [30] can handle structures well
but increases the execution time by about 30%–50%. Based on the smallest spanning tree, the MST-SGM
algorithm [31] is proposed, which has fewer matching black edges than the SGM method, but at the
same time leads to more errors, which will reduce the accuracy of depth information. Combined with
adaptive Census transformation, an improved SGM algorithm is proposed [32], which enables a
color-aware filter to deal with light changes in outdoor scenes but does not keep the edges well.
Plane fitting is performed on the basis of disparity images obtained by SGM [33], and it has achieved
good results, but the computation cost also increases, and the real-time performance is not good
enough. SGM-Nets [34] combines the SGM algorithm with a neural network, which can significantly
improve the performance under the premise of sufficient prior knowledge. In addition, there is the
SGBM algorithm [35] which can improve the accuracy of elevation estimation in the water area of
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the optical satellite imagery through adaptive block matching, but it is only applicable to the poor
texture area with an almost constant height, and its application scenarios are quite different from
indoor scenarios. To sum up, researchers have proposed many improved algorithms based on the SGM
algorithm in their respective research fields. However, there is still no perfect ready-made solution for
such problems as the complete and accurate real-time indoor perception of a medical nursing robot,
real-time precise 3D reconstruction and more accurate and subtle augmented reality experience.

3. Methodology

Figure 1 shows a complete solution of a real-time indoor 3D environment perception based on the
RGB-D camera studied in this paper. First, calibrate the R200′s cameras, and acquire RGB and infrared
images. Then, use our stereo matching algorithm to acquire depth maps. Finally, the RGB images
and point cloud obtained through depth maps are used to reconstruct the indoor 3D surface model of
experimental scenes using the BundleFusion algorithm [36] (open source). The red box in Figure 1 is
the main innovation and research content of this paper, which will be introduced and explained in
detail later.
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In the first place, we used applications integrated in Matlab R2019a to calibrate the R200 [37–39].
After the calibration, we needed to cooperate with the R200 through a portable notebook computer to
collect experimental data. In this paper, the software and hardware environment of the experimental
laptop with R200 include Ubuntu16.04 LTS, Intel (R) Core (TM) i7 CPU, 8.00 GB RAM, NVIDIA GeForce
MX150 GPU and the camera driver from librealsense-1.12.1. In the experiments, we could acquire
60 fps RGB images (640 × 480), infrared images (640 × 480) and depth maps (640 × 480) processed by
the integrated module of the R200.

3.1. Stereo Matching Algorithm

3.1.1. Stereo Matching Algorithm of the R200

R200 uses a Census cost function to compare left and right images. Thorough comparisons
of photometric correlation methods showed the Census descriptor to be among the most robust in
handling noisy environments [17]. The main mathematical models of the algorithm are shown in
Formulas (1) and (2). First, with a pixel p (i, j) in the match image R as the center, select the Census
transformation window with a size 7 × 7. Then, compare the gray value of the center point and the
pixel in the window successively. If it is larger, it is set to 1, and if it is smaller, it is set to 0. Finally,
a 0/1-bit string can be obtained [40].

C(p, d) = ⊗p∈WΦ
(
Rp, R p′

)
(1)

Φ
(
Rp, R p′

)
=

{
1 , Rp < R p′

0 , otherwise
(2)
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where W is the Census transformation window corresponding to the central pixel p, p’ is the pixel in
the window centered on p. Rp and Rp’ are the gray values of p, p’. Then, the bit string for the Census
transformation of the window at point p can be obtained. Similarly, the bit string for the search point
of the target image T is obtained. Finally, measured by Hamming distance, the level of similarity of the
two-bit strings is quantified [41]. Then, a 64-disparity search is performed, and costs are aggregated
with a 7 × 7 box filter. The best-fit candidate is selected, a subpixel refinement step is performed, and a
set of filters are applied to filter out bad matches [17].

3.1.2. Block Matching Algorithm

The Block Matching Algorithm (BM) is a typical representative local stereo matching algorithm,
which incorporates the idea of “block” [24]. BM has been proposed for a long time, and there are a
variety of derived algorithms. There is a detailed introduction and comparison in [18]. In BM, the base
image is divided into many small blocks, and each block is compared with the block collected from
the matched image. It is achieved by moving and comparing the block. The process of moving is to
simulate the movement of a small block from one position to another by creating a vector, and then
looking horizontally for the most appropriate pixel block in another image, and finally calculating
the disparity based on this. As for the matching method between blocks, SAD (sum of absolute
differences) is used as the similarity measurement function in the contrast experiment of this paper [42].
The mathematical model can be expressed by Formula (3):

C =
∑

i,j∈W

∣∣∣IL(x + i, y + i) − IR(x + i + d, y + i)
∣∣∣ (3)

where d is the disparity value at this pixel and W is the support window. The best disparity at pixel
(x0, y0) is the parameter d which minimizes the cost C. The principle of BM is simple, and its complexity
is quite low, so it has good real-time performance. However, its depth value accuracy is poor, and there
are many holes in the depth map.

3.1.3. Semi-Global Matching Algorithm

The SGM algorithm is one of the most representative semi-global matching algorithms, which is
between local and global. It has three key steps: cost calculation, cost aggregation and disparity
computation [16]. SGM has its variant. In this paper, SGM with BT [16] is selected as the
comparative method.

Cost calculation. There are many methods for cost calculation, and SGM with BT [16] chooses
the sampling insensitive measure of Birchfield and Tomasi [43] (hereinafter referred to as the BT
algorithm), which is a pixelwise matching cost calculation method based on sampling. The cost of a
match sequence is defined by a constant penalty for each occlusion, a constant reward for each match,
and a sum of the dissimilarities between the matched pixels.

Cost aggregation. Pixelwise cost calculation is generally ambiguous and wrong matches can
easily have a lower cost than correct ones, due to noise, etc. [16]. So, an additional constraint is added
to support smoothness by penalizing changes of neighboring disparities. Then, the energy E (D)
that depends on the disparity image D is defined for this. E (D) includes the pixelwise cost and the
smoothness constraints, and its specific definition of the energy function E (D) is shown in Formula (4):

E(D) =
∑

p
C
(
p, Dp

)
+

∑
q∈Np

P1T
[∣∣∣Dp −Dq

∣∣∣ = 1
]
+

∑
q∈Np

P2T
[∣∣∣Dp −Dq

∣∣∣ > 1
]

(4)

The first term is the sum of all pixel matching costs. The second term adds a constant penalty
P1 for all the pixels q in the neighborhood Np of p, for which the disparity changes no more than
one pixel. The third term adds a larger constant penalty P2 for penalizing larger disparity changes.
After constructing the energy function, the problem of matching is transformed into finding the disparity
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image D that minimizes the energy function E (D). Usually, the solution for this kind of problem
depends on the dynamic programming method, which can efficiently perform the optimization problem.
However, since the dynamic programming solution has difficulty relating the 1D optimizations of
individual image rows to each other in the 2D image, it will easily suffer from streaking [16]. Therefore,
a better idea is to consider accumulating 1D matching costs from multiple directions, not just one line.
Summing the costs of all directions, the aggregated cost S (p, d) can be better calculated.

Disparity computation. As in the local matching method, the disparity image Db of the base
image Ib is determined by selecting the disparity d that minimizes cost for each pixel p, i.e., mindS(p, d).

Finally, the matching error should be eliminated. For a pixel p on the base image Ib, since disparity
has been calculated, its corresponding pixel q on the match image Im can be calculated. If the difference
in disparity between two pixels is greater than 1, the disparity at p is regarded as an invalid value.
This step can reduce the number of mismatches.

3.1.4. Our Infrared Semi-Global Stereo Matching Algorithm

There are noises in infrared images obtained by an infrared camera, and the intensity of infrared
reflected light will be affected by factors such as the angle of incidence and distance. As mentioned
above, in order to achieve the research purpose of this paper, the existing methods do not solve all
these problems. Therefore, in order to achieve better matching of infrared images, we propose a
new infrared stereo image matching algorithm—the ISGSM algorithm for higher quality depth maps.
On the basis of SGM algorithm and other algorithms, it constructs a 2D global energy function for
global optimization and is improved for cost calculations and disparity calculations. The detailed
algorithm flow is shown in Figure 2. Subsequent experiments show that the ISGSM algorithm can
perform infrared stereo matching better than existing algorithms. In this paper, it is verified with the
R200 in indoor real-time 3D perception.
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As the infrared projector of R200 emits infrared speckle with low power and the IR images usually
lack texture [44], the reflected infrared ray in many places in the scene is very weak, or even not
present, which directly leads to the lack of texture in many areas of the infrared image, not conducive
to matching. As the matching cost directly depends on the similarity between the two primitives [35],
Gaussian filtering operation is more conducive to reduce the matching cost. Therefore, after acquiring
two infrared stereo images, we first perform Gaussian filtering on them (the default is a 3 × 3 window).
On the one hand, Gaussian filtering reduces noises of the infrared images, and on the other hand, it can
improve the correlation of the stereo infrared image. In this way, the region with a weak original signal
can be strengthened and the influence of the abnormal value can be weakened. It is shown in this
paper experiments that after Gaussian filtering, the correlation coefficient between the two images can
be increased by about 9%, and the mutual information can be increased by about 13%.

In SGM with BT [16] (intensity-based matching), as the BT algorithm is pixelwise matching,
which is easy to be interfered with by noise and has weak robustness, we integrate the idea of block
into the SGM algorithm to integrate the information in an image block for robustness [17]. The idea
is based on the BM algorithm, but the window size of “block” in the BM algorithm is a preset
constant, which is not suitable for all kinds of scenes. Moreover, when calculating the cost of the
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BT algorithm, the mutual information between left and right images is not fully utilized. Therefore,
in this paper, before calculating the cost, the dynamic threshold selection of the window size based
on mutual information is carried out, so that the algorithm can use different parameters in different
scenarios, thereby enhancing its adaptability. The implementation: after Gaussian filtering, the mutual
information between the two images is calculated, and then the size of the sliding window is selected
according to the value of the mutual information. Formulas (5)–(7) are the mathematical expression of
mutual information, and Formula (8) is the mathematical model of sliding window selection.

MIIL,IR = HIL + HIR −HIL,IR (5)

HI = −

∫ 1

0
PI(i)logPI(i)di (6)

HI1,I2 = −

∫ 1

0

∫ 1

0
PIL,IR(i1, i2)logPIL,IR

(i1, i2)di1di2 (7)

L = L
(
HIL,IR

)
(8)

where MII1,I2 is the mutual information of two images, HI is the entropy of image I, HIL,IR is the mutual
entropy of IL and IR, L is the size of algorithm window and L

(
HIL,IR

)
is a segmented function for

dynamic threshold selection.
In calculating the cost, the BT algorithm is used. Different from the original BT algorithm, the costs

of the BT algorithm used in this paper includes two parts: one is the costs calculated from the gray
value of the left and right images, the other is the costs calculated from the result of the left and right
images through the horizontal Sobel operator (SobelX). The above two parts of the costs are merged to
obtain the final costs. In this way, the similarity can be improved. It should be noted that the horizontal
gradient calculated here is not used directly but is processed in each segment. Each pixel on the image
processed by the SobelX operator is mapped into a new pixel with a function. Here, P is the pixel value
after filtering with the SobelX operator, and Pnew is the new pixel value. Then their mapping function
can be expressed by formula (9):

Pnew =


0, P < −FParam

P + FParam ,−FParam ≤ P ≤ FParam
2 ∗ FParam , P ≥ FParam

(9)

where FParam is a constant parameter used as a threshold for the subsection process. It can control the
result within a certain range and optimize the performance of the algorithm.

When performing cost calculation, this paper adopts the idea of “block” and incorporates the
information of neighborhood pixels into the calculation, which can make the result smoother. In cost
aggregation, we draw on the idea of SGM, approximating a global, 2D smoothness constraint by
combining many 1D constraints [16]. As transforming the problem of stereo matching into searching
the optimal solution of the energy function, the final result can be comparable to that of global matching
algorithms, while maintaining high efficiency.

After obtaining the preliminary disparity image, there are still some problems that need to be
optimized. The optimization in this paper mainly includes the following steps:

(1) Uniqueness test. The minimum computed cost function value should be smaller than the
second-best value to a certain extent. Otherwise, the match will be considered invalid.

(2) Sub-pixel interpolation. Since the image samples the real world, the disparity image cannot be
exactly equal to the disparity of its corresponding object point. As there is a certain deviation,
it is difficult to meet the needs of high-precision 3D perception and 3D reconstruction. Therefore,
sub-pixel interpolation is needed to improve accuracy. The interpolation formulas are shown in
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Formulas (10) and (11). Its essence is a parabolic interpolation: the disparity is the minimum
value of the parabola.

denom2 = max(Sp(d− 1) + Sp(d + 1) − 2∗Sp[d], 1) (10)

d = d +
Sp(d− 1) − Sp(d + 1) + denom2

2∗denom2
(11)

where d is the original estimate disparity at this point, Sp is the aggregated costs.
(3) Left-Right Consistency (LRC) check to eliminate errors.
(4) Point cloud growth. The point cloud in object space can be restored from the disparity image.

There is no depth data at the position in object space corresponding to the hole in the disparity
image. The point cloud around can be used to fill it, and then it can be recovered to the disparity
image, so as to repair the hole in the disparity image.

3.2. 3D Surface Model Reconstruction

3D reconstruction of real-world objects using imagery has been an active research field for decades
in computer vision as well as in the photogrammetric community [27]. After Microsoft released the
Kinect series of RGB-D cameras in 2010, the dense 3D reconstruction based on depth cameras has
stirred up research booms. Early representative work was the KinectFusion [45] algorithm proposed
by Microsoft’s Newcombe in 2011. After that, there have emerged effective algorithms in succession
such as BundleFusion [36], Kintinuous [46] and ElasticFusion [47]. Among them, the BundleFusion
algorithm proposed by Stanford University in 2017 is one of the best methods for obtaining and
reconstructing dense 3D point clouds based on RGB-D cameras. In this paper, the depth data obtained
by different stereo matching methods is used to model the 3D surface of indoor scenes using the
BundleFusion algorithm, and their performance in fine 3D surface reconstruction was verified by
comparing their differences. The thought of the BundleFusion algorithm is shown in Figure 3:
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4. Experiments Data and Results

The quality of infrared stereo matching will be greatly affected by infrared images which are
created by infrared light falling on the infrared cameras. There are many factors that affect infrared
light, including incident angle, material, distance, ambient light, etc. In order to verify the performance
and effect of the ISGSM algorithm proposed in this paper, we collected data in scenes of different
complexity. The performance of algorithms under different environmental conditions will be evaluated
by changing the environmental factors, such as the scale and depth of the scenes and the intensity and
incident angle of light. Figure 4 shows the real scenes of the five sets of data collected in the experiment.
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It needs to be noted that the direct output of the stereo matching algorithm is disparity images,
but in the application, such as 3D perception, the data used is actually depth maps. There is a process
from disparity image to depth map, and its mathematical model is shown in Formula (12):

z =
f ·B
d

(12)

where f is the focal length of the camera, B is the baseline length of the binocular camera, d is the
disparity value corresponding to the pixel, and z is the depth value corresponding to the pixel.

4.1. Experimental Results Comparison of Different Stereo Matching Algorithms

In order to compare the experimental effects of several state-of-the-art stereo matching algorithms
with our proposed algorithm on infrared stereo images of R200, the R200′s commercial algorithm (RCA),
BM algorithm (BM), SGM algorithm (SGM) [16] and ISGSM algorithm (ISGSM) were implemented
with five different scenes in Figure 4. In Figure 5, each column corresponds to a scene. The first row is
the RGB images of these scenes. The second row is the infrared images acquired by the left infrared
camera. The third row shows depth maps output by R200′s commercial algorithm. The fourth row is
the experimental results of the BM algorithm. The fifth row of Figure 5 is the experimental results of
the SGM algorithm. The experimental results of the ISGSM algorithm are in the sixth row. From the
visual effect of the experimental results from the third row to the sixth row in Figure 5, it can be easily
found that among the four algorithms, the depth map obtained by the ISGSM algorithm is the most
complete with the least holes. Meanwhile, the R200′s commercial algorithm has the most holes and the
surfaces and edges of objects in these scenes are the most incomplete. However, in general, the ISGSM
algorithm is better than the SGM algorithm, the SGM algorithm is better than the BM algorithm,
and the BM algorithm is better than R200′s commercial algorithm. Additionally, we also find that there
are more holes in the occluded area of the object edge and the far away area of the scene in the depth
map obtained by R200′s commercial algorithm and the BM algorithm.
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In order to verify the effective detection distance and perception ability of R200′s commercial
algorithm with the worst visual effect and the ISGSM algorithm with the best visual effect, the depth
measurement errors of the two algorithms are tested in this paper.

In the experiment, we use a white flat wall to test the precision of the two algorithms. The distance
between the R200 and the plane is changed by the caster. The step size is 300 mm, and the distance
increases from about 700 mm, until the two algorithms cannot get effective depth data. In the experiment,
on the one hand, there is a certain error in the position of R200, and on the other hand, there are
errors in the camera’s focal length, baseline and physical size of the pixels. These errors belong to
systematic errors and can be eliminated by the method of linear regression. Figure 6 shows the RMSE
(Root Mean Square Error) of the two algorithms for depth measurement. According to the experimental
results, when the depth is within 2 m, RMSE of them is within 20 mm. When the distance increases
to 3 m, the RMSE of the R200′s commercial algorithm increases faster. Moreover, at 5 m or more,
R200′s commercial algorithm cannot get valid data. In contrast, the ISGSM algorithm has a higher
accuracy within 6 m, and can obtain valid data within 8 m.
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Although the ISGSM algorithm obtains more complete, more detailed structure information and
a longer distance depth map than the other three algorithms, whether more depth information will
bring a higher depth error rate is also an evaluation index that must be considered in 3D perception.
Therefore, for the five scenarios in Figure 4, we calculate the error rate of depth information obtained
by different algorithms.

Due to the different scenes, there will be different error rates, the difference of which can be an order
of magnitude. This is not conducive to better comparison and analysis. Therefore, we normalize the
error rate, which means to divide the error rates of an algorithm by the error rate of R200′s commercial
algorithm as the indicator of error rates. The final result is shown in Figure 7. Compared with the
R200′s commercial algorithm, the BM algorithm and the SGM algorithm have higher error rates in the
four scenes one, two, four and five. Furthermore, BM has the highest error rates overall, it even reaches
4.7 times the error rate of the R200′s commercial algorithm, and the difference in different scenes is
very large. The ISGSM algorithm’s error rate is closer to that of the R200′s commercial algorithm in
scenes one, four, and five, and it is obviously lower in scenes two and three. Compared with BM and
SGM, its fluctuation range is significantly smaller and the overall performance is more stable.
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4.2. 3D Surface Modeling with Different Stereo Matching Algorithms

In order to evaluate the performance of depth maps obtained by different methods in real-time
3D perception, this paper uses the BundleFusion algorithm to reconstruct the indoor 3D surface model.
The specific method is to collect the same amount of RGB image data and infrared binocular image
data, and then use the R200′s commercial algorithm, the SGM algorithm and the ISGSM algorithm
to process the infrared binocular images to get depth maps. Next, RGB images and depth maps are
used as the input data of the BundleFusion algorithm. Finally, we compare the obtained 3D surface
models of different methods. It should be pointed out that the depth map obtained by BM not only has
a relatively high hole rate, but also the highest error rate, and the accuracy is not stable in different
environments, so it is not included in this experiment.

Figure 8 shows the results of real-time 3D surface reconstruction of an indoor scene. We collected
300 frames of images to reconstruct the surface model. By comparing the local details of models, it can
be found that there are obvious differences in the 3D surface reconstructions. Different algorithms
have significant differences in the integrity of surface reconstruction; the order of integrity of
surface reconstruction is the ISGSM algorithm > the SGM algorithm > R200′s commercial algorithm.
For example, in the area identified by the red box area in Figure 8, as a result of more complete depth
maps, the surface model reconstructed by ISGSM’s depth maps is completer than the results of the
R200′s commercial algorithm and the SGM algorithm. According to the statistics of experimental data,
the surface area of the reconstruction model corresponding to the R200′s commercial algorithm is
about 78.8% of the ISGSM algorithm, and the SGM algorithm is about 91.0% of the ISGSM algorithm.
It proves that ISGSM has a distinct advantage in the integrity of 3D reconstruction. For the accuracy
evaluation of the three stereo matching algorithms in 3D surface model modeling, we select the white
flat desktop in Figure 8 as the study subject. The point cloud of the desktop is clipped from the models
obtained by the three algorithms, and the point cloud data is used for plane fitting. Then, the RMSE
of the fitting plane is calculated. Figure 9 shows the RMSE value of the fitting plane. The ISGSM
algorithm has an RMSE of 1.53 mm with the highest accuracy, the R200′s commercial algorithm with
an accuracy of 1.64 mm, while the SGM algorithm has an RMSE of 2.94 mm with the lowest accuracy.
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5. Discussion

Through the above comparative experiments and their results analysis, it is proved that the novel
ISGSM algorithm proposed in this paper can obtain a higher quality depth map in a larger detection
range, which allows the R200 sensor to acquire denser depth information with higher accuracy and
better perform more demanding and more complex 3D perception. The overall effect of the depth map
calculated by ISGSM is much better than that of the RCA, BM and SGM, especially in areas where
the brightness of infrared speckle is weak. The leading causes of weak infrared brightness include:
the distance is too far, the angle of incidence is too large, the object surface reflection coefficient is low,
the object has a specular reflection, etc. These reasons directly lead to the weak texture and the lack of
matching information. This problem is more obvious in the RCA. In Figure 5, for areas with higher
brightness, i.e., areas with higher infrared reflection intensity, due to their strong texture, the algorithm
can better keep the edge characteristics of the indoor scene, and the continuity is better. However,
for areas with weaker textures, i.e., parts with lower grayscale brightness. For instance, in the middle
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of scene (b) of Figure 5 and the upper right of scenes (d) and (e) of Figure 5, the matching effect is poor
because of the longer detection distance, with many holes in the corresponding depth map. As for the
floor in Figure 5′s scene (d) and (e), because of its smoothness and a large incident angle compared
to the wall, the reflected infrared light is also too weak for RCA to match. As a result, it is hard to
perform well for accurate and complete indoor 3D perception.

Whereas, BM enhances the correlation between left and right matching primitives by block
matching strategy, and SGM constructs a global energy function by means of a semi-global strategy for
global optimization. So, they perform better than the RCA in texture-less areas. However, because
BM is very sensitive to noise, although the integrity of its depth map acquired in real time is better
than the RCA, it also has problems such as many holes and so close a detection distance. Meanwhile,
as there are a lack of efficient methods for reliability examination, there are usually a number of errors
in its depth maps, especially in texture-less areas. We can find these deficiencies in Figures 5 and 7.
SGM fully shows the advantages of the semi-global algorithm. Only in the edge area of the object,
due to the occlusion, is the infrared speckle pattern incomplete or messy, which results in the lack
of the available matching texture, so it is hard to match and will lead to holes in the depth map at
the corresponding edges. Additionally, Figure 5 clearly shows that the semi-global algorithm has a
superior advantage over BM and RCA in areas where infrared speckle is weak due to the long distance.
In particular, in Figure 5′s scene (d), there is a chair back to the R200 camera on the left side of the
image. Although the chair is very close to the camera, the reflected light is still weak due to its leather
material and the angle of the chair. Therefore, it is also difficult for local methods to match while the
semi-global method can achieve good results.

It can be clearly seen from Figures 5, 7 and 9, the completeness and accuracy of ISGSM’s depth
maps are significantly better than those of SGM. The edges of the objects are also kept more completely
than SGM in every scene. Primarily, this is because SGM lacks the means to suppress noise, while ISGSM
uses a Gaussian filter to weaken the influence of noise on matching and enhance the mutual information
of the left and right images. Secondly, dynamic threshold selection of parameters is taken for promoting
the adaptability of ISGSM to different indoor scenes. For example, if the mutual information is detected
below the set threshold, ISGSM will use a larger block for cost calculation in order to incorporate more
information. Similar to SGM, ISGSM adopts the semi-global strategy to achieve 2D global optimization,
which is also very important. Furthermore, the sub-pixel interpolation operation also makes the
continuity of the depth map better, and the depth value will become more accurate. By applying the
above-mentioned improvements comprehensively, ISGSM can obtain more dense and accurate depth
maps. Besides, real-time 3D perception has high requirements on the efficiency of stereo matching.
The complexity of ISGSM and SGM is almost close, so ISGSM can provide completer depth data with a
longer detection distance and higher accuracy in real time.

6. Conclusions

In this paper, we propose a novel infrared stereo matching algorithm—ISGSM—to obtain
high-quality depth maps for real time indoor 3D perception with the RGB-D sensor. In this method,
the idea of semi-global matching and a sliding window is adopted, and the mutual information and
correlation between binocular infrared images are enhanced by a Gaussian filter, which effectively
suppresses image noise. The dynamic threshold selection of matching window size is also realized to
improve the adaptability of the algorithm to different scenes. Meanwhile post-processing techniques,
such as point cloud growth, reduce the holes in the depth map. These improvements make ISGSM
able to achieve better matching and obtain more dense and precise depth maps. Through the specific
experiment, it is shown that ISGSM can obtain depth maps with greater integrity, higher quality and a
longer detection range in real time, especially at the edge of the object with finer details. Using the
complete real-time indoor 3D perception solution which integrates the novel matching algorithm
and BundleFusion, we demonstrate in the real indoor scene that our method is able to generate
high-quality real-time reconstructions. The surface model it reconstructs has a higher accuracy and
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better integrity. Therefore, we demonstrate that our approach outperforms state-of-the-art techniques.
Additionally, the work presents an improved method for the stereo matching algorithm used on the
popular RealSense RGB-D cameras. This work is quite valuable, as a software improvement like this
could provide users all over the world with a vastly improved product at no additional cost and prolong
the lifespan of these devices, as customers would not have to replace them for improved hardware.
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