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Abstract: The analysis of spatial and temporal variability in the number of non-Gaussian extreme
anomalies of climatic parameters was carried out for both the initial time series and synoptic variabil-
ity in the troposphere of the Northern Hemisphere over the period 1979–2018, based on ERA-Interim
reanalysis data. There are predominantly three types of empirical distribution densities at 850 hPa,
each characterizing the processes of advective and convective heat transfer. At the beginning of
the 21st century, compared to the end of the 20th century, there was an increase in the number of
anomalies in vertical wind speed and specific humidity for the Northern Hemisphere. Additionally,
there is an increase in the number of zonal wind speed anomalies in the low and middle latitudes.
Regions with the maximum number of anomalies are primarily located over the continents, while
for vertical wind speed anomalies, they are predominantly over the oceans. The application of R/S
analysis and multifractal analysis has established that the identified tendencies (which are persistent
processes) will continue in the identified regions. The time series of non-Gaussian anomalies (both
initial and synoptic scales) exhibit a long-term memory of approximately four years, and synoptic
extreme anomalies were found to be more predictable.

Keywords: meteorological parameters; non-Gaussian anomalies; extreme events; synoptic scale;
Northern Hemisphere; probability distribution function; Hurst parameter; reanalysis data

1. Introduction

Against the backdrop of global changes in surface air temperature in the late 20th to
early 21st centuries [1], there has been an increase in meteorological parameter anomalies,
as well as a rise in the frequency and severity of dangerous and unfavorable natural
phenomena (such as heat and cold waves, heavy rain and snow, squally winds, floods,
droughts, and others) [2–4].

One common method for studying the climatology of anomalies involves analyzing
the properties of their probability distribution function (PDF), identifying the variability of
its characteristics across different regions over long-time intervals.

According to [2–8], the current climate change impacts not only the mean values of me-
teorological parameters (for example, surface temperature) but also their positive and neg-
ative anomalies, although the frequency and magnitude of these changes vary regionally.

Extreme events are often associated with changes in large-scale atmospheric circulation
processes. For instance, changes in anomalies, as well as their PDFs, may be associated
with advective and convective transfer of heat and moisture [9]. Some climate model
calculations suggest that the decreased meridional temperature gradient resulting from
Arctic amplification can lead to reduced surface temperature variance in mid-latitudes [1,10].
Moreover, according to [11], the maximal meridional transfer of air masses was observed at
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the beginning of the 21st century (compared to the 20th century). This tendency, along with
a poleward shift in jet streams, may lead to an increase in cold temperature extremes [12,13].
For example, several anomalously cold winters were observed during 2001–2010 in some
regions of Northern Eurasia [14,15].

The atmospheric processes mentioned above have a strong influence on the asymmetry
of meteorological variable distributions, particularly temperature [12,13,16–18]. In general,
atmospheric variables do not exhibit Gaussian PDFs, as the atmosphere is a complex,
nonlinear system with several inherent asymmetries, such as the rotation of the Earth,
uneven insolation, and the changing partial pressure of water vapor with temperature [18].
Each meteorological variable has its individual PDF shape, which can be modified under
the mean state of the climate [19–21]. For example, Ref. [16] used a clustering algorithm to
classify five types of air temperature PDFs over North America. In [22], it is demonstrated
that under climate warming, an increase in the positive long tail shift in the temperature
distribution would result in a smaller increase in the frequency of extreme warm events
than if the distribution was Gaussian. Regarding short tails, Ref. [23] notes that there is a
larger increase in the number of days exceeding a fixed threshold compared to shifting a
Gaussian distribution by the same amount. Additionally, skewness has been found to be
important for climate change studies, as short-tailed distributions are much more sensitive
to a change in the mean than long-tailed distributions [22,24,25].

It was revealed that different time scales of atmospheric processes (high-frequency
processes with a period less than 2 days, synoptic processes with a period of 2–7 days, and
low-frequency processes with a period of 10–30 days) could make different contributions of
nonlinear interactions to the total dynamics. Some studies find deviations from Gaussianity
even on synoptic time scales [17,26–28]. According to [12], the processes of synoptic
temperature advection and the eddy circulation are important for the investigation of
relationships between anomalous temperature and velocity. In addition, nonzero PDF
temperature skewness may occur from the eddy covariance [29]. This result is in contrast
to [10] who concluded synoptic near-surface temperature variations in mid-latitudes are
statistically indistinguishable from Gaussian. However, significant deviations from the
normal distribution were revealed in the regions of baroclinic disturbances generation over
the western parts of ocean in the mid-latitudes [27,28] and the maximal deviations were
marked when the anomalies exceeded 3σ [22]. A leading role in the formation of areas
with extreme “warm” temperatures around the globe belongs to advection, storm tracks,
jet streams, centers of atmospheric action and atmospheric blockings [12,15,30–32].

Thus, non-Gaussian geophysical processes, which occur at various intensities and
have distinct temporal and spatial scales, lead to the formation of anomalies in basic
climatic variables. To analyze these non-Gaussian time series and obtain characteristics of
their structure and trends, fractal and wavelet analysis algorithms are used [33–35]. These
algorithms are robust methods for detecting deterministic chaos, long-term memory, and
cycles. In the context of climate change, identifying atmospheric disturbances associated
with these processes, as well as the challenge of understanding their long-term variability
(or predictability), is not only of high interest but also a labor-intensive goal.

In the studies mentioned earlier, which are primarily focused on air temperature, one
element of the analysis involves identifying the reasons for the variability of the first mo-
ments/cumulants of the anomaly PDF: mean, variance, skewness coefficient, and kurtosis
coefficient (which is much less used). Their climatology is also analyzed. The existence of
one-sided heavy tails, or the predominant influence of one, is indicated by a significant
skewness coefficient, while a significant kurtosis coefficient suggests that the PDF has two
heavy tails. In cases where the PDF has one mode and small deformations/perturbations,
using the first moments is sufficient to construct the PDF model. However, determining
anomaly thresholds based solely on these moments can lead to large errors. This is be-
cause each moment is calculated based on the entire range of anomaly values, making the
identification of subranges a difficult task. Additional challenges arise with multimodal
distributions; in such cases, the first four moments/cumulants cannot classify the type of



Climate 2024, 12, 8 3 of 18

this PDF, nor allow for the construction of the corresponding distribution model. To address
the issue of identifying threshold values for non-Gaussian anomaly intervals, comparing
the empirical PDF with the Gaussian model is, in our opinion, a more straightforward
approach; however, its reliability will depend on the sample’s length. According to [30],
for PDF anomalies with heavy long tails, in contrast to short tails, one can expect more
stable predicted dynamics, which this study estimates using R/S and multifractal analysis.
The distinction of the approach proposed in this study lies in the classification of PDF
types and in determining intervals for anomalies of the main meteorological variables (not
limited to temperature). Moreover, it is also crucial that we identify the long-term nonlinear
variability of anomalies based not only on their initial time series, but also on a sample
with a synoptic time scale.

In this study, we assess the spatial and temporal distributions of non-Gaussian
anomalies in climatic parameters across the Northern Hemisphere from 1979 to 2018,
and determine the characteristics and tendencies of time series, including variability at the
synoptic scale.

The paper is organized as follows: Section 2 presents the datasets and describes the
methodology used. Section 3 details the results of the spatio-temporal analysis of the
number of non-Gaussian extreme anomalies and their persistence estimates. In Section 4,
we discuss the obtained results, comparing them with those of other researchers, and
consider possible factors contributing to the revealed variability. The conclusion, along
with the limitations and future directions of this research, are briefly summarized in
Section 5.

2. Materials and Methods

Our research was conducted in the troposphere of the Northern Hemisphere, focus-
ing on the 850 hPa and 500 hPa isobaric layers, which correspond to the heights of the
boundary layer and the middle troposphere, respectively. It is based on the initial time
series of meteorological parameters from 6-h ERA-Interim reanalysis data [36], featuring a
spatial resolution of 1.125◦ × 1.125◦ for the period 1979–2018. Additionally, we extracted
synoptic scale variability—specifically 2–7 days, representing vortex circulation of the
atmosphere (cyclones/anticyclones)—from the reanalysis data using a bandpass filter. This
filter exhibits an attenuation of 25 dB in the low-frequency absorption band and 40 dB in
the high-frequency area [28]. Based on the Hamming weight window, it is a non-recursive
filter with a finite impulse response and zero phase shift.

Then, we derived time series of the following meteorological parameter anoma-
lies from the initial time series (TS) and from the time series of synoptic variability
(SV): air temperature (t′), specific air humidity (q′), wind speed components (zonal—u′,
meridional—v′ and vertical—ω′) and geopotential (Φ′). Specific humidity is the mass
of water vapour per kilogram of moist air (kg/kg). The total mass of moist air is the
sum of the dry air, water vapour, cloud liquid, cloud ice, rain and falling snow (https:
//codes.ecmwf.int/grib/param-db/?id=133 (accessed on 1 January 2024)).

It was taken that an anomaly is a dimensionless quantity x′(t, m) = (X(t, m)−µ(y(t),m))/
σm, representing the deviation of the variable X(t,m) from the mean value µ(y(t),m) for a
season (m = 1, . . ., 4) for each year (y lies in the interval [1979, . . ., 2018]) and normalized
to the standard deviation (σm), σ2

m = (X(t, m)− µ(y(t), m))2. The standard deviation
estimate is calculated from the unbiased (sample adjusted) variance estimate. The overbar
means the averaging of the squared deviations over the time interval. The variable of
µ(y(t),m) has seasonal and interannual variability, and σm has seasonal variability. The
applied approach makes it possible to reduce the nonlinear interannual variability X(t,m)
and to normalize the deviation from the mean value to a single value over the entire time
interval σm. Further m indices were omitted.

The following characteristics were used in the calculations N(a) = N(x′(t) < a),
where −7.5 ≤ a ≤ 7.5, in the area of negative anomalies (aN), as N−(x′(t) < a), where
−7.5 ≤ a < 0, in the area of positive anomalies (aP), as N+(x′(t) > a), 0 < a ≤ 7.5. These
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characteristics were used to calculate the PDF, in addition to the tendencies in extreme
positive and negative anomalies. The choice of a range was based on Refs [16,23], where
non-Gaussian anomalies were also studied.

To obtain correct estimates over the territory, the averaging of N− или N+ was carried
out with a weight, corresponding to the part of the reanalysis cell area (scell). For example,

[
N−
]
=

1
S∑λ,ϕ N−(λ,ϕ)scell(λ,ϕ), S = ∑λ,ϕ scell(λ,ϕ), (1)

where λ—node longitude and ϕ—node latitude.
Since N is a cumulative sum, we can obtain the empirical probability distribution

density (WE) of a random variable x′(t) from the calculation of the N derivative with respect
to a.

We consider processes with the Gaussian distribution (WG) and non-Gaussian (em-
pirical) distribution (WE) with (a) skewness WE(−a) 6= WE(a); (b) «heavy» or «fat» tails,
i.e., for |a|>>1 the inequalities WE(−a)�WG(−a) or WE(a)�WG(a). Processes that
described by probability density with multimode distribution were not considered.

Boundaries of range for non-Gaussian anomalies (aN и aP) were determined based
on the condition of the multiple kurtosis (more than a twice extreme events) of empirical
probability distribution (PE) above the Gaussian probability distribution (PG) for the same
variable in the extreme values area a:

PE(a < aN)

PG(a < aN)
=

∫ aN
−∞ WE(a)da∫ aN
−∞ WG(a)da

> 2 and
PE(a > aP)

PG(a > aP)
=

∫ ∞
aP

WE(a)da∫ ∞
aP

WG(a)da
> 2 (2)

The algorithm for determining aN и aP, which satisfies Condition (2), begins its search
from the border of a range. The identified values of aN и aP enable us to distinguish between
Gaussian and non-Gaussian event ranges. Consequently, we can identify the characteristics
of extreme anomalies (non-Gaussian anomalies) within the ranges [−7.5, aN] U [aP, 7.5].
We analyze only these extreme anomalies further, both for TS, as SV.

The number of extreme events corresponds to the number of 6 h (based on Era Interim
data) periods where the anomaly a value exceeded the threshold values aN or aP (number
of measurements~1.46 × 104).

If we compare WE(a) and WG(a) for the condition WE(a) > WG(a), we can identify the
main types of distributions:

1. Type A, when WE(a) values are close to normal distribution:

WE(a) ≈WG(a) (3)

2. Type B, when the exceedance of empirical distribution values occurs in the negative
or positive parts of the range, and the skewness coefficient value in distributions of
this type will be significant:

WE(a) > WG(a), a > aP or WE(a) > WG(a), a < aN (4)

3. Type C, when the WE(a) values exceed WG(a) simultaneously in the negative and
positive parts of the range, and the kurtosis coefficient value in distributions of this
type will be significant:

WE(a) > WG(a), (a < aN) ∪ (a > aP) (5)

The number of measurements is determined for the null hypothesis (WE(a) = WG(a)) test.
Trends of N− or N+ were estimated based on the change in the average values in

anomaly number over the following time intervals: 1979–1998 and 1999–2018.
Interannual variability of anomalies x′(y(t)), persistence and trend resistance of

changes were estimated with the Hurst parameter (H), determined by the method of
R/S analysis [37]:

E
[

R(n)
σ(n)

]
= CnH, n→ ∞, (6)
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where R—range of accumulated deviations of first values from the mean value of the
time series, σ—standard deviation, E—mathematical expectation, n—length of time series
sample; C—a constant.

If H > 0.5, time series are called persistent (retain the existing trend), that is, they
have long-term memory effects and, therefore, they are trend-resistant and predictable.
When H ≈ 0.5, the trend is not clearly pronounced (it corresponds to “white” noise), and
and at lower H values the process is an antipersistence, i.e., any trend tends to change
by the opposite one, the forecasting is difficult [33,37]. It has been noted that the Hurst
values for natural processes are often grouped near the values of H ≈ 0.72–0.73. The error
of H determination depends on the length of time intervals, and for short time series,
the Hurst parameter of natural processes will occur in the area of “white” noise [38].
Therefore, to analyze areas with anomalous natural processes, the range of “white” noise
was given as 0.3–0.7.

Non-stationary processes, where the Hurst exponent (H) varies with time, are termed
multifractal. In such cases, the process is characterized by a multifractal spectrum of
singularity, denoted as H(t) [39]. The number of fractals can be determined by counting the
local Hölder parameters using the multiple-scale analysis method, specifically the ‘wtmm’
procedure from the Matlab software (MATLAB and Statistics Toolbox Release 2016b, The
MathWorks, Inc., Natick, MA, USA). To estimate long-term memory, the length of the time
interval (measured in years) is divided by the number of fractals identified for that interval.

The statistical significance of the obtained results for the field (in terms of spatial
distribution) was estimated using the false discovery rate (FDR) method, specifically
the BY01 algorithm from [40]. This approach is necessary because the null hypothesis,
formulated as the normality of the PDF of random field values, can be erroneously rejected
at several points due to statistical regularities. This can lead to the mistaken identification
of structural features that appear to have a sufficiently large spatial scale.

The statistical significance of the derived estimates was determined by a two-tailed
null hypothesis t-test at the 0.05 significance level.

In order to derive statistically significant estimates of the interannual variability in rare
events (WE ≈ 10−4), the procedure of N averaging over a surface section (box) was applied,
including the following spatial dimensions of the box: ~1000 km in the zonal direction and
~500 km in the meridional direction. Although this procedure can lead to a degradation in
spatial resolution, it allows us to reduce the number of gaps in time series, and, hence, to
stabilize the characteristics of interannual variability.

All used abbreviations are given in the Abbreviations Section.

3. Results
3.1. Types of Probability Distribution Densities

The type of PDF anomalies for each parameter depends on various factors such as
atmospheric processes, season, and region [9,31]. To identify the distribution types, the
PDFs were calculated for each reanalysis node within the following latitudinal zones:
low—0–30◦ N, medium—31–60◦ N and high—61–90◦ N. Three PDF types were distin-
guished for all the considered parameters and their anomalies. These types of distribution
are presented in Figure 1 (for 500 hPa as an example): A, B and C for the whole hemisphere,
as well as for its three latitude zones. Here, we provide the PDF types, whose distribution
curves are the most representative for each selected type.

The WE(a) distribution is predominantly single mode/unimodal. Despite the WE(a)
insignificant differences in the latitudinal zones, the PDF type is retained (Figure 1).

The distribution density curve of Type A presumably can describe the anomalies of air
temperature and wind components at 850 hPa, which means that this type can characterize
the processes of advective heat transfer in the boundary layer. For other cases, Type A can
describe the processes associated with horizontal air motions at the isobaric level in the
troposphere (Figure 1a, Table 1).
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Figure 1. The PDF types of seasonal climatic parameter anomalies (TS) over the period of 1979–2018
for the latitudinal zones in the Northern Hemisphere at 500 hPa: v′ (a), q′ (b), ω′ (c).

Table 1. The ratio of the PDF types (in %) of TS anomalies and SV anomalies over the period
1979–2018. The line “Anomalies” presents only the anomalies with a percentage of 20% and higher
from the total anomaly number for a certain type. The order in which anomalies are listed corresponds
to the size of their part.

Height TS, % SV, %

Type A Type B Type C Type A Type B Type C

850 hPa 26 53 21 3 34 63

Anomalies t′, u′, v′ q′, Φ′ ω′, v′ v′, Φ′ Φ′, u′ ω′, q′, t′

500 hPa 19 48 33 6 37 57

Anomalies u′, Φ′ q′, Φ′, t′ ω′, v′ v′, u′ Φ′, u′ ω′, q′

In Figure 1b, the Type B distribution with positive (or negative) skewness, typical for
q′, t′; Φ′ for TS (~48–53% in the middle troposphere), is presented, while for SV, Type B is
observed only for Φ′ and u′ (34–37% in the middle troposphere). Thus, in the initial time
series, Type B can represent the processes of heat and moisture transfer that are dependent
on the geopotential field, whereas at the synoptic time scale, this type pertains solely to
processes associated with zonal air transfer at the isobaric level.

The third Type C, where the WE(a) values exceed the WG(a) values both in the positive
and negative areas, can presumably describe the horizontal (meridional) and vertical wind
speed components for TS (21–33% in the middle troposphere). For a synoptic time scale,
Type C characterizes the convective transfer of heat and moisture (57–63%). It should be
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noted that the most common type of empirical PDF for anomalies for TS is Type B, and
for SV, it is Type C, which is probably due to the predominant contribution of q′ and t′

anomalies to the total number of anomalies. Thus, we can observe the changes in the PDF
types for these anomalies after filtering the initial time series.

From Figure 2a, it can be observed that the negative TS anomalies are in the in-
terval aN ∈ [−5.25, −2.25], and the positive ones are in the interval aP ∈ [2.25, 5.5]. For
SV anomalies, the width of range is twice as small: aN ∈ [−3, −2.25] и aP ∈ [2.75, 4]
(Figure 2b). Thus, we determined the interval threshold values for the extreme event PDFs
with 0.25 σ accuracy.
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Figure 2. Spatiotemporal variability of aN and aP for anomalies of climatic parameters in latitudinal
zones of the Northern Hemisphere (L—low latitudes, M—middle latitudes, H—high latitudes) over
1979–2018: TS (a); SV (b).

The aN and aP boundaries of the TS area are the most constant for the ω′ anomalies,
while for t′ and q′, the variability of the boundaries is the highest. For SV, the greatest
boundary variability is observed only for aP for Φ′, u′ and v′. These changes are predomi-
nantly revealed in the middle latitudes of the Northern Hemisphere. In addition, according
to Figure 2, there is a positive skewness in the PDF of anomalies for TS, and negative
skewness for SV.

We distinguished three types of PDFs for the initial time series (selected for speci-
fied latitudinal zones): (1) Type A—distribution close to Gaussian (t′, u′ and v′—in the
boundary layer; u′ and Φ′—in the middle troposphere); (2) Type B—distribution with
positive/negative skewness (q′ and Φ′ in the boundary layer; q′, Φ′, t′—in the middle
troposphere); (3) Type C—a distribution with a significant kurtosis value and with sig-
nificant exceedance of PDF values over the Gaussian in the area of negative and positive
values (ω′, v′). In the case of SV, we observed changes in the t′ and q′ PDF types to Type C
that prevailed for meteorological value anomalies in the boundary layer (~60% of cases).
However, at the regional scale, there may be some peculiarities.

Thus, based on the obtained results, we were able to clearly identify the boundaries
for non-Gaussian anomalies only for SV: aN = −2.5 and aP = 3. As for TS, the threshold
values should be calculated for each considered parameter.
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3.2. Spatiotemporal Variability in the Anomalies of Climatic Parameters in the
Northern Hemisphere

One of the goals of this study was to evaluate and analyze those anomalies that were
previously identified in extreme areas (a ≤ aN) ∪ (a ≥ aP) (Figure 2). Therefore, only
anomalies with PDFs corresponding to Types B and C were considered in further analysis
(Table 1).

A comparative analysis of the number of anomalies (N) within the previously iden-
tified boundaries of non-Gaussian anomalies across two-time intervals (1979–1998 and
1999–2019) revealed the following features. Generally, at the beginning of the 21st century,
for both synoptic and initial time scales, N(q′) and N(ω′) predominantly increase in the
middle troposphere (as illustrated in Figure 3). The maximum changes are observed in
the high latitudes. However, the situation differs for anomalies of the zonal wind speed
component at the synoptic time scale. At the beginning of the 21st century, N(u′) increases
in the low latitudes in all seasons and in the mid-latitudes during winter and spring. In
contrast, in the high latitudes, there is a general decrease in N(u′).
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The above results in temporal variability describe the tendencies for the globe as
a whole. Further, we will focus on the analysis of the spatial distribution of anomaly
numbers of climatic parameters (Figures 4 and 5). The results of the analysis are given for
the previously identified PDF type: for N(q′)—Type B for TS, N(u′)—Type B for SV and
N(ω′)—Type C for TS and SV.

Regions with the maximum number of q′ at 850 hPa for TS in winter are revealed
in the high and the middle latitudes of Siberia, the Far East, North America, and North
Africa (Figure 4a). As a rule, the anomalies are positive, which indicates the positive PDF
skewness. In summer, the maximum N−(q′) is observed in the low latitudes of the Pacific
Ocean that can be associated with the region of the El Niño phenomenon influence, and
N+(q′) in southern Africa and in south-western parts of Eurasia (Figure 4b). Moreover,
in summer, the region with N+(q′) is observed to be on the coasts of the Arctic Ocean
in Russia.
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Regions with maximum N(ω′) at 850 hPa for TS in winter are observed in the middle
latitudes of the Pacific and Atlantic oceans (the Gulf Stream and the Kuroshio currents,
subtropical gyres and baroclinity zones) (Figure 4c). On the other hand, N−(ω′) dominates
in the regions mentioned above. The main regions of the N(ω′) maximum for TS in summer,
in general, coincide with these in winter (Figure 4d).

A specific feature of the spatial distribution of N(u′) for SV during winter is the location
of zones with maximum values at the ocean–land boundary in the northeastern parts of
Eurasia, North America, and near Greenland (as shown in Figure 5a). In summer, these
regions shift to the low latitudes of the Pacific Ocean (Figure 5b).

In winter, the maximum values of N(ω′) for SV in the Pacific Ocean, as revealed in
Figure 5c, become lower than those for TS (Figure 4c), and regions with high values in
the Atlantic Ocean completely disappear. Regions with N(ω′) are also observed in the
low latitudes of the Northern Hemisphere. In summer, the situation is quite similar; the
number of anomalies generally decreases (Figure 5d). However, regions with anomalies in
the middle latitudes of the Pacific and Atlantic Oceans are observed for both TS and SV.

3.3. Persistence Estimates of Climatic Parameter Anomalies

The characteristics of interannual variability in anomalies x′(y(t)), the persistence and
trend resistance of their changes were estimated based on the Hurst parameter (H) [37]. As
it was mentioned earlier (in the “Section 2”, when H > 0.5, the observed tendency remains
constant, that is, the time series is persistent, and the H values for natural processes are
often grouped around values of 0.72–0.73. Therefore, in further analysis, special attention
is paid to the values of H > 0.72 (Table 2, Figures 6–8).

Table 2. Part of areas with H > 0.72 (in %) from the total area of the North Hemisphere for climatic
parameter anomalies for TS and SV at 850 hPa: I—1979–1998, II—1999–2018.

Season Winter Summer

Anomaly Sign N− N+ N− N+

Period I II I II I II I II

q′

TS 0 0 14.7 13.6 2.9 4.3 0.3 1.7
SV 11.1 18.2 15.7 25.6 10.2 13.6 11.1 11.6

t′

TS 0 0 0 0 0 0 0 0
SV 0 0.1 0.3 0 0.1 0 0 1.4

u′

TS 0.3 2.9 1.5 2.5 0.9 3.1 0.5 1.3
SV 0 0.5 0 0.6 1.6 8 0 3.6

v′

TS 0.4 1.0 4.8 13.9 0.6 1.7 13.1 19.6
SV 0 0.2 0 0.2 0.4 2.1 0.5 4.3

ω′

TS 27.6 46.0 18.1 54.0 23.9 63.2 16.6 69.0
SV 25.3 40.7 33.1 47.8 20.8 49.5 19.2 50.3

As can be observed in Table 2, at 850 hPa, the largest areas (among all parameters)
with H > 0.72 in the Northern Hemisphere are typical for ω′ for both TS and SV scales for
all seasons. Moreover, at the beginning of the 21st century, compared to the end of the
21st century, these areas increased. The maximum rise is observed in summer for TS from
16.6% to 69.0% and is probably caused by the increase in the southeastern part of the Pacific
Ocean (Table 2, Figure 6). In winter, it was revealed that at the beginning of the 21st century,
the areas of regions with H > 0.72 in general increase, especially in the eastern part of the
Russian Arctic in the Arctic Ocean, in Eurasia, in the central part of North America and in
the southeastern part of the Pacific Ocean.
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Figure 6. Spatial distribution of the H parameter for N(ω′) for TS (a,b) and SV (c,d) at 850 hPa
in summer.

The areas with anomalies of specific humidity also increase in summer, especially for
TS (Table 2). However, a significant rise can also be observed in winter for SV. Regions
with H > 0.72 (in winter and in summer) are mainly located over the following continents:
in the northeastern part of Eurasia and North America, as well as in the tropical and the
subtropical latitudes (Figure 7). At the same time, in summer, besides positive anomalies,
negative anomalies are also observed, and they occupy significant areas (~30% at the
beginning of the 21st century).

Climate 2024, 12, x FOR PEER REVIEW 11 of 18 
 

 

v′ 
TS 0.4 1.0 4.8 13.9 0.6 1.7 13.1 19.6 
SV 0 0.2 0 0.2 0.4 2.1 0.5 4.3 

ω′ 
TS 27.6 46.0 18.1 54.0 23.9 63.2 16.6 69.0 
SV 25.3 40.7 33.1 47.8 20.8 49.5 19.2 50.3 

 
TS 

1979–1998 1999–2018 

  
(a) (b) 

SV 
1979–1998 1999–2018 

  
(c) (d) 

Figure 6. Spatial distribution of the H parameter for N (ω′) for TS (a,b) and SV (c,d) at 850 hPa in 
summer. 

1979–1998 1999–2018 

  

Figure 7. Spatial distribution of the H parameter for N (q′) for TS at 850 hPa in summer. 

  

Figure 7. Spatial distribution of the H parameter for N(q′) for TS at 850 hPa in summer.



Climate 2024, 12, 8 12 of 18

The same situation in the beginning of the 21st century (significant rise) for areas with
H > 0.72 was also observed for u′ and v′ at TS and SV scales (Table 2).

The maximum increase for N−(u′) is observed in summer for SV from 1.6% to 8%,
and for N+(u′), it was 0% to 3.6% (Table 2). As for the spatial distribution, the maximum
increase in the area with H > 0.72 at the beginning of the 21st century is observed in the
low latitudes of the Pacific and Atlantic Oceans (Figure 8).
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We suppose that the increase in meteorological anomalies observed in the low latitudes
of the Pacific Ocean over recent decades could indicate an enhanced influence of El Niño
events [41].

The specific feature in the t′ spatial distribution for TS and SV is the predominance of
regions with H < 0.3 that occupy almost the entire area of the Northern Hemisphere: ~94%
in winter at the beginning of the 21st century; ~80% in summer, both in the first and the
second time interval. At that time, areas with H > 0.72 occupy no more than ~5% only in
the summer season.

The regions with H > 0.72 for Φ′ were not revealed; therefore, Φ′ variability is not
analyzed in this section.

It is worth noting that there are regions with H < 0.3 for some values. This indicates
that it is difficult to forecast the tendency (i.e., antipersistent process). For example, for q′

anomalies in summer, vast regions with H < 0.3 dominated in the end of the 21st century in
the spatial distribution (Figure 7). In winter, only a few isolated regions can be observed
over the oceans at the end of the 21st century in the south (Figure 7).

The number of fractals for TS and SV scales and for all meteorological parameters’
anomalies with H > 0.72 varies in the range from 4.4 to 5.3, which means that the time
series of anomalies have a long-term memory of 4 years. This can indicate that there is
a power-law nature in the temporal variability [37]. At the same time, SV anomalies are
more trend-resistant, relative to TS anomalies. The derived values of long-term memory are
consistent with the effective correlation length calculated by the autocorrelation function
module [42].

Thus, the application of fractal analysis has enabled the identification of regions in the
Northern Hemisphere where power functions with the corresponding value of long-term
memory can be used to describe the temporal variability of anomalies. It also helps in
identifying regions where variability can be represented as an oscillatory process.

4. Discussion

In this study, we conducted an analysis of the spatial and temporal variability of
climatic parameter anomalies, including those at the synoptic scale compared to the initial
time series, in the Northern Hemisphere over the period from 1979 to 2018.

We distinguished three types of PDFs for the initial time series (selected for specified
latitudinal zones). According to the classification in [16], for the North American region,
several PDF types with different asymmetries can be defined for just one variable, such as
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temperature. Each meteorological variable has its individual PDF shape, which can shift
under the mean state of the climate [19–21].

In our study, we found that the threshold values of anomalies derived from the initial
time series should be determined for each considered variable, depending on various
factors such as region, season, and level in the troposphere. In contrast, for the synoptic
scale, we identified uniform boundaries for non-Gaussian anomalies across all variables:
aN = −2.5 and aP = 3. The proposed approach allows for the determination of intervals
of extreme non-Gaussian anomalies from the empirical PDFs of the main meteorological
variables. Then, taking into account the value of a, it facilitates the analysis of climatic
variability. However, relying solely on the climatology of the first four moments (mean
value, variance, asymmetry, kurtosis) will not yield accurate estimates of the intervals for
extreme anomalies.

Based on our results, at the beginning of the 21st century, compared to the end of
the 20th century, the number of ω′ and q′ anomalies generally increases for both TS and
SV scales in the Northern Hemisphere, with the maximum changes observed in the high
latitudes. However, the number of u′ anomalies decreases in these regions, while it increases
in the low and mid-latitudes during winter and spring. Anomalies or extreme values of
climatic variables (u′, ω′ and q′) often occur in spatially coherent regions, suggesting a
significant role of large-scale climatological forcing [12,43], particularly in the dynamics
of atmospheric circulation (centers of atmospheric action, meridional circulation cells,
cyclones and anticyclones, storm tracks, blockings, and others).

In particular, these tendencies may be associated with changes in the characteristics
of regions with strong baroclinity (storm tracks) located near ~40◦ N, predominantly over
the Pacific and Atlantic Oceans. According to [44–46], there is an observed increase in the
intensity of storm tracks and their northward shift in the Northern Hemisphere. However,
in some cases in the Atlantic region, such as during sudden stratospheric warming events
or the eastern phase of the quasi-biennial oscillation, there can be a tendency for these
tracks to weaken and shift towards lower latitudes [47,48]. The differences in weather
conditions and the spread of synoptic-scale waves from the subtropics of the Pacific Ocean
to the Atlantic region [46] contribute to these variations. Additionally, the variability of
meridional circulation cells has significantly influenced the shift of storm track areas in
recent decades. In the low latitudes, the Hadley cell [49–52] has expanded poleward over
the past few decades, leading to the intensification of arid zones and baroclinic eddies. In the
extratropics, both the Ferrell cell and the Hadley cell have shifted northward, while the polar
cell has weakened [53,54]. This shift has resulted in the formation of anomalously warm
conditions in the high latitudes of Eurasia and anomalously cold conditions in Greenland,
the northeastern part of Africa, and the southwestern part of China [55]. According to
our study’s results, these regions are characterized by the maximum number of specific
humidity anomalies and the horizontal and vertical components of wind speed (as shown
in Figures 4 and 5). This suggests that the changes in anomalies, as well as their PDFs, may
be associated with advective and convective transfer of heat and moisture [9,31].

Areas with the maximum number of ω′ anomalies are formed directly near the atmo-
spheric centers of action, such as the Icelandic and Aleutian Lows, as well as the Azores and
Hawaiian Highs. These areas are primarily located in the middle latitudes of the Pacific and
Atlantic Oceans, near the Gulf Stream and the Kuroshio Currents, and in subpolar gyres. It
is likely that synoptic-scale processes cause these anomalies in the Pacific Ocean across all
seasons. In the Atlantic Ocean, however, these anomalies are observed only in summer,
while in winter, the formation ofω′ is influenced by processes from other time scales.

The revealed distributions of q′, t′, v′, and u′ are predominantly located in continental
regions, and their variability could be caused by atmospheric blocking of zonal transport
in the troposphere at northern latitudes, which is associated with wave processes [56–59].
For example, in the winter season, their maximum number is concentrated in the north of
the Far East, the northern part of North America, and the Siberian region near the Siberian
High [32,60]. When comparing spatial distribution maps of skewness with those in [18],
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areas with extreme values (more than 3σ for long tails) were not observed. We suppose
that this result is due to the different approaches used in anomaly calculation.

The processes of atmospheric circulation considered above contribute to the occur-
rence of extreme values of climatic parameters (non-Gaussian anomalies), as identified in
our study. Therefore, standard Gaussian statistics methods (mean, variance) do not provide
complete information about the stability of time series tendencies. The application of R/S
analysis and multifractal analysis in our study to time series of extreme values in regions
of the Northern Hemisphere has enabled us to determine the nature of the system’s behav-
ior stability (trend-resistant or anti-persistent time series of anomalies). These methods
also help identify regions where temporal variability can be described by a power-law
dependence with the corresponding value of long-term memory, as well as regions where
variability can be represented as an oscillatory process. The results obtained against the
backdrop of a rapidly changing climate will be useful for refining and testing climatic
models that also address prognostic problems.

According to [1], the risk of occurrence, as well as the duration and intensity of ex-
treme events, is expected to increase in the future. Applying the aforementioned methods
to the study of extreme values of climatic variables is highly significant for predicting
their future trends. The originality of our work lies in the analysis of interval threshold
values (with an accuracy of 0.25σ) for the PDF of non-Gaussian extreme anomalies. This
approach is justified when a significant deviation from the Gaussian distribution is ob-
served. Furthermore, it has enabled us not only to identify synoptic-scale processes amidst
general disturbances but also to establish typical threshold values for the range of extreme
values: |a| = 2.5–3. The difficulties associated with this approach include determining the
frequency of rare extreme events and using short time intervals (such as 20 and 40 years).
The latter limitation only permits a qualitative assessment of the interannual variability of
parameters. To obtain statistically valid conclusions (with an alpha level of 0.05), the time
series must contain several hundred values or more.

According to the results obtained, it is important to consider the role of the ocean
in forming anomalies of climatic parameters, not only over oceanic areas but also on the
continents of the Northern Hemisphere. In this context, atmospheric circulation becomes
a significant climate-forming factor. This is because air masses, while passing over areas
of intense heat and moisture exchange, undergo transformation and transport heat and
moisture to the continents, thus affecting climate variability [31].

Thus, the novelty of our study is in the classification of PDF types and the determi-
nation of intervals for non-Gaussian extreme anomalies of the main six meteorological
variables (air temperature, specific humidity, zonal, meridional and vertical wind speed,
geopotential), while in many studies, the analysis for only one or two meteorological
parameters is presented [12,13,16–18]. Moreover, it is also crucial that we identify the
long-term nonlinear variability of anomalies based not only on their initial time series, but
also on a sample with a synoptic time scale.

It should be noted that in this analysis, we do not consider high-frequency variability
(with periods of less than one day) or low-frequency variability, which characterizes
blocking processes (with periods ranging from 9 to 30 days) and interseasonal variability
(such as the Madden–Julian Oscillation, with a period from 30 to 60 days). In the future,
incorporating fluctuations at these scales could provide more reliable estimates of the
relationship between anomalies and atmospheric circulation processes. It may also help in
understanding the role of these processes in the occurrence of anomalies at both global and
regional scales.

5. Conclusions

We analyzed the spatial and temporal variability in the number of non-Gaussian
extreme anomalies of climatic parameters, covering both the initial time series and the
synoptic scale in the Northern Hemisphere for the period 1979–2018. Three types of
empirical distribution densities have been identified for the initial time series: (1) Type
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A—a distribution close to Gaussian, including anomalies in air temperature, zonal and
meridional wind speed components in the boundary layer, and zonal wind speed and
geopotential in the middle troposphere; (2) Type B—a distribution with positive/negative
skewness, as seen in the anomalies of specific humidity and geopotential; (3) Type C—a
distribution with significant kurtosis and notable exceedances of PDF values over the
Gaussian in both negative and positive value areas, characteristic of anomalies in the
vertical wind speed component. From this, we conclude that each type can characterize the
processes of advective and convective heat transfer. Furthermore, we observed changes in
the PDF types for these anomalies after filtering the initial time series.

It has been established that at the beginning of the 21st century, compared to the end
of the 20th century, there is a general increase in the number of vertical velocity and specific
humidity anomalies in the Northern Hemisphere for both synoptic and initial time series,
with the most significant changes observed in the high latitudes. However, the number
of zonal wind speed anomalies decreases in these regions, while it increases in the low
and mid-latitudes during winter and spring. The regions with the highest number of
climatic parameter anomalies are primarily located over the following continents: in winter,
these include the northern part of the Far East and North America, as well as the Siberian
region; in summer, they are found in the low latitudes. An exception is noted for vertical
wind speed anomalies; they are mainly located over the oceans, specifically in the middle
latitudes of the Pacific and Atlantic Oceans near the Kuroshio and Gulf Stream currents,
and in subpolar gyres.

The application of R/S analysis and multifractal analysis in our study has made it
possible to establish that, at the beginning of the 21st century compared to the end of
the 20th century, areas with a Hurst parameter greater than 0.72 have increased, with the
maximum rise observed in summer. The identified trends are expected to persist in the
aforementioned regions and in the ocean areas of the Russian Arctic. Concurrently, there
is a decrease in regions characterized by anti-persistent processes. It was also found that
the time series of non-Gaussian anomalies (both at initial and synoptic scales) exhibit a
long-term memory of approximately 4 years. Furthermore, anomalies at the synoptic scale
are more predictable compared to those from the initial series.

Thus, we present the classification of non-Gaussian extreme anomalies based on
their empirical distribution densities; reveal the specific features of spatial and temporal
variability of each type and estimate the persistence of obtained tendencies in anomalies.

The results obtained, particularly against the backdrop of rapid climate change,
will be useful for refining and testing numerical models that address prognostic issues
in climatology.
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Abbreviations

PDF Probability distribution function
TS Initial time series
SV Time series of synoptic variability
t′ Air temperature anomaly
q′ Specific air humidity anomaly
u′ Zonal wind speed component anomaly
v′ Meridional wind speed component anomaly
ω′ Vertical wind speed component anomaly
Φ′ Geopotential anomaly
N− Number of negative anomalies
N+ Number of positive anomalies
N Number of anomalies

(
N− , N+, or N− + N+)

aN The area of negative anomalies
aP The area of positive anomalies
WG Gaussian distribution
WE Non-Gaussian (empirical) distribution
H Hurst parameter
L Low latitudes
M Middle latitudes
H High latitudes
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