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Abstract

:

Because climate change broadcasts a large aggregate risk to the overall macroeconomy and the global financial system, we investigate how a temperature anomaly and/or its volatility affect the accuracy of forecasts of stock return volatility. To this end, we do not apply only the classical GARCH and GARCHX models, but rather we apply newly proposed model-free prediction methods, and use GARCH-NoVaS and GARCHX-NoVaS models to compute volatility predictions. These two models are based on a normalizing and variance-stabilizing transformation (NoVaS transformation) and are guided by a so-called model-free prediction principle. Applying the new models to data for South Africa, we find that climate-related information is helpful in forecasting stock return volatility. Moreover, the novel model-free prediction method can incorporate such exogenous information better than the classical GARCH approach, as revealed by the the squared prediction errors. More importantly, the forecast comparison test reveals that the advantage of applying exogenous information related to climate risks in prediction of the South African stock return volatility is significant over a century of monthly data (February 1910–February 2023). Our findings have important implications for academics, investors, and policymakers.
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1. Introduction


Initially identified by [1], models of rare disasters have been proposed by [2], and later [3] to explain the equity premium puzzle. More recently, [4,5] have extended this line of research by studying models in which aggregate consumption mainly follows a low-volatility normal distribution, while a far out-in-the-left-tail realization of consumption can materialize with some probability, thereby giving rise to a disaster risk. Disaster risk not only raises the equity premium, but its time variation also produces high stock market volatility. Moreover, in another recent contribution, [6] builds on the literature on inattention to develop a model in which rare disaster risks magnify uncertainty, as well as its persistence. In this model, agents prepare for different future states of the world by collecting information, where they optimally ignore events that they think are sufficiently unlikely, implying that a realization of such an event does not resolve but raises uncertainty. As a result, when agents are endowed with dispersed beliefs, uncertainty acts as a catalyst of uncertainty and, thereby, creates endogenous persistence.



The traditional present discounted value model of asset prices [7,8] implies that asset price volatility depends on the variability of cash flows and the discount factor. Because an uncertain economic environment will tend to affect the volatility of future cash flows [9] and the discount factor [10], one can hypothesize a positive predictive relationship between uncertainty, originating from rare disaster events, and stock market volatility. In other words, well-established theoretical channels exist that warrant a detailed empirical analysis of the link between rare disaster risk and stock market volatility. We lay out in this research the results of such an empirical analysis.



Our objective is to forecast stock return volatility of an important emerging market economy, namely South Africa, using the informational content of rare disaster risk, over the monthly period from February 1910 to February 2023. In line with the burgeoning literature on climate finance, we use changes in the temperature anomaly and its volatility as an empirical proxy of the theoretical concept of rare disaster risk, as in the advanced financial market movements-based research by [11,12,13,14,15], given that climate change poses a large aggregate risk to the overall macroeconomy and the global financial system due to the associated occurrences of rare disasters originating from physical risks involved with global warming and climate change [16,17,18]. To this end, we study data that span more than a century because climate change is a slow-moving process and its effects have tended to aggravate over time as economies have become more and more industrialized. Note that the term temperature anomaly means a departure from a reference value or long-term average, with a positive (negative) anomaly indicating that the observed temperature was warmer (cooler) than the reference value. Naturally, changes in the temperature anomaly and its volatility, capturing fluctuation in temperature from a “normal” scenario, can be considered as a metric of risks associated with extreme weather events.



It must be realized that, traditionally, disaster events are generally captured by cumulative declines in output and/or consumption of at least 10% over one or more years [19,20]. Given this, a major obstacle to full-fledged empirical testing of rare disaster models is that individual countries typically do not face such major disasters very often, resulting in a small sample problem inherent in the use of actual rare disasters, which, in turn, explains why earlier researchers studying the implications of rare disasters for asset pricing have relied on theoretical models calibrated on rare-disaster-risk probabilities derived from historical cross-country evidence of major declines in output and/or consumption. But, as indicated above, physical risks associated with climate change due to changes in the temperature anomaly and its volatility can solve the small sample problem, making the empirical estimation of such models feasible, especially when we look at long spans of data [21,22], which is the approach that we undertake. In other words, temperature anomaly changes and its volatility serve as an empirical proxy of the theoretical concept of rare disaster risks, while simultaneously also allowing us to study the effect of climate change on asset prices by associating global warming as a rare disaster event in the general equilibrium setup of disaster risks. In other words, changes in the temperature anomaly and its volatility serve as metrics of rare disaster risks that have both theoretical and empirical foundations in relation to movements in asset prices.



At this stage, it must be noted that, our choice of South Africa as a case study of an emerging market economy is motivated not only by the availability of stock market data spanning over a century but also because, as stressed by [23,24], a standalone analysis of the South African stock market is warranted due to its high degree of sophistication. In addition, South Africa is one of the largest exporters of strategic commodities such as coal, chrome, diamond, gold, ilmenite, iron ore, manganese, palladium, platinum, rutile, vanadium, vermiculite, and zirconium. While being a major global commodity exporter, and given the importance of the mining industry for its economy (which contributes roughly 8% of its gross domestic product (GDP), as per the Facts & Figures Pocketbook 2022 of the Minerals Council South Africa, see https://www.mineralscouncil.org.za/special-features/1345-facts-figures-pocketbook-2022 (accessed on 15 January 2024) for reference), the South African economy is run primarily on fossil fuel (coal)-generated energy, so that the country ranks as fourteenth and first in terms of carbon dioxide emissions in the world and Africa (see https://www.statista.com/ (accessed on 15 January 2024) for reference). Moreover, because South Africa is a semi-arid country, a global average temperature increase of 1.5 °C would correspond to a 3 °C increase of the average local temperature and, thereby, raise the likelihood of the risk of extreme weather events in the country (see report from Boston Consulting Group at: https://www.bcg.com/publications/2022/how-south-african-mining-can-address-climate-change-challenges (accessed on 15 January 2024). It should be noted that transition risks of climate change stemming from the adoption of “green” technology-based production processes also have the potential to adversely impact the South African mining industries and, hence, the overall economy, which, in turn, could enhance the risk profile of the financial market of South Africa. But our objective is not to investigate such an indirect link in this paper, with our focus being climate-change related rare disaster-based physical risks and stock market volatility).



Evidently, the prominence of climate-related disaster risk for South Africa, and the potential influence of such a risk on its stock market volatility, is indeed a pertinent issue, as appropriate modeling and out-of-sample prediction of stock market volatility is important due to several reasons (as outlined, for example, by [25,26]). Firstly, modern finance theory implies that volatility is a key input to investment decisions and portfolio choices. Secondly, volatility is a key input to standard pricing formulas for derivative securities. For example, in order to price an option, one needs reliable estimates of the volatility of the underlying asset. Thirdly, financial risk management, according to the Basel Accord established as early as 1996, requires modeling and forecasting of volatility as a compulsory input to risk-management models used by financial institutions around the world. Last, but not least, stock market volatility, as was evident during the global financial crisis and the recent COVID-19 pandemic, can have severe repercussions on the economy as a whole via its effect on real economic activity and public confidence. Thus, forecasts of stock market volatility can serve as a measure of the vulnerability of the overall financial system and the whole economy and, thereby, can help policymakers design appropriate preventive policies.



Not surprisingly, the academic literature on the stock market volatility in South Africa, in terms of econometric methods, primarily involving variations of the generalized autoregressive conditional heteroskedasticity (GARCH) family, and predictors being considered, is quite abundant, to say the least (see, the citations in Section 2). However, despite the wide variation of econometric methods that researchers have used and the plethora of predictors that they have considered, no research has yet been performed on the role of climate risks in forecasting South African stock return volatility. In light of the fact that changes in temperature and its volatility can have strong general equilibrium effects [27,28,29,30], these predictors are likely to encompass the information contained in a wide array of macroeconomics and financial (and even behavioral [31,32]) predictors that have been used in earlier research to forecast stock price volatility in South Africa, with the added advantage that data on changes in temperature and its volatility have been available in a consistent manner for over 110 years.



Having said this, like [33], we control for the role of fundamentals- and sentiments-based information via the West Texas Intermediate (WTI) oil and precious metals (gold and silver) prices. The oil price (or its returns) is a good proxy of macroeconomic and financial predictors because of its potential to move stock prices through its impact on changes in expected cash flows and/or the discount rate, output, monetary and fiscal policy, and macroeconomic and financial uncertainties [34,35]. Gold, in turn, serves the dual role of a consumption good as jewelry and investors regarding it as a “safe haven” asset, i.e., investors consider it valuable in times of severe financial turmoil. In contrast, silver is a precious metal that, while having similar uses as gold in consumption, lacks the status of a “safe haven” asset. It follows that the ratio of gold-to-silver prices should be largely unaffected by consumption shocks. Rather, it should reveal variation in risk, with this price ratio rising when investor sentiment is weak and/or investors become more risk-averse [36]. The idea emanates from the gold-to-platinum price ratio proposed by [37] to capture global risk, given that data on platinum prices only stretch back to 1968. In the context of research on the predictability of South African stock market volatility, outlined in the next segment, several types of primarily univariate GARCH models and, when exogenous predictor(s) are added, GARCHX models have been utilized. While we also implement these models studied in earlier research, we go beyond earlier literature in that we also use the recently developed model-free method, NoVaS, which applies normalizing and variance-stabilizing transformation (NoVaS transformation) to perform volatility predictions. We use one variant of the NoVaS method to study the role of climate risks, as captured by changes in the temperature anomaly and/or its volatility, over and above oil returns and the gold-to-silver price ratio, in forecasting stock return volatility in South Africa. In other words, our paper not only makes an important empirical contribution while analyzing the role of climate change in shaping the risk profile of a mining-intensive emerging market economy for the first time, but also does so by using recent methodological advances made in the context of volatility forecasting, and by using the recent focus on the NoVaS approach. While using long sample data has its attractiveness, especially when it comes to analyzing climate risks given their slow evolution, it also can be restrictive when it comes to availability of data associated with other predictors, i.e., fundamentals and behavioral. While we try to circumvent the concerns of an omitted variables bias by using innovative global proxies for these local economic conditions, we must concede that, while we think that this is not a serious limitation of our work, the oil returns and gold-to-silver price ratio are indeed imperfect proxies. Having said this, with climate risks known to lead a wide array of macroeconomic variables, changes in the temperature anomaly and its volatility surely contain local information on the state of the economy and, hence, oil returns and gold-to-silver price ratio movements can also be considered to be capturing global risks.



We organize the remainder of this research as follows. In Section 2, we cite the relevant papers associated with forecasting stock return volatility in South Africa, while, in Section 3, we describe the forecasting models we use in our empirical research. In Section 4, we outline our model evaluation criteria. After discussing the data in Section 5, we report our empirical results in Section 6. In Section 7, we conclude and discuss the implications of our findings.




2. Brief Discussion of Stock Return Volatility Literature of South Africa


In order to model and predict the volatility of the South African stock market, researchers have traditionally used various variants of the popular GARCH model. A comprehensive review of this literature is beyond the scope and objective of this paper, but the interested reader can refer to the works of [33,38,39,40,41,42,43,44,45,46,47,48,49,50,51,52], and the references cited therein. In terms of the international literature on modeling and predictability of stock market volatility, see [33,53,54,55,56,57] for detailed reviews. In these studies, researchers have thus far utilized either univariate approaches, especially when dealing with daily data, as well as various macroeconomic and financial predictors when modeling low-frequency, i.e., monthly, volatility. However, researchers thus far have not incorporated the role of changes in the temperature anomaly and its volatility capturing climate-based rare disaster risks in forecasting stock return volatility in South Africa spanning over a century of historical equity market data. In fact, in earlier studies on climate risks and stock markets, researchers primarily have concentrated on developed countries and on in-sample movements of the first moment [13,15,27,29,30], with the only exception being [14], who have analyzed stock market volatility of the state-level data in the United States (US). When it comes to volatility, the literature thus far has concentrated on predicting second moments of commodity returns due to climate risks (for example, [58,59,60,61,62,63]). Another somewhat related paper is that of [64], who have forecasted indicators of financial stress, comprised of both first and second moments of the underlying assets, of developed countries. In our paper, we thus take an emerging market perspective in this regard, using the well-utilized GARCH models in the South African volatility literature, but we also add the newly proposed NoVaS transformation method to our forecasting setup. This approach builds on the model-free prediction principle, first proposed by [65], which, in turn, has been shown to outperform a wide array of models from the GARCH-class in terms of volatility forecasting (see, for example, [66,67,68]). Motivated by the superior performance of the newly developed model-free GARCH-NoVaS model, [69] have extended this framework to a model that renders it possible to incorporate exogenous predictors, which, in turn, forms our motivation for the forecasting exercise that we undertake here.




3. Forecasting Models


3.1. Classical Models


The classic GARCH(1,1) model, as proposed by [70], can be described as follows:


     Y t     =  σ t   W t  ,       σ t 2     = a +  a 1   Y  t − 1  2  +  b 1   σ  t − 1  2  ,     



(1)




where   a ≥ 0  ,    a 1  > 0  ,    b 1  > 0  , and    W t  ∼ i . i . d .  N  ( 0 , 1 )   . After including a vector of exogenous covariates,   X = (  X 1  , … ,  X m  )  , we can wrap the exogenous covariates into the prediction process by turning the GARCH(1,1) model into the following GARCHX(1,1,1) model:


     Y t     =  σ t   W t  ,       σ t 2     = a +  a 1   Y  t − 1  2  +  b 1   σ  t − 1  2  +   c  T   X  t − 1   ,     



(2)




where   X  t − 1    represents   (  X  1 , t − 1   , … ,  X  m , t − 1   )   and  c  are the coefficients of these exogenous variables to be estimated (see [71] for an in-depth discussion on the properties of such a GARCHX(1,1,1) model). In order to implement a moving-window out-of-sample prediction experiment with classical methods, we first need to estimate the GARCH(1,1) and GARCHX(1,1,1) models. For estimation of the GARCH and GARCHX models, we use the fGarch [72] and garchx packages [73] for the R language and environment for statistical computing [74], and then we compute predictions iteratively (see Section 4 for details).




3.2. NoVaS-Type Models


We next present two model-free prediction methods that have been developed recently—the GARCH-NoVaS and GARCHX-NoVaS models. These models are guided by the model-free prediction principle and rely on the normalizing and variance-stabilizing transformation (NoVaS transformation) to perform predictions.



3.2.1. GARCH-NoVaS Model


We first introduce the GARCH-NoVaS model, which is built on Equation (1). We focus on the parsimonious GARCH-NoVaS model proposed by [68]. The corresponding transformation and inverse transformation functions can be written as follows:


   W t  =   Y t    α  s  t − 1  2  +  ∑  i = 1  q    c ˜  i   Y  t − i  2      ;   Y t  =    W t 2   ( α  s  t − 1  2  +  ∑  i = 1  q    c ˜  i   Y  t − i  2  )    ,  



(3)




where  α  is a constant that plays a similar role to the constant parameter, a, in Equation (1);   s  t − 1  2   is the sample variance of   {  Y 1  , … ,  Y  T − 1   }  ; the parameter q is a large enough constant (we use 20 in our empirical research), and   {   c ˜  1  , … ,   c ˜  q  }   represents   {  a 1  ,  a 1   b 1     ,  a 1   b 1 2  ,    … ,  a 1   b 1  q − 1    }    scaled by multiplying with a scalar    1 − α    ∑  j = 1  q   a 1   b 1  j − 1     .



In short, the model-free prediction principle is about a distribution-match problem. Assuming that we have observed one series,   {  Y 1  , … ,  Y T  }  , we transform this series to another series,   {  ϵ 1  , … ,  ϵ T  }  , with   i . i . d .   components (chosen as standard normal in this paper) through an invertible transformation function,   H T  . Because the prediction of   i . i . d .   components is a trivial matter given a   L 1   (MSE) or   L 2   (MAE) loss criterion, we can obtain the optimal predictor of   ϵ  T + 1    first and then transform it back to the prediction of   Y  T + 1    with the inverse function   H T  − 1   . As for the GARCH-NoVaS model, we have ready-made transformation functions   H T   and   H T  − 1   , as shown in Equation (3). Thus, our goal is to determine the coefficients   {   c ˜  1  , … ,   c ˜  q  }   such that Equation (3) indeed demonstrates appropriate transformation functions. We decompose this problem into two parts: (1) variance stabilization, which is used to obtain unity variance; and (2) normalization, which is used to create   i . i . d .   components. Due to the fact that the transformed series from the financial log-returns is usually uncorrelated, the transformation from the original series to the   i . i . d .   series can be guaranteed by integrating these two parts. Due to the rescaling manipulation,   α +  ∑  i = 1  p    c ˜  i  = 1  , which serves to satisfy the requirement of variance stabilization, the optimal combination of   α ,  a 1  ,  b 1    is selected by minimizing   | K U R T (  W t  ) − 3 |   to satisfy the normalizing requirement; here,   K U R T (  W t  )   is the kurtosis of the transformed series   {  W t  }  . Empirically,   {  W t  }   is usually symmetrical, thus the kurtosis can be a simple metric to describe the distance between the distribution of   {  W t  }   and the standard normal distribution. Also, normalizing the marginal distribution is sufficient in our analysis.



After having determined the coefficients of this transformation function, we can apply the model-free prediction idea to set up our forecasting experiment. For example, if we consider the one-step-ahead prediction with observed   {  Y 1  , … ,  Y T  }  , we can first represent   Y  T + 1    by   W  T + 1    and   F T  , which is the sigma-field of observed   {  Y 1  , … ,  Y T  }  , i.e.,


   Y  T + 1   =    W  T + 1  2   ( α  s  T  2  +  ∑  i = 1  q    c ˜  i   Y  T + 1 − i  2  )    =  f GA   (  W  T + 1   ,  F T  )  ,  



(4)




where we use   f GA   to denote that the above representation is derived from the GARCH-NoVaS method. The ideal case is that we know   F W  , which is the distribution of   W t  , and then we can approximate the distribution of   Y  T + 1    by simulating   W  T + 1    from   F W  . Similarly for multi-step ahead predictions, we can represent   Y  T + h    by   {  W  T + 1   , … ,  W  T + h   }   and   F T   as    Y  T + h   =  f GA   (  W  T + 1   , … ,  W  T + h   ,  F T  )   . If   F W   is known, we can still simulate the vector   {  W  T + 1   , … ,  W  T + h   }   from   F W   and approximate the distribution of   Y  T + h   . However, we can only capture the distribution of   W t   by    F ^  W  , which is the empirical distribution of the transformed series in practice. Therefore, we have to replace the simulation technique with the bootstrap, i.e., we bootstrap M (taken as 2000 in this paper) sets of    {  W  T + 1 , m  *  , … ,  W  T + h , m  *  }   m = 1  M   from    F ^  W  . Then, we can approximate the optimal predictor of   Y  T + h    as follows:


         L 1   optimal   predictor :   Median  of   {  f GA   (  W  T + 1 , m  *  , … ,  W  T + h , m  *  ,  F T  )  ; m = 1 , … , M }  ;           L 2   optimal   predictor :    1 M   ∑  m = 1  M   f GA   (  W  T + 1 , m  *  , … ,  W  T + h , m  *  ,  F T  )  .     



(5)







Moreover, using the continuing mapping theorem, we can further approximate the optimal prediction of   g (  Y  T + h   )   for any continuous function,   g ( · )  .




3.2.2. GARCHX-NoVaS Model


Recently, [69] have extended the GARCH-NoVaS model to include exogenous variables, that is, they have developed a so-called GARCHX-NoVaS model via similar steps to find the transformation function of the GARCH-NoVaS model. In order to simplify the notation, we consider the case of only one exogenous covariate,   X t  . The case of multiple exogenous covariates can be analyzed analogously. In line with the GARCH-NoVaS transformation, we write the transformation function,   H T  , corresponding with the GARCHX-NoVaS method as follows:


   W t  =   Y t    α  s  t − 1 , Y  2  + β  s  t − 1 , X  2  +  ∑  i = 1  p   a 1   b 1  i − 1    Y  t − i  2  +  ∑  i = 1  p   c 1   b 1  i − 1    X  t − i      ,  



(6)




where   s  t − 1 , Y  2   and   s  t − 1 , X  2   are the sample variance of   {  Y 1  , … ,  Y  t − 1   }   and   {  X 1  , … ,  X  t − 1   }  , respectively. We set   p = q   in our empirical research. Guided by the model-free prediction principle, the plan is to optimize the coefficients according to the variance stabilization and normalization requirement to obtain a qualified transformed series and its corresponding empirical distribution,    F ^  W  . Also, we can express   Y  T + h    as


   Y  T + h   =  f GAX   (  W  T + 1   , … ,  W  T + h   ,  F T  ,  F  X , T + h   )  ,  



(7)




where   F  X , T + h    is the sigma-field of   {  X 1  , … ,  X  T + h   }   (we should notice that we assume that we know the future exogenous variables). Thus, the multi-step-ahead predictions of the GARCHX-NoVaS method can be computed by applying the same bootstrap approach as described in Section 3.2.1. See [69] for more details on the development of the GARCHX-NoVaS model.






4. Model Evaluation


In order to evaluate the prediction performance of the different models, we consider two measures: (1) the sum of squared prediction errors (SSPE), with this statistic aiming to compare the prediction performance in an absolute way, and (2) the CW test statistic proposed by [75], which, in turn, can be used to compare the forecasting performance of two nested models, i.e., to test whether a parsimonious null model and a larger model have equal predictive accuracy.



In order to define a suitable SSPE metric for long-term predictions (  h > 1  ), we consider the below time-aggregated predictions, as studied by [67], to measure the forecasting performance of the different models at an overall level (for other applications of this approach, see [76,77]):


     Y ^  ¯   T , h  2  =  ∑  k = 1  h    (   Y ^   T + k  2  / h )  2  ,  



(8)




where     Y ^  ¯   T , h  2   is the h-step ahead time-aggregated volatility prediction for   { T + 1 , … , T + h }  . In order to fully exhaust the dataset (which consists of a total of N observations), we further focus on moving-window out-of-sample predictions, i.e., we use   {  Y 1  , ⋯ ,  Y T  }   to predict {   Y  T + 1  2  , ⋯ ,  Y  T + h  2   }   , then we use   {  Y 2  , ⋯ ,  Y  T + 1   }   to predict   {  Y  T + 2  2  , ⋯ ,  Y  T + h + 1  2  }  , and so on until we reach the end of the sample (that is, until we use   {  Y  N − T + h + 1   , ⋯ ,  Y  N − h   }   to predict   {  Y  N − h + 1  2  , … ,  Y N 2  }  ). Here, T denotes the moving window size, which we fix at values between 240 and 500 in our empirical study. Thus, we can define the SSPE with the time-aggregated metric as below:


  P =  ∑  l = T   N − h     (    Y ^  ¯   l , h  2  −  ∑  k = 1  h   (  Y  l + k  2  / h )  )  2  ,  



(9)




where     Y ^  ¯   l , h  2   denotes the time-aggregated prediction for each moving window forecast and    ∑  k = 1  h   (  Y  l + k  2  / h )    denotes the corresponding realized average squared returns.



In addition to this numerical comparison, we consider the CW test proposed by [75] to verify whether the parsimonious null model and the nested model have equal predictive accuracy. For further details on the CW test, especially its application in the context of the type of analysis we consider in our empirical research, we refer the reader to the research by [69,75].




5. Data


We aim to predict the volatility of the Johannesburg Stock Exchange (JSE) All Share Index (ALSI) (JSE-ALSI) with the raw data of the index obtained from Global Financial Data (GFD) (https://globalfinancialdata.com/ (accessed on 15 January 2024)). To this end, we convert the raw data to log-returns in percentages. The data for the controls of fundamentals- and sentiments-based information, i.e., the WTI oil, gold, and silver prices, are used to generate the log-returns (OR) of the oil price, and the ratio of the gold-to-silver prices (GS). The corresponding raw data were obtained from GFD and Macrotrends (https://www.macrotrends.net/ (accessed on 15 January 2024)).



The temperature anomaly (relative to a historical mean over 1991–2020) data for South Africa, upon specifying its coordinates, i.e., stretching latitudinally from 22° S to 35° S and longitudinally from 17° E to 33° E, is available from the National Oceanic and Atmospheric Administration (NOAA), see https://www.ncei.noaa.gov/access/monitoring/climate-at-a-glance/global/time-series (accessed on 15 January 2024). We work with the first difference of the temperature anomaly and also apply the GARCH or NoVaS models to obtain the corresponding conditional volatilities of the temperature anomaly series to be used as an additional measure of climate risks. In particular, to capture climate risks, we compute the month-on-month change of the temperature anomaly, i.e., DTA, as well as the year-on-year change, i.e., DYTA, to avoid any concerns regarding seasonal effects.



Before analyzing the different forecasting models, we first check the properties of the log-returns, DTA, and DYTA to see whether the series indeed are heteroskedastic. We plot the three time series in Figure 1.



Looking at Figure 1, a volatility clustering phenomenon is quite obvious. For example, there are relatively strong fluctuations in stock returns for the time index from 200 to 400, and 800 to 1000. For the DYTA series, relatively strong fluctuations appear around time index 600. In order to statistically validate this phenomenon, we apply the McLeod and Li (ML) test [78]. The null hypothesis of the ML test is that there is no autoregressive conditional heteroskedasticity among the lags considered. The test, when applied to our data, produces p-values of near zero for all lags considered until the maximum (i.e., 31) allowed by the function “McLeod.Li.test” in R from the TSA package [79], with details of the results available upon request from the authors. Hence, we detect strong evidence of heteroskedasticity in the variables of our concern.




6. Empirical Results


In order to study the role played by oil log-returns, the ratio of the gold-to-silver prices, and climate risks, we include the different exogenous covariates in our forecasting models step by step and then distinguish four types of models:




	
Stage-1 model: we apply the GARCH and GARCH-NoVaS models to compute predictions. These two models are the benchmark for classical and model-free type methods.



	
Stage-2 model: we add OR and GS to the model. This results in GARCHX and GARCHX-NoVaS models with two covariates.



	
Stage-3 model: we take DTA or DYTA data into account based on Stage 2 models. Meanwhile, we keep including OR and GS as exogenous variables.



	
Stage-4 model: we estimate the volatilities of DTA and DYTA by means of GARCH or NoVaS models and then use the estimates as additional covariates. In order to simplify notation, we denote the volatility of DTA/DYTA estimated by a GARCH model as DTAV1/DYTAV1, while we use DTAV2/DYTAV2 to denote the volatility of DTA/DYTA as estimated by means of a NoVaS model.








In order to fully exhaust the dataset, we consider moving-window out-of-sample predictions, i.e., we make predictions based on a sliding window with 240 or 500 observations. For the prediction horizon, we consider 1-, 3-, 6-, and 12-step-ahead horizons.



We report our empirical results in Table 1, Table 2 and Table 3. We summarize in Table 1 the results of a comparison of the Stage-1 model and the Stages 2–4 models, where the GARCH model is the benchmark model. In Table 2, we document the results of a comparison between the Stage-2 model and the Stage-3 models. We use the GARCHX Stage-2 model as the benchmark model. Similarly, we summarize in Table 3 the performance of the Stage-3 model relative to the Stage-4 model. In order to simplify the presentations of the SSPE, which is computed according to Equation (9), we divide the SSPE of the GARCH model by the SSPE of the other models and denote this ratio as the ratio of squared errors between those models and the benchmark, that is, we use this ratio to measure the relative performance of different models.



The following results emerge from our forecasting experiment:




	
The effects of OR and GS: the role of fundamentals- and sentiments-based information is revealed by the comparison of the Stage-1 and -2 models in Table 1. Taking the GARCH model as the benchmark, the Stage-2 GARCH model performs better when we use the SSPE statistic to evaluate 6- and 12-step-ahead predictions (moving window of size 500). The results of the CW test corroborate that the MSPE of the GARCH Stage-2 model is significantly smaller in a statistical sense than that of the benchmark model. However, for the moving window with 240 observations, the benchmark model beats the Stage-2 GARCH model. One reason may be that the sample size is not large enough to obtain a satisfactory estimation of the GARCHX model. However, OR and GS are also statistically beneficial to the predictions when we study the NoVaS method. Moreover, this improvement can also be observed for the 240-moving window.



	
The effects of DTA/DYTA: the results that we report in Table 2 show that, for GARCH-type models, with a 500- or 240-moving window, the improvement in SSPE brought about by including DTA or DYTA in the models is negligible. Actually, the Stage-2 GARCH model outperforms the Stage-3 GARCH model, irrespective of whether we study DTA or DYTA, for 1-, 3-, and 6-step-ahead predictions. The corresponding CW tests are not significant. The NoVaS-type models, however, can utilize climate information to yield more accurate forecasts. For example, the GARCHX-NoVaS-3-DTA model is better than the corresponding Stage-2 NoVaS model when we use a 500-moving window. The corresponding CW test also implies that we can reject the null hypothesis. However, the gain in forecast accuracy is hardly visible for predictions based on a 240-moving window, but it is still statistically significant at a significance level of 0.05. According to our results, DTA is more useful when the moving window size is 500, and DYTA is more useful for a 240-moving window.



	
The effects of volatilities of DTA/DYTA: according to Table 3, the volatility of DTA and DYTA is almost useless in improving the forecast accuracy of the GARCHX models, and almost all CW tests when applied to the corresponding Stage-3 and -4 models cannot reject the null hypothesis. Interestingly, the NoVaS-type models produce some forecasting benefits after including the volatility of DTA or DYTA, especially for long prediction horizons and a short moving window. For two types of volatility, DTAV1 and DYTAV2, the forecasts are slightly more accurate than their counterparts estimated by the NoVaS model.



	
The effects of applying the model-free NoVaS prediction technique: it is evident from Table 1, Table 2 and Table 3 that the NoVaS-type models are much better than the corresponding GARCH models for all four stages, and, hence, our work adds to the general literature on stock return volatility forecasting in South Africa that has primarily relied on the GARCH framework. More importantly, when we add climate risks to the NoVaS model, we observe that forecasting performance improves. The classical GARCH model, however, fails to take advantage of the information embedded in these covariates. All in all, the combination of the temperate anomaly and its volatility captured by a GARCH model gives the best model (Stage-4 NoVaS) due to its large MSE accuracy and robustness. Our findings thus corroborate the importance of climate risks in driving historical second-moment movements of an emerging stock market, i.e., South Africa, just like what was detected for the US and other advanced economies by [14,64]. In the process, we confirm that the role of physical risks due to changes in the temperature anomaly and its volatility acting as proxies of rare disaster events can be associated with the theoretical idea of the predictive relationship between asset market volatility and disaster risks.









7. Conclusions


We have studied, using a dataset that covers more than a century, the contribution of climate risks to the accuracy of forecasts of stock return volatility based on data for South Africa, an important emerging market economy. We have measured climate risks by studying the temperature anomaly and/or its volatility. Our findings show that climate risks do have predictive value for stock market volatility, where the novel model-free prediction method (GARCHX-NoVaS) can incorporate the information embedded in climate data better than classical methods, as witnessed by the result that the NoVaS models that include climate information achieve a stronger improvement in forecast accuracy than GARCH-type models, and the fact that the NoVaS model with the volatility of changes in the temperature anomaly estimated by the GARCH approach is the best model in terms of the forecast evaluation criterion and its robustness.



As outlined in the introductory part (Section 1), appropriate modeling and accurate forecasting of volatility based on factors (predictors) has ample implications for portfolio selection, the pricing of derivative securities, and risk management, making it a metric of paramount importance to not only investors but also policymakers. Hence, our findings indicate that the local climate risks can assist in terms of the above-mentioned pertinent issues in South Africa, over the above information contained in (proxies of) fundamentals and sentiments. Academically speaking, we provide empirical confirmation of the theoretical predictions that link rare disaster risks, modeled through weather patterns, with stock return volatility, in an emerging market setting. In this regard, from a statistical perspective, we also show the role of a model-free approach in appropriately capturing and predicting volatility.



As part of future research, it is interesting to extend our work to other emerging market economies, conditional on the availability of long spans of historical data, as well as to the currency markets of South Africa, and other fossil-fuel exporters, building on the work by [80]. Also, we should mention that the success of the NoVaS method depends on a good transformation result. The transformation may be adversely impacted by some extreme values and is restricted by the transformation complexity of the NoVaS method. Thus, it is also interesting to apply the NoVaS method with state-of-the-art techniques, such as deep neural networks.
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Figure 1. Plots of stock log-returns, DTA, and DYTA. 
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Table 1. Stage-1 comparisons.






Table 1. Stage-1 comparisons.





	

	
Ratio of Squared Errors

	
p-Value of CW-Test




	
Prediction Step

	
1

	
3

	
6

	
12

	
1

	
3

	
6

	
12






	
Moving window size 500:

	

	




	
GARCH (Benchmark)

	
1.000

	
1.000

	
1.000

	
1.000

	

	

	

	




	
GARCH-NoVaS

	
0.998

	
0.957

	
0.883

	
0.746

	

	

	

	




	
GARCHX-2

	
1.000

	
1.004

	
0.998

	
0.987

	
0.087

	
0.036

	
0.014

	
0.003




	
GARCHX-NoVaS-2

	
0.995

	
0.959

	
0.881

	
0.732

	
0.061

	
0.032

	
0.000

	
0.000




	
Moving window size 240:

	

	




	
GARCH (Benchmark)

	
1.000

	
1.000

	
1.000

	
1.000

	

	

	

	




	
GARCH-NoVaS

	
1.070

	
1.025

	
0.908

	
0.684

	

	

	

	




	
GARCHX-2

	
1.023

	
1.060

	
1.092

	
1.059

	
0.449

	
0.401

	
0.349

	
0.030




	
GARCHX-NoVaS-2

	
0.990

	
0.934

	
0.842

	
0.644

	
0.041

	
0.000

	
0.000

	
0.000








Note: GARCHX-2 and GARCHX-NoVaS-2 are Stage-2 models where the OR and GS information is involved in the prediction process based on the parsimonious model GARCH or NoVaS.













 





Table 2. Stage-2 comparisons.






Table 2. Stage-2 comparisons.





	

	
Ratio of Squared Errors

	
p-Value of CW-Test




	
Prediction Step

	
1

	
3

	
6

	
12

	
1

	
3

	
6

	
12






	
Moving window size 500:

	

	




	
GARCHX-2 (Benchmark)

	
1.000

	
1.000

	
1.000

	
1.000

	

	

	

	




	
GARCHX-NoVaS-2

	
0.994

	
0.956

	
0.882

	
0.742

	

	

	

	




	
GARCHX-3-DTA

	
1.000

	
1.000

	
1.005

	
0.996

	
0.386

	
0.309

	
0.986

	
0.102




	
GARCHX-NoVaS-3-DTA

	
1.004

	
0.947

	
0.878

	
0.732

	
0.894

	
0.001

	
0.013

	
0.000




	
GARCHX-3-DYTA

	
1.000

	
1.001

	
1.003

	
1.004

	
0.940

	
0.917

	
0.943

	
0.806




	
GARCHX-NoVaS-3-DYTA

	
0.997

	
0.955

	
0.882

	
0.734

	
0.525

	
0.143

	
0.187

	
0.001




	
Moving window size 240:

	

	




	
GARCHX-2 (Benchmark)

	
1.000

	
1.000

	
1.000

	
1.000

	

	

	

	




	
GARCHX-NoVaS-2

	
0.967

	
0.882

	
0.771

	
0.608

	

	

	

	




	
GARCHX-3-DTA

	
1.002

	
1.003

	
1.006

	
0.996

	
0.837

	
0.787

	
0.929

	
0.154




	
GARCHX-NoVaS-3-DTA

	
0.968

	
0.887

	
0.772

	
0.602

	
0.234

	
0.473

	
0.240

	
0.042




	
GARCHX-3-DYTA

	
1.004

	
1.009

	
1.009

	
1.010

	
0.994

	
0.998

	
0.976

	
0.847




	
GARCHX-NoVaS-3-DYTA

	
0.963

	
0.888

	
0.770

	
0.601

	
0.070

	
0.723

	
0.192

	
0.023








Note: the Stage-3 model takes DTA/DYTA into account, e.g., GARCHX-3-DTA represents the Stage-3 GARCHX model with OR, GS, and DTA exogenous covariates.













 





Table 3. Stage-3 comparisons.
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Ratio of Squared Errors

	
p-Value of CW-Test




	
Prediction Step

	
1

	
3

	
6

	
12

	
1

	
3

	
6

	
12






	
Moving window size 500:

	

	




	
GARCHX-3-DTA (Benchmark)

	
1.000

	
1.000

	
1.000

	
1.000

	

	

	

	




	
GARCHX-NoVaS-3-DTA

	
1.004

	
0.948

	
0.874

	
0.734

	

	

	

	




	
GARCHX-4-DTAV1

	
1.001

	
1.000

	
0.995

	
0.992

	
0.576

	
0.298

	
0.037

	
0.014




	
GARCHX-NoVaS-4-DTAV1

	
1.001

	
0.960

	
0.881

	
0.749

	